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Abstract

Pi 2 magnetic pulsations observed on the ground are a good indicator of the auroral breakup. However, they have not only corresponding full-substorm onsets but also most pseudobreakups. Another well-known substorm related phenomenon observed on the ground is positive bays. In order to identify full-substorm onsets from ground-magnetometer data, we developed a new algorithm based on “Singular Spectrum Analysis (SSA)”. The algorithm enables us to screen Pi 2 pulsations accompanied by the magnetic positive bay. We applied proposed algorithm to ground-magnetometer data and compared to the obtained results with Polar/UVI data. As a result, we succeeded in identifying 62% of the full-substorm onsets from ground-magnetometer data obtained in the nighttime sector between 21 and 03LT.
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1. Introduction

Pi 2 magnetic pulsations are defined as impulsive hydromagnetic oscillations with a period of 40-150s. It is well-known that Pi 2 pulsations has one-to-one correspondence with auroral breakups (Jacobs et al., 1964; Saito, 1969; Yumoto and CPMN Group, 2001). The excitation of the Pi 2 wave is closely related to the substorm trigger (Saito, 1976) and therefore Pi 2 onsets are often used for identifying substorm onsets. Although Pi 2 pulsations have been accepted as a good indicator of auroral breakups, they correspond to not only full-substorm onsets but also most pseudobreakups (Rostoker et al., 1980). Hsu and McPherron (2007) examined statistical properties of Pi 2 pulsations. They reported that the most probable number of Pi 2 bursts per substorm is 2. Pseudobreakups are characterized by short lifetimes, extreme locations, and weak magnetic perturbations on the ground (McPherron, 1991). In the previous substorm researches, geophysical differences between pseudobreakups and full substorms have been studied (Ohtani et al., 1993; Nakamura et al., 1994; Ohtani et al., 2002; Partamies et al., 2003). However, the physical difference in the magnetosphere and on the ground has not been clarified yet. In other words, to figure out the physical difference is a key subject for understanding the substorm onset mechanism. From this viewpoint, it is important to detect Pi 2 pulsations that correspond to full-substorm onset.

In 1990s, some studies have been made on the automatic detection of ground-observed Pi 2 pulsations. Takahashi et al. (1995) utilized wave power in the Pi 2 frequency band, which is calculated by applying the discrete Fourier transform, for selecting Pi 2 pulsations. An wavelet analysis has also been used to detect Pi 2 pulsations (Nose et al., 1998; Murphy et al., 2009). Recently, Hilbert-Huang Transformation used as ULF (Ultra Low Frequency) wave diagnosis of substorm expansion phase onset (Kataoka et al., 2009). Furthermore, the pattern recognition capabilities of artificial neural networks (ANN) have been used to identify Pi 2 pulsations (Sutcliffe, 2007). However, these methods cannot determine whether the Pi 2 pulsation corresponds to full-substorm onsets or to pseudobreakups.

Another well-known substorm related phenomenon measured on the ground is positive bays. At the onset of
the substorm expansion phase, the crosstail current is diverted down the magnetic field lines. The current then flows in the ionosphere as the westward electrojet and returns to the tail along the magnetic field line. The perturbation of tail current can be represented by an equivalent eastward current, which completes the three-dimensional current wedge. The mid-latitude and low-latitude signature of this wedge is a positive perturbation in the north-south component (McPherron et al., 1973a; Clauer and McPherron, 1974). The positive perturbation is called substorm positive bay (Akasofu and Meng, 1969; Meng and Akasofu, 1969). It is widely accepted that the sudden formation of the current wedge is essential to complete substorm onset. Hence, positive bays at mid and low latitudes could be an evidence for the occurrence of full substorms. From these arguments, we can say that Pi 2 pulsations accompanied by positive bays are one of the most reliable indicators of full-substorm onsets.

In order to identify full-substorm onsets from ground-magnetometer data, we propose a new algorithm to screen Pi 2 pulsations that accompanied by positive bays. As mentioned earlier, there are some works about automatic detections of Pi 2 pulsations. However, these methods are limited only to detecting wave packets. To screen Pi 2 pulsations that accompanied by positive bays, we should detect wave packets and changes of slopes simultaneously in ground-magnetometer data. Recently, singular spectrum analysis (SSA) has been used for change-point detections in time series (Moskvina and Zhigljavsky, 2003). Ide and Inoue (2005) developed the SSA-based change-point detection method, named singular spectrum transformations (SST), and showed that it was useful in knowledge discovery of causal relationships from a set of heterogeneous time series. Recently, the SST has been applied to determine the onset of positive bays (Tokunaga et al., 2010a, b). Unlike other conventional approaches, the SSA is data adaptive and does not employ any specific generative models. Further, SSA can extract simultaneously complex trends and periodic components. Hence, SSA-based change-point detection method likely fills our purpose, that is, to detect wave packets and changes of slopes simultaneously. In this paper, we introduce a new SSA-based change-point detection method, named Singular Value Transformation (SVT), to screen Pi 2 pulsations that accompanied by positive bays.

The outline of the rest of the paper is as follows. In Section 2, we describe the basic concept of SSA. Further, we introduce “bay-score” that provides information to determine whether the Pi 2 pulsation accompanied by the positive bay is present or not. Then, we define the framework of SVT. In Section 3, we apply our algorithm to the ground-magnetometer data and compare the result with auroral images obtained by Polar Ultra Violet Imager (Polar/UVI). Furthermore, we evaluated the practical performance of the algorithm in a statistical study.

2. Singular Value Transformation

In this section, we introduce the new method, named SVT, to detect substorm positive bays from ground-magnetometer data. The SVT can be regard as an applied technique of SSA. Thus, we first describe the basic concept of SSA.

2.1. Pattern Extraction by SSA

First of all, let us consider a transformation of a sequence time series $Y = \{y_1, y_2, \ldots, y_K, \ldots, y_N\}$ into the multi-dimensional series $X = [X_1, X_2, \ldots, X_K]$, where the $X_t$ denotes a subsequence that can be described as $X_t = \{y_{i+t}, \ldots, y_{i+K-t}\} (1 \leq i \leq L)$. Vectors $X_t$’s and the matrix $X$ are called L-lagged vectors and an L-trajectory matrix, respectively. Note that an L-trajectory matrix $X$ is an $L \times K$ Hankel matrix described as

$$X = \begin{pmatrix}
y_1 & y_2 & \cdots & y_K \\
y_2 & y_3 & \cdots & y_{K+1} \\
\vdots & \vdots & \ddots & \vdots \\
y_L & y_{L+1} & \cdots & y_N \\
\end{pmatrix} \cdots (1)$$

We call $K$ and $L$ a window width and an embedding dimension, respectively.

The second step of the SSA is the SVD of the Hankel matrix $X$. Let us denote $(\lambda_1, \lambda_2, \ldots, \lambda_L)$ as squared singular values of $XX^T$ in decreasing order of the magnitude $(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_L)$. Now the SVD of the Hankel matrix $X$ can be described as $X = \Lambda ULV^T$, where $\Lambda$ denotes a diagonal matrix whose diagonal element equal to the squared singular values, $U$ denotes a left singular matrix and $V$ denotes a right singular matrix. Superscript $T$ denotes the transpose of a matrix. Then, the Hankel matrix $X$ can be described as a sum of rank-one bi-orthogonal
elementary matrices $\mathbf{X} = \mathbf{X}_1 + \mathbf{X}_2 + \cdots + \mathbf{X}_L$. The $i$th elementary matrix can be described by using the $i$th left singular vector and the $i$th right singular vector as $\mathbf{X}_i = \lambda_i \mathbf{U}_i \mathbf{V}_i^T (i = 1, \ldots, L)$. A set of these three notations consists of singular value $\lambda_i$, empirical orthogonal functions $\mathbf{U}_i$, and principal components $\mathbf{V}_i$. Note that $L$ corresponds to the number of singular vectors.

Now let us define representative patterns using empirical orthogonal functions $\mathbf{U}_i$ $(1 \leq i \leq L)$. As described above, the method to extract dominant structures in time series via the SVD on the Hankel matrix is referred to as the SSA.

2. Preliminary procedure for SVT

Let us consider to create a $L \times K$ Hankel matrix $\hat{\mathbf{X}}$ according to the procedure shown in Figure 1.

$$
\hat{\mathbf{X}} = \begin{pmatrix}
  y_1 & y_2 & \cdots & y_K \\
  y_T & y_{T+1} & \cdots & y_{T+K} \\
  \vdots & \ddots & \vdots & \vdots \\
  y_{(L-1)T+1} & y_{(L-1)T+2} & \cdots & y_{(L-1)T+K}
\end{pmatrix}
$$

Now let us define representative patterns using empirical orthogonal functions $\mathbf{U}_i$ $(1 \leq i \leq L)$. As described above, the method to extract dominant structures in time series via the SVD on the Hankel matrix is referred to as the SSA.

![Fig. 1. Schematic illustration of the preliminary procedure for SVT.](image)

Here, we call $L$ and $K$ a window width and an embedding dimension. $T$ represents a shift length. Next, we consider a SVD of the matrix $\hat{\mathbf{X}}$. Let us denote $(\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_L)$ as squared singular values of $\hat{\mathbf{X}} \hat{\mathbf{X}}^T$ in decreasing order of the magnitude $(\hat{\lambda}_1 \geq \hat{\lambda}_2 \geq \cdots \geq \hat{\lambda}_L)$, where the subscript $T$ denotes transpose of a matrix. Now the SVD of the Hankel matrix $\mathbf{X}$ can be described as $\hat{\mathbf{X}} = \hat{\mathbf{U}} \hat{\mathbf{\Lambda}} \hat{\mathbf{V}}^T$, where $\hat{\mathbf{\Lambda}}$ denotes a diagonal matrix whose diagonal element equal to the squared singular values, $\hat{\mathbf{U}}$ denotes a left singular matrix and $\hat{\mathbf{V}}$ denotes a right singular matrix. For simplicity, now we assume that $\hat{\mathbf{\Lambda}}$ is a square matrix, that is, $K=L$. Then, $\hat{\mathbf{\Lambda}}$ can be described as

$$
\hat{\mathbf{\Lambda}} = \begin{pmatrix}
  \hat{\lambda}_1 & 0 & \cdots & 0 \\
  0 & \hat{\lambda}_2 & \cdots & 0 \\
  \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & \cdots & \hat{\lambda}_L
\end{pmatrix}
$$

Now let the $i$th column vector of matrix $\hat{\mathbf{U}}$ and the $i$th row vector of matrix $\hat{\mathbf{V}}$ be $\hat{\mathbf{U}}_i$ and $\hat{\mathbf{V}}_i$, respectively. $\hat{\mathbf{U}}_i$ and $\hat{\mathbf{V}}_i$ called empirical orthogonal functions and principal components, respectively. The magnitude of $\hat{\lambda}_i$ correspond to powers of empirical orthogonal functions and principal components.
Next, we focus attention on the time variation of $\tilde{\lambda}_i$. In Figure 2, we show the test data, which we created based on a mid- and low-latitude magnetic variation around a substorm onset. Figure 3a shows the time variation of $\tilde{\lambda}_i (i = 1, \cdots, 20)$. Figure 3b shows $\tilde{\lambda}_i (i = 1, \cdots, 20)$ at $t=250s$ and Figure 3c shows $\tilde{\lambda}_i (i = 1, \cdots, 20)$ at $t=1400s$.

![Figure 2: Test data, which we created based on a mid- and low-latitude magnetic variation around a substorm onset. The vertical dashed line at $t=1200s$ represents the start time of extraordinary oscillations.](image1)

![Figure 3: (a) A time variation of singular values for the test data shown in Fig. 2 calculated with the procedure described in Section 2.2. Hankel matrices were created with $K=80, L=80, M=20, r=30$. (b) Singular values at $t=250s$. (c) Singular values at $t=1400s$.](image2)
As shown in Figure 3b, we see that the first eigenvalue $\hat{\lambda}_1$ is extraordinary large. In contrast, $\hat{\lambda}_i$ ($i = 2, \cdots , 20$) are almost the same. So it is likely that empirical orthogonal functions $\hat{U}_i$ ($i = 2, \cdots , 20$) or principal components $\hat{V}_i$ ($i = 2, \cdots , 20$) represent noise. Also, this indicates that the essential structure of the test data around $t=250s$ can be represented by the first empirical orthogonal functions or the first principal component.

Next, let us focus on Figure 3c which shows the extraordinary oscillation has already begun. We see that the magnitudes of singular values decrease from $i=1$ to $i=4$. However, $\hat{\lambda}_i$ ($i = 5, \cdots , 20$) are the almost same. So it is likely that empirical orthogonal functions $\hat{U}_i$ ($i = 5, \cdots , 20$) or principal components $\hat{V}_i$ ($i = 5, \cdots , 20$) represent noise. This indicates that the essential structure of the test data around $t=1400s$ can be represented by a linear combination of first to fourth empirical orthogonal functions $\hat{U}_i$ ($i = 1, \cdots , 4$) or of first to fourth principal components $\hat{V}_i$ ($i = 1, \cdots , 4$).

From what we have seen, it is clear that the distribution of singular values obtained by SVD of the Hankel matrix reflects the complexity of the subsequence.

### 2.3. Bay-score

We introduce a relative anomaly metric of time series at the present time, named "bay-score". It provides information to determine whether the Pi 2 pulsation that accompanied by the positive bay is present or not. As we discussed in Section 2.2, the distribution of singular values calculated by SVD of the Hankel matrix reflects the complexity of the subsequence. The top panel of Figure 4 shows H-component of ground-magnetometer data obtained at KAG. The second panel of Figure 4 shows the time variations of the largest singular value calculated by the procedure described in Section 2.2. Similarly, the third panel and the fourth panel of Figure 4 shows the time variations of the second-largest singular value and that of the third-largest singular value, respectively. The vertical dashed lines in red show Pi 2 pulsations accompanied by positive bays selected by visual inspection. We see that singular values around substorm positive bays decreased. By taking account into the feature, we define the bay-score $Z(t)$ as

$$Z = \frac{1}{\left( \sum_{i=1}^{M} \hat{\lambda}_i \right)^3}.$$

(4)

Here, $M$ is the number of singular values to be included for the bay-score. The selection of $M$ affects the sensibility of the SVT. $\| \cdot \|$ is the usual Euclidean norm. $\hat{\lambda}_i$ is the $i$th-largest singular value. Note that $Z(t)$ is non-dimensional parameter and positive value by definition. The calculation of the bay-score can be viewed also as a nonlinear transformation from an original time-series $T$ to a new time-series $T_{uv}$, i.e.

$$T \rightarrow T_{uv}(K, L, M, \tau).$$

(5)

We call this transformation "Singular Value Transformation (SVT)". The algorithm detects Pi 2 pulsations that accompanied by positive bays, if the bay-score $Z(t)$ be larger than a predetermined threshold value.

### 2.4. Choice of parameters

As shown in Eq. 5, the SVT algorithm includes four parameters, namely, $K, L, M$ and $T$. By nature of SVT, these parameters needed to be determined experimentally. In change-point detection methods based on SSA, the choice of $K$ depends on the kind of structural changes to be detected (Moskvina and Zhigljavsky, 2003). A general rule is to choose $K$ reasonably large. However, if we allow small gradual changes in the time series then we could not take $K$ very large. The feature is most likely valid in the SVT. Since the onset of Pi 2 pulsations is gradual, we should not take $K$ as a large value. In this paper, we set to $K=80s$, which is the typical period of Pi 2 pulsations. Remaining parameters, $K=80, L=80, M=20, \tau=30$ were determined empirically. In the following application, these parameters were set to $L=K, M=20, \tau=30s$. 
3. Application to Ground-magnetometer Data

3.1. Data Sets

3.1.1. Ground-magnetometer data

Ground magnetometer data obtained from the CPMN (Circum-pan Pacific Magnetometer Network) stations in the 210° magnetic meridian (MM) chain (Yumoto and CPMN Group, 2001) have been used in the following applications. CPMN consists of about 50 stations. In this study, the data obtained at KAG were used for the analysis. The locations of these stations are listed in Table 1. The observations were based on vector measurements by fluxgate magnetometers with a sampling rate of 1Hz.

Table 1. Locations of geomagnetic observatories used in this paper.

<table>
<thead>
<tr>
<th>Station</th>
<th>Geographic Latitude</th>
<th>Geographic Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>KAG</td>
<td>31.48</td>
<td>130.72</td>
</tr>
</tbody>
</table>

Fig. 4. (Top panel) H-component of ground-magnetometer data obtained at KAG station on 10:00-18:00UT 27 January 1997. The vertical dashed lines in red show the onset of positive bays determined by visual inspection. (Second panel) The largest singular values calculated with $K=80$, $L=80$, $M=20$, $\tau=30$ for the ground-magnetometer data that shown in the top panel. (Third panel) The second-largest singular values. (Fourth panel) The third-largest singular values.
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3. 1. 2. Polar Ultra Violet Imager

In this study, Polar Satellite Ultra Violet Imager (Polar/UVI) to check the global auroral activities. The Polar satellite is in a highly elliptical polar orbit with an apogee at about 9\(R_E\), and it collects data from a high-altitude perspective on auroral activities. In this paper, we referenced the specification of Polar/UVI is described in Liou et al. (1999). UVI is a narrow-angle larger-aperture design. In Figure 5a, we present a sequence of nightside UV auroral images from Polar/UVI. The images were obtained by a combination of Lyman-Birge-Hopfield bands (1400-1600\(\AA\)) on 4 January 1997. We see that the auroral intensity started to enhance exponentially between 15:45:08UT and 15:46:22UT.

![Polar/UVI images at N2 Lyman-Birge-Hopfield bands (1400-1600\(\AA\)) on 4 January 1997.](image)

3. 2. Case Studies

In two case studies, we evaluate the performance of the SVT. The top panel of Figure 6 shows the keogram of auroral brightening observed by Polar/UVI in the Southern Hemisphere on 8 January 1997. The luminescence intensity averaged over magnetic local time of 21-03 h. The vertical axis shows magnetic latitude. The vertical dashed line in red shows full-substorm onsets visually identified by checking the keogram. Here, we define the full-substorm onset as the auroral breakup that is followed by rapid poleward motion of the brightened arc. The middle panel of Figure 6 shows H-component of ground-magnetometer data obtained at KAG station on 8 January 1997. The bottom panel of Figure 6 shows the resulting SVT series calculated with \(K=80, L=80, M=20, \tau=30\). The dashed horizontal line in blue shows the threshold value (0.05) for the detection of Pi 2 pulsations accompanied by positive bays.

We can see that the result shows two high scores that exceed 0.05 at around 14:20UT and at around 14:40UT. These two high scores most likely correspond to second and third full-substorm onsets shown as vertical dashed lines. However, we see that the first full-substorm onset at around 13:10UT was not detected. This is likely due to the fact that the amplitude of the positive bay at around 13:10UT was small.

Similarly, the top panel of Figure 7 shows the keogram of auroral brightening observed by Polar/UVI in the Southern Hemisphere on 27 January 1997. The middle panel of Figure 7 shows H-component of ground-magnetometer data obtained at KAG station on 27 January 1997. The bottom panel of Figure 7 shows the resulting SVT series calculated with \(K=80, L=80, M=20, \tau=30\). The presentation format is the same as Figure 6. We can see that the result shows two high scores that exceed 0.05 at around 10:00UT, at around 15:30UT, at around 15:15UT and at around 17:10UT. It is likely that four full-substorm onsets were detected successfully by the proposed algorithm.
Fig. 6. (Top) Keogram of auroral brightening observed by Polar/UVI in the Southern Hemisphere on 8 January 1997. The luminescence intensity averaged over magnetic local time of 21-03LT. (Middle) H-component of ground-magnetometer data observed at KAG station on 8 January 1997. (Bottom) The resulting SVT series calculated from H-component of KAG data. The SVT parameters were set to $K=80$, $L=80$, $M=20$, $\tau=30$. The dashed horizontal line in blue shows the threshold value for the detection of Pi 2 pulsations accompanied by positive bays.

Fig. 7. (Top panel) Keogram of auroral brightening observed by Polar/UVI in the Southern Hemisphere on 27 January 1997. The luminescence intensity averaged over magnetic local time of 21-03LT. (Middle) H-component of ground-magnetometer data observed at KAG station on 27 January 1997. (Bottom panel) The resulting SVT series calculated from H-component of KAG data. The SVT parameters were set to $K=80$, $L=80$, $M=20$, $\tau=30$. The dashed horizontal line in blue shows the threshold value for the detection of Pi 2 pulsations accompanied by positive bays.
3.3 Statistical Evaluation

Next, let us evaluate the performance of the full-substorm onset detection algorithm based on SVT in a statistical study. By checking the keogram of auroral brightening observed by Polar/UVI, we identified 69 auroral breakup events for the period from 3 January 1997 through 4 February 1997. We applied the SVT to the H-component of ground-magnetometer data obtained at KAG. The investigation was limited in a time period from 10:00-18:00UT, which KAG was located in/around the midnight sector in the period. The SVT parameters were set to $K=80$, $L=80$, $M=20$, $\tau=30$. The threshold value for detecting auroral breakup events was set to 0.05. The evaluation procedure is as follows. (1) Detected Events: If the bay-score exceed 0.05 during poleward motion of aurora. (2) False Positive: If the bay-score exceed 0.05 during there is no poleward motion of aurora. (3) False Negative: If the bay-score does not exceed 0.05 during poleward motion of aurora. As we mentioned in Section 1, the most probable number of Pi 2 bursts per substorm is 2 (Hsu and McPherron, 2007). In other words, about half of Pi 2 pulsations is not accompanied by poleward expansion and positive bays. Thus, it is our expectation that the algorithm possibly detect almost equal numbers of full-substorm onsets and false positives.

A test result of the algorithm is summarized in Table 2. The algorithm detected 51 possible full-substorm onsets. Forty three out of 51 events were in good agreement with full-substorm onsets. Eight out of 51 events were false positives. The number of false positive was lower than expected. Twenty six out of 69 events were overlooked. Thus the rate of successful detection is calculated to be about 62%. We consider that our algorithm gives fairly good results on the nightside (21-03LT).

Table 2. Test result of the full-substorm onset detection algorithm based on SVT for the KAG data in the nighttime (21--03LT).

<table>
<thead>
<tr>
<th>Date</th>
<th>Event Number</th>
<th>Successful Detection</th>
<th>False Negative</th>
<th>False Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Jan. 1997</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4 Jan. 1997</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5 Jan. 1997</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6 Jan. 1997</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>7 Jan. 1997</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>8 Jan. 1997</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9 Jan. 1997</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11 Jan. 1997</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12 Jan. 1997</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13 Jan. 1997</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>14 Jan. 1997</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15 Jan. 1997</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16 Jan. 1997</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17 Jan. 1997</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>18 Jan. 1997</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19 Jan. 1997</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>20 Jan. 1997</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>21 Jan. 1997</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>22 Jan. 1997</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23 Jan. 1997</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>24 Jan. 1997</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>25 Jan. 1997</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>27 Jan. 1997</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>28 Jan. 1997</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>29 Jan. 1997</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30 Jan. 1997</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>31 Jan. 1997</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1 Feb. 1997</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2 Feb. 1997</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>3 Feb. 1997</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4 Feb. 1997</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>69</strong></td>
<td><strong>43</strong></td>
<td><strong>26</strong></td>
<td><strong>8</strong></td>
</tr>
</tbody>
</table>
4. Conclusions

In order to identify the onset of full-substorms from ground-magnetometer data, we developed a new algorithm to detect Pi 2 pulsations that accompanied by positive bays. There are some works about automatic detection of Pi 2 pulsations. However, the previous studies are limited in detecting only wave packets. Thus, we defined the “bay-score” which provides information to determine whether positive bay is present or not. The transformation from an original time-series to a new time series of the bay-score named “Singular Value Transformation (SVT)”. We have applied the SVT to ground-magnetometer data and showed that high scores of resulting SVT series are in good agreement with that full-substorm onsets. Further, we evaluated the practical performance of the SVT in a statistical study. By checking the keogram of auroral brightening observed by Polar/UVI, 69 full-substorm onsets were identified for the period from 3 January 1997 through 4 February 1997. Forty-three events of them were detected successfully from ground-magnetometer data by proposed algorithm. On the other hand, 26 events were overlooked. This is mainly due to a local time dependence of positive bays (McPherron, 1973b). As mentioned in Section 1, it is thought that the substorm positive bay is caused by the substorm current wedge. Hence, the positive bay intensity strongly depends the positional relationship between the auroral breakup and the station. If KAG station was located outside the current wedge, the detection of positive bay likely failed regardless of the SVT parameter setting. By using the network data that covers wide range of longitude, the detection ratio will be improved. Whereas, the number of false positive was lower than expected. Hence, we conclude that the proposed algorithm is a strong method to detect positive bays from ground-magnetometer data. In other words, it will enable us to identify full-substorm onsets from ground-magnetometer data.
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