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Abstract

We propose a method that selects decision boundaries for the logistic regression model by applying sparse regularization. We can investigate which decision boundaries are truly necessary for the multinomial logistic regression model by letting some of the coefficient parameters or the differences between them approach zero. The model is estimated by the maximum penalized likelihood method with a fused lasso-type penalty. We also introduce various model selection criteria for evaluating models estimated by the penalized likelihood method. Simulation studies are conducted in order to evaluate the effectiveness of the proposed method. Real data analysis provides new insights into how each of the predictors contributes to the classification.
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1. Introduction

The least absolute shrinkage and selection operator (lasso) was proposed by Tibshirani (1996), and it can simultaneously estimate models and select variables in linear regression models by imposing an $L_1$ penalty on the parameters. Because of the usefulness of the lasso, it has been widely applied in various fields of statistical science and machine learning (see, e.g., Bühlmann and van de Geer, 2011; Hastie et al., 2015), and variations or refinements of the lasso have been proposed (Frank and Friedman, 1993; Fan and Li, 2001; Sun and Hastie, 2005; Zhang, 2010).

Such sparse regularization methods may be used to select variables which affect classification procedures, such as support vector machines (Zhu et al., 2004; Wang and Shen, 2006) or Fisher’s discriminant analysis (Witten and Tibshirani, 2011). The aim of this paper is to introduce multinomial logistic regression modeling into classification problems, via sparse regularization. The logistic regression model is a useful classification tool, since it provides posterior probabilities about the group to which the data belong (see, e.g., McCullagh and Nelder, 1989). It can be easily extended to classification problems of three or more groups by introducing dummy variables which follow a multinomial distribution. The use of sparse regularization for variable selection problems for the logistic regression model has been discussed in Krishnapuram et al. (2005), Park and Hastie (2007), Meier et al. (2008), and Friedman et al. (2010). However, if we impose an $L_1$ penalty directly on the multinomial logistic regression model, there may
be difficulties in interpreting the results. Although we can obtain coefficients, some of which approach zero, these results are inadequate from the viewpoint of variable selection. In order to solve this problem, the R package glmnet uses a group lasso (Yuan and Lin, 2006) to combine multiple coefficients for each variable and then treat them as a grouped parameter. Furthermore, Matsui (2014) extended this idea to the logistic regression model for functional data.

We can also consider this problem as one of selecting the decision boundaries rather than variables, that is, we can investigate which decision boundaries are truly necessary for each variable, using the technique of sparse regularization. When we have $L$ classes, the logistic regression model represents the relationship between linear predictors and the log odds of the two classes $l (< L)$ and $L$, by considering the class $L$ as the reference class. Therefore, we can remove the decision boundaries between classes $l$ and $L$ by allowing the corresponding coefficients to shrink toward zero. However, a lasso-type penalty is not sufficient for selecting the boundaries between $l$ and $l' (< L)$.

We propose a method for estimating and selecting decision boundaries simultaneously using an $L_1$-type penalty. We apply a fused lasso-type penalty (Tibshirani et al., 2005), which embeds first-order differences into the $L_1$ penalty so that neighboring coefficients are forced to have the same value. Tibshirani and Taylor (2011) extended the fused lasso such that it could include second- and higher-order differences. Related penalties that consider the correlation of predictors are discussed in Bondell and Reich (2008), Daye and Jeng (2009), Tutz and Ulbricht (2009), and Lin et al. (2013). Furthermore, She (2010) extended the fused lasso and then proposed a clustered lasso which penalizes the differences between all combinations of coefficients in a linear regression model. Jang et al. (2013) applied a penalty similar to the clustered lasso, for the clustering of highly correlated variables. We consider the application of the clustered lasso to the logistic regression model. Due to the effect of the proposed penalty, we can select multiple decision boundaries at one time. The model is estimated by the maximum penalized likelihood method with a fused lasso-type penalty. Since it is difficult to analytically derive an estimator of the model, we used the iterative procedure proposed by Ulbricht (2010). Furthermore, we need to select the regularization parameters to include in the penalized likelihood method. To evaluate the estimated model, we derived various model selection criteria based on information theory and the Bayesian approach (Konishi and Kitagawa, 2008). The proposed method was investigated through simulation studies and real data analysis, and we will show that the proposed method selects adequate decision boundaries.

This paper is organized as follows. Section 2 introduces the multinomial logistic regression model for classifying data into three or more groups. In Section 3, we derive a fused lasso-type penalty for the logistic regression model and show the effect of this penalty. We also present an iterative procedure for estimating models, and we derive four model selection criteria for evaluating the estimated models. The results of simulation studies and two real data analyses are presented in Sections 4 and 5, respectively. Finally, concluding remarks are given in Section 6.

2. Multinomial logistic regression model

Suppose we have $n$ observations $\{(\chi_i, g_i); i = 1, \ldots, n\}$, where $\chi_i = (x_{i1}, \ldots, x_{ip})^T$ is a vector of $p$ predictors for the $i$th subject, and $g_i \in \{1, \ldots, L\}$ is the class label to which $\chi_i$ belongs. In the classification setting, we apply the Bayes rule which assigns
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χ_{i} to class g_{i} = l with the maximum posterior probability given by χ_{i}; this is denoted as Pr(g_{i} = l|χ_{i}). Then, the logistic regression model is given by the log odds of the posterior probabilities:

\log \frac{Pr(g_{i} = l|χ_{i})}{Pr(g_{i} = L|χ_{i})} = x_{i}^{T}β_{l}, \quad l = 1, \ldots, L - 1,

(1)

where \( x_{i} = (1, x_{i1}, \ldots, x_{ip})^{T} \) and \( β_{l} = (\beta_{l0}, \beta_{l1}, \ldots, β_{lp})^{T} \) are vectors of the predictors and coefficients, respectively. The coefficient \( β_{lj} \) relates to the decision boundary between classes \( l \) and \( L \) for the \( j \)th variable. Therefore, if \( β_{lj} = 0 \), then the \( j \)th variable has no effect on the classification between the classes \( l \) and \( L \).

It follows from (1) that the posterior probability \( π_{l}(x_{i}; β) = Pr(g_{i} = l|x_{i}) \) with \( β = (β_{l1}^{T}, \ldots, β_{L-1}^{T})^{T} \) is given by

\[
π_{l}(x_{i}; β) = \frac{\exp (x_{i}^{T}β_{l})}{1 + \sum_{h=1}^{L-1} \exp (x_{i}^{T}β_{h})};
\]

\[
π_{L}(x_{i}; β) = \frac{1}{1 + \sum_{h=1}^{L-1} \exp (x_{i}^{T}β_{h})}.
\]

We define the vectors of the binary responses which indicate the class labels as

\[
y_{i} = (y_{i1}, \ldots, y_{i(L-1)})^{T} = \begin{cases} (0, \ldots, 0, 1, 0, \ldots, 0)^{T} & \text{if } g_{i} = l, \quad l = 1, \ldots, L - 1, \\ (0, \ldots, 0)^{T} & \text{if } g_{i} = L. \end{cases}
\]

Then, we can construct a joint probability function for the multinomial distribution:

\[
f(y_{i}|x_{i}; β) = \prod_{l=1}^{L-1} π_{l}(x_{i}; β)^{y_{il}} π_{L}(x_{i}; β)^{1 - \sum_{h=1}^{L-1} y_{ih}}.
\]

3. Estimation and evaluation

In this section, we establish a strategy for constructing the logistic regression model. In the following subsections, we first introduce a method for estimating the model, and then we derive four model selection criteria for evaluating the estimated models.

3.1. Penalized likelihood method with a fused lasso-type penalty

We consider the estimation of a logistic regression model (1) with the maximum penalized likelihood method, which maximizes the penalized log-likelihood function given as

\[
ℓ_{λ}(β) = \log f(y_{i}|x_{i}; β) - nP_{λ}(β),
\]

where \( P_{λ}(·) \) is a penalty function. We apply a penalty function given as

\[
P_{λ}(β) = λ_{1} \sum_{j=1}^{p} \sum_{l=1}^{L-1} |β_{lj}| + λ_{2} \sum_{j=1}^{p} \sum_{1 \leq l < l' \leq L} |β_{lj} - β_{l'l}|,
\]

(4)
Table 1: Estimates of the coefficients $\beta_{lj}$ for a toy example. (a) True, (b) estimates with $\lambda_1 = 1.0 \times 10^{-3}$ and $\lambda_2 = 0$ (lasso), (c) estimates with $\lambda_1 = 1.0 \times 10^{-3}$ and $\lambda_2 = 1.0 \times 10^{-3}$ (proposed).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th></th>
<th>1</th>
<th>2</th>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000</td>
<td>5.000</td>
<td></td>
<td>0.735</td>
<td>11.244</td>
<td></td>
<td>0.719</td>
<td>6.839</td>
</tr>
<tr>
<td>2</td>
<td>2.000</td>
<td>4.000</td>
<td></td>
<td>0.000</td>
<td>8.906</td>
<td></td>
<td>0.001</td>
<td>4.805</td>
</tr>
<tr>
<td>3</td>
<td>3.000</td>
<td>3.000</td>
<td></td>
<td>2.824</td>
<td>5.908</td>
<td></td>
<td>2.953</td>
<td>2.953</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>2.000</td>
<td></td>
<td>0.000</td>
<td>5.762</td>
<td></td>
<td>0.000</td>
<td>2.987</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

where $\lambda_1 > 0$ and $\lambda_2 > 0$, respectively, are regularization parameters which adjust the degrees of the penalties for the first and the second terms of (4). The first term gives the effect of individually shrinking some of coefficients; the result is that there are no boundaries between classes $l$ and $L$. On the other hand, the second term encourages the coefficients to have the same value for all combinations of $l$ and $l'$, that is, it penalizes so that $\beta_{lj} = \beta_{l'l}$ for each $j$. The result of this is that there is no boundary between the classes $l$ and $l'$, because the log odds of these classes are represented by

$$
\log \frac{\pi_l(x_i; \beta)}{\pi_{l'}(x_i; \beta)} = x_i^T (\beta_l - \beta_{l'})
$$

In order to see the effect of our method, we consider a toy example with simulated data, where $n = 50$, $p = 5$, and $L = 3$. The data were generated as follows. Predictors $X_j$ ($j = 1, \ldots, p$) were generated from $N_p(0, \Sigma)$, where $\Sigma_{st} = 0.5^{|s-t|}$, and the true coefficients are given in Table 1 (a). The response $Y$ was obtained by assigning (3) to the data whose class maximized (2). Coefficients $\beta_{1j}$ and $\beta_{2j}$ correspond to the boundaries between classes $l = 1$ and $l = 3$ and classes $l = 2$ and $l = 3$, respectively. Table 1 (b) shows the lasso estimates, and we can see that some coefficients are estimated to be exactly zero. This reveals that there is no boundary in the corresponding part, and, in particular, there is no boundary for $j = 5$. In other words, these are irrelevant for the classification. However, this result cannot lead to the exclusion of the boundary between the classes $l = 1$ and $l = 2$ for the third variable, even though it is truly irrelevant. On the other hand, the results of the proposed method, the underlined values in Table 1 (c), show that the coefficients for the third variable are estimated to be equal to each other, but they are not zero. This indicates that the classification between $l = 1$ and $l = 2$ is irrelevant for the third variable. Note that when $L = 3$, as in this example, the proposed penalty corresponds to the fused lasso penalty.

3.2. Local quadratic approximation algorithm

Since the penalized log-likelihood function involves the $L_1$ norm of the coefficients, it is difficult to derive estimates analytically, and therefore, iterative calculations are required. There are several algorithms for the fused lasso regularization (Tibshirani et al., 2005; Friedman et al., 2007; Höfling, 2010). More recently, Tibshirani and Taylor...
(2011) proposed a unified algorithm for the generalized lasso, including the fused lasso. However, the proposed penalty (4) does not satisfy the “boundary lemma” conditions that would allow us to execute the algorithm of Tibshirani and Taylor (2011). Thus, we apply the local quadratic approximation (LQA) algorithm, which was originally used by Tibshirani (1996) and Fan and Li (2001) for $L_1$-type regularization problems. Ulbricht (2010) extended the LQA to a wider class of problems, including fused lasso-type regularization, and it is implemented for a generalized linear model in the R package lqa. In order to apply it to the estimation of a multinomial logistic regression model, we define a function

$$p_{\lambda}(a_h^T \beta) = \begin{cases} \lambda_1 |a_h^T \beta|, & h = 1, \ldots, p(L-1), \\ \lambda_2 |a_h^T \beta|, & h = p(L-1) + 1, \ldots, H, \end{cases}$$

where $H = p(L-1) + p(L-1)(L-2)/2$, and the $a_h$ are $p(L-1)$-dimensional vectors given in the following form:

$$a_h^T = \begin{pmatrix} -I_p & I_p & O & \cdots & O \\ -I_p & O & I_p & \cdots & O \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ O & \cdots & -I_p & O & I_p \\ O & \cdots & O & -I_p & I_p \end{pmatrix}.$$ 

The upper and lower parts of (5) correspond to the first and second terms of (4), respectively. Thus, the penalty function can be expressed as

$$P_{\lambda}(\beta) = \sum_{h=1}^{H} p_{\lambda}(a_h^T \beta).$$

Ulbricht (2010) showed that if the penalty function can be expressed in the above form, then we can use the LQA to estimate the parameters. When the initial value of $\beta$ is $\beta^{(0)}$, the $(k+1)$-th update is

$$\beta^{(k+1)} = \beta^{(k)} - \left( \left. \frac{\partial^2 \ell(\beta)}{\partial \beta \partial \beta^T} \right|_{\beta^{(k)}} - n \Omega(\beta^{(k)}) \right)^{-1} \left( \left. \frac{\partial \ell(\beta)}{\partial \beta} \right|_{\beta^{(k)}} - n \Omega(\beta^{(k)}) \beta^{(k)} \right)$$

$$= \left\{ \left( \tilde{X}^T W \tilde{X} + n \Omega(\beta^{(k)}) \right)^{-1} \tilde{X}^T \right\} W \left\{ \tilde{X} \beta^{(k)} + W^{-1} \Delta 1_n(\beta^{(k)}) \right\},$$

where

$$\tilde{X} = (1_{L-1} 1_{L-1}^T) \otimes X, \quad X = (x_1^T, \ldots, x_n^T),$$

$$W^{(k)} = \begin{pmatrix} W^{(k)}_{11} & \cdots & W^{(k)}_{1(L-1)} \\ \vdots & \ddots & \vdots \\ W^{(k)}_{(L-1)1} & \cdots & W^{(k)}_{(L-1)(L-1)} \end{pmatrix},$$

$$W^{(k)}_{hl} = \begin{cases} \text{diag} \{ \pi_l(x_1; \beta) (1 - \pi_l(x_1; \beta)), \ldots, \pi_l(x_n; \beta) (1 - \pi_l(x_n; \beta)) \} & (h = l), \\ \text{diag} \{ -\pi_h(x_1; \beta) \pi_l(x_1; \beta), \ldots, -\pi_h(x_n; \beta) \pi_l(x_n; \beta) \} & (h \neq l), \end{cases}$$
\[ \Omega(\beta) = \sum_{h=1}^{H} \frac{p_h(a_h^T \beta)}{\sqrt{(a_h^T \beta)^2 + c}} a_h a_h^T, \]

\[ \Delta = \text{blockdiag}\{\Delta_1, \ldots, \Delta_{L-1}\}, \quad \Delta_l = \text{diag}\{y_{1l} - \pi_{1l}, \ldots, y_{nl} - \pi_{nl}\}, \]

where \( \otimes \) represents the Kronecker product, and \( c \) in \( \Omega(\beta) \) is a positive constant that is sufficiently small (e.g., \( 10^{-6} \)) to prevent the elements from diverging.

### 3.3. Model selection criteria

Since the estimated model depends on the regularization parameters \( \lambda_1 \) and \( \lambda_2 \) in (4), it is important to determine these values objectively. We will consider selecting these values by applying various model selection criteria based on information theory and the Bayesian approach.

The Akaike information criterion (AIC) and the Bayesian information criterion (BIC) for evaluating models estimated by the maximum penalized likelihood method with the proposed penalty are respectively given by

\[ \text{AIC} = -2\ell(\hat{\beta}) + 2\tilde{d}f, \]
\[ \text{BIC} = -2\ell(\hat{\beta}) + \tilde{d}f \log n, \]

where \( \tilde{d}f \) is given by

\[ \tilde{d}f = \text{tr}\left\{ W \tilde{X}_A (\tilde{X}_A^T W \tilde{X}_A + n \Omega(\hat{\beta}_A))^{-1} \tilde{X}_A^T \right\}. \]

Here, \( \tilde{X}_A \) indicates the active set of \( \tilde{X} \), and \( \hat{\beta}_A \) indicates the nonzero elements of \( \hat{\beta} \). The definition of \( \tilde{d}f \) is due to the effective degrees of freedom, and it was originally proposed by Hastie and Tibshirani (1990) and was used for sparse regularization in Tibshirani (1996) and Fan and Li (2001). Tibshirani et al. (2005) used the number of distinct nonzero estimates as the degrees of freedom, applying the result described in Zou et al. (2007) for fused lasso regularization. However, this result holds true for the linear model with Gaussian noise, not for the logistic regression model. On the other hand, Zhang et al. (2010) showed that the BIC-type criterion with the effective degrees of freedom consistently selects variables when smoothly clipped absolute deviation (SCAD) regularization (Fan and Li, 2001) is applied.

While the AIC- and BIC-type criteria are widely used for evaluating various types of statistical models, they were initially derived for evaluating models estimated by the maximum likelihood method, not the maximum penalized likelihood method. On the other hand, Konishi and Kitagawa (1996) derived a generalized information criterion (GIC) for evaluating models estimated by the M-estimates, including the maximum penalized likelihood estimates. Using this result, the GIC for evaluating logistic regression models estimated by the regularization method with the penalty given in (4) is given by

\[ \text{GIC} = -2\ell(\hat{\beta}) + 2\text{tr}\left\{ R^{-1}(\hat{\beta})Q(\hat{\beta}) \right\}, \]

where \( R(\hat{\beta}) \) and \( Q(\hat{\beta}) \) are respectively defined by

\[ R(\hat{\beta}) = \frac{1}{n} \tilde{X}_A^T W \tilde{X}_A + \Omega(\hat{\beta}_A), \]
\[ Q(\hat{\beta}) = \frac{1}{n} \tilde{X}_A^T \Delta \tilde{X}_A - \Omega(\hat{\beta}_A) \hat{\beta}_A^T 1_{n(L-1)} \Delta \tilde{X}_A. \]
where \( \hat{\Delta} = (\Delta_1 \cdots \Delta_{L-1})^T (\Delta_1 \cdots \Delta_{L-1}) \). Furthermore, Konishi et al. (2004) derived a

named Bayesian information criterion (GBIC) for evaluating models estimated by the

maximum penalized likelihood method. By applying the result of Konishi et al., the

GBIC for evaluating models estimated by our method is given by

\[
\text{GBIC} = -2\ell(\hat{\beta}) + n\hat{\beta}^T \Omega(\hat{\beta}) \hat{\beta} + q \log n + \log |R(\hat{\beta})| - \log |\Omega(\hat{\beta})| + q \log(2\pi),
\]

where \( q = p(L-1) - \text{rank}\Omega(\hat{\beta}) \) and \( |\Omega(\hat{\beta})| \) denotes a product of the nonzero eigenvalues

of \( \Omega(\hat{\beta}) \). These criteria are repeatedly computed for various candidate values for \( \lambda_1 \) and

\( \lambda_2 \), and then we determine which values of \( \lambda_1 \) and \( \lambda_2 \) minimize these criteria.

4. Simulation study

We performed Monte Carlo simulations to investigate the effectiveness of the proposed

method. We simulated the data according to the logistic regression model (1). The

predictors \( X_j \) were generated from \( N_p(0, \Sigma) \), where \( \Sigma_{st} = 0.5^{s-t} \), and the true

coefficients were given in the following two settings:

1. \( p = 4, L = 4, \beta_1 = (3, 1.5, 0, 0)^T, \beta_2 = (1.5, 1.5, 0, 0)^T, \beta_3 = (0, 1.5, 0, 0)^T, \)

2. \( p = 5, L = 4, \beta_1 = (1, 2, 3, 0, 0)^T, \beta_2 = (5, 4, 3, 0, 0)^T, \beta_3 = (1, 2, 0, 0, 0)^T. \)

After calculating the posterior probabilities, we obtained the true responses \( y_i^{(t)} \) as in (3), so that each subject was assigned to the class with the maximum posterior

probability. We then used the posterior probability to generate random observations

from the multinomial distribution for the responses \( y_i \). We estimated the logistic

regression model by the proposed method, and then the tuning parameters were

selected using the four model selection criteria described in Section 3.2. We repeated

this strategy for 100 simulated data sets with \( n = 50, 100, 200 \) for each setting. After

obtaining the estimated coefficients \( \hat{\beta}_{ij} \) and responses \( \hat{y}_i \), we calculated the misclassifi-

cation rate \( MCR = \sum_{i=1}^{n} I(y_i^{(t)} \neq \hat{y}_i)/n \), where \( I(\cdot) \) is an indicator function. Further-

more, we examined the selection accuracy by comparing the error rates between

classes \( l(L-1) \) and \( L \) between classes \( l(L-1) \) and \( L' < L \), respectively defined by

\[
\text{SER1} = \mathbb{Z}\{ \hat{\beta}_{ij} \neq \beta_{ij} \} \neq 0 \}/\{p(L-1)\} \quad \text{and} \quad \text{SER2} = \mathbb{Z}\{ \hat{\beta}_{ij} \neq \beta_{ij} \} \neq 0 \}/\{p(L-1)(L-2)/2\}.
\]

Tables 2 and 3 give the results of the simulations using settings 1 and 2, respectively.

These include the averaged values of 100 selected regularization parameters (\( \lambda_1 \) and \( \lambda_2 \) for penalty (4)), the misclassification rates MCR, and the selection error rates SER1 and

SER2, for the proposed method and the lasso. Note that we omitted \( \lambda_2 \) for the lasso

from the table, since the lasso corresponds to the case with \( \lambda_2 = 0 \). In most cases, the

proposed method obtained MCRs that were smaller than those obtained by the lasso;

this difference was largest when the sample size was large. On the other hand, there

were smaller differences between the results of the four model selection criteria. The

proposed method obtained SER1s and SER2s that were smaller than those obtained by

the lasso. The model selection criteria BIC and GBIC tended to obtain smaller SER1s

and SER2s than those obtained by the other criteria.
Table 2: Results for the simulation with setting 1. Values of $\lambda_1$ and $\lambda_2$ are multiplied by $10^3$, and MCR, SER1, and SER2 are expressed as percentages.

<table>
<thead>
<tr>
<th></th>
<th>Proposed</th>
<th>LASSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda_1$</td>
<td>$\lambda_2$</td>
</tr>
<tr>
<td>n = 50</td>
<td>AIC</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>BIC</td>
<td>2.02</td>
</tr>
<tr>
<td></td>
<td>GIC</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>GBIC</td>
<td>4.64</td>
</tr>
<tr>
<td>n = 100</td>
<td>AIC</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>BIC</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>GIC</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>GBIC</td>
<td>2.61</td>
</tr>
<tr>
<td>n = 200</td>
<td>AIC</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>BIC</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>GIC</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>GBIC</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Table 3: Results for the simulation with setting 2. Values of $\lambda_1$ and $\lambda_2$ are multiplied by $10^3$, and MCR, SER1, and SER2 are expressed as percentages.

<table>
<thead>
<tr>
<th></th>
<th>Proposed</th>
<th>LASSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda_1$</td>
<td>$\lambda_2$</td>
</tr>
<tr>
<td>n = 50</td>
<td>AIC</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>BIC</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>GIC</td>
<td>0.62</td>
</tr>
<tr>
<td>n = 100</td>
<td>AIC</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>BIC</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>GIC</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>GBIC</td>
<td>1.87</td>
</tr>
<tr>
<td>n = 200</td>
<td>AIC</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>BIC</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>GIC</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>GBIC</td>
<td>0.83</td>
</tr>
</tbody>
</table>

5. Real data analysis

We applied real data analysis to the proposed method, and then investigated the results. The data sets used here are vowel data and handwritten zip code data, both of which are available from the website\(^1\) of Hastie et al. (2009). In these analyses, the tuning parameters included in the penalty were selected by the BIC, since it performed well in the numerical experiments.

\(^1\) http://statweb.stanford.edu/~tibs/ElemStatLearn/
Table 4: Coefficient estimates $\hat{\beta}_{lj}$ for the vowel data set. Underlined values have the same estimated value for each variable $j$.

<table>
<thead>
<tr>
<th>$j$ \ $l$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-3.84</td>
<td>-0.21</td>
<td>-1.86</td>
<td>-1.86</td>
<td>6.05</td>
<td>1.24</td>
<td>4.75</td>
<td>4.44</td>
<td>1.24</td>
<td>1.24</td>
</tr>
<tr>
<td>2</td>
<td>-15.29</td>
<td>-2.94</td>
<td>-5.12</td>
<td>-2.66</td>
<td>5.95</td>
<td>1.70</td>
<td>5.31</td>
<td>4.97</td>
<td>2.25</td>
<td>1.70</td>
</tr>
<tr>
<td>3</td>
<td>1.39</td>
<td>-0.24</td>
<td>-5.34</td>
<td>-7.45</td>
<td>-0.89</td>
<td>0.08</td>
<td>1.71</td>
<td>0.72</td>
<td>1.71</td>
<td>2.92</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>2.36</td>
<td>0.00</td>
<td>-7.26</td>
<td>0.00</td>
<td>-1.65</td>
<td>2.36</td>
<td>-1.28</td>
<td>0.00</td>
<td>2.36</td>
</tr>
<tr>
<td>5</td>
<td>5.62</td>
<td>5.62</td>
<td>0.27</td>
<td>-6.25</td>
<td>-5.91</td>
<td>-3.21</td>
<td>-3.55</td>
<td>-3.21</td>
<td>0.80</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>-2.67</td>
<td>0.80</td>
<td>-3.50</td>
<td>-10.66</td>
<td>2.64</td>
<td>0.80</td>
<td>2.64</td>
<td>0.80</td>
<td>1.74</td>
<td>1.74</td>
</tr>
<tr>
<td>7</td>
<td>-1.75</td>
<td>-0.36</td>
<td>-3.08</td>
<td>-5.60</td>
<td>-5.60</td>
<td>-2.44</td>
<td>-0.36</td>
<td>-0.61</td>
<td>-0.61</td>
<td>-0.61</td>
</tr>
<tr>
<td>8</td>
<td>1.32</td>
<td>1.32</td>
<td>-1.90</td>
<td>-7.62</td>
<td>-1.90</td>
<td>-1.90</td>
<td>0.00</td>
<td>1.32</td>
<td>-0.10</td>
<td>-1.90</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>2.07</td>
<td>0.00</td>
<td>0.00</td>
<td>2.07</td>
<td>0.00</td>
<td>0.00</td>
<td>2.07</td>
<td>2.07</td>
<td>1.48</td>
</tr>
<tr>
<td>10</td>
<td>0.00</td>
<td>1.53</td>
<td>0.00</td>
<td>-1.68</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.53</td>
<td>0.00</td>
<td>-2.44</td>
</tr>
</tbody>
</table>

Table 5: Numbers of decision boundaries for each variable.

<table>
<thead>
<tr>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>7</td>
<td>9</td>
<td>8</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

5.1. Vowel data

This data set consists of 462 observations, including 11 kinds of steady-state vowels of British English, and each of them has 10 voice features. The number of variables is $p = 10$, and the number of classes is $L = 11$. We applied the proposed modeling strategy to an analysis of the data, and we obtained estimates of the coefficients. In this analysis, we set the reference class $l = L$ be the last class of the data, that is, the logistic regression model consists of log odds ratios for classes $l (< L)$ and $L (= 11)$. The tuning parameters included in the model were selected by the BIC.

Table 4 shows the coefficients estimated for the logistic regression model for the vowel data. Some of coefficients were estimated to be zero; this indicates that these variables have no effect on the classification between $l (< L)$ and $L$. Furthermore, some coefficients have the same value for each variable. This means that there are no decision boundaries between $l (< L)$ and $l' (< L)$. For example, for variable $j = 4$, there are no boundaries between classes $l = 1, 3, 5, 9$, and 11. Moreover, there also are no boundaries between classes $l = 2, 7$, and 10, since the corresponding coefficients of the model are estimated to be the same. As a result, only four decision boundaries are estimated for variable $j = 4$. The decision boundaries for all variables are summarized in Table 5. It can be seen that almost half of the decision boundaries have disappeared for most variables.
5.2. Handwritten zip code data

We applied the proposed method to the analysis of data of handwritten digits. Each handwritten digit was represented as 16 × 16 pixels (examples are given in Figure 1), and the 256 luminance values were treated as an individual datum. This dataset has a sample size of \( n = 7291 \) with \( p = 256 \) dimensions and \( L = 10 \) classes. We applied our method to the analysis of this data set, and then used the BIC to select the regularization parameters.

Figure 2 shows numbers of selected decision boundaries for each pixel. The position of the lattice corresponds to that of the pixel of each digit. It can be seen in this figure that most pixels on the left and right sides have zero or one decision boundary. In other words, these pixels contain little information that is useful for classification. This result
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makes sense, because most digits do not have a similar amount of structure on both sides. On the other hand, some pixels near the horizontal center have more decision boundaries; this is especially so at the center top and center bottom. This reveals that the pixels in those locations contain more information about the classification of digits.

6. Concluding remarks and discussion

We have proposed a method for selecting decision boundaries rather than variables in a classification problem. We applied the logistic regression model, and then the model was estimated by the maximum penalized likelihood method with the fused lasso-type penalty; this was done in order to shrink some of the coefficients toward zero and to shrink the differences between some pairs of coefficients toward zero. The model was estimated by the maximum penalized likelihood method using the local quadratic approximation algorithm. Since it is crucial to select regularization parameters that are included in the penalty, we introduced four model selection criteria. Simulation results showed that the proposed method performed fairly well compared to the existing method. Furthermore, we applied the proposed method to the analysis of some real data sets, and then selected decision boundaries for each variable.

In this work, we constructed the logistic regression model by considering the reference class, but we did not care how it was selected. Hastie et al. (2015) described that the model provides different results when the reference class is selected in different ways. Furthermore, Kim et al. (2006) pointed out that when the sparse regularization method is applied to this model, too many variables may be dropped. Hastie et al. (2015) suggested using a logistic regression model without using the reference class. We will consider using this model in future investigations.

When we treat \( \beta_{1j}, j = 1, \ldots, p \) as grouped parameters, as in the group lasso of Yuan and Lin (2006), we may be able to perform clustering, since each coefficient vector \( \beta_j \) coincides with the coefficient vector \( \beta_{1j} \). Bondell and Reich (2008) approached the clustering problem in the linear model by constructing an octagonal penalty. Our intended future work will include the construction of a clustering method that uses the logistic regression model and sparse regularization.
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