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Abstract 

 

Today’s networking infrastructure system has been maintained almost in the same 

form for decades, while a lot of new services have been introduced and almost these services 

came with new control requirements, which in turn led to increasing network complexity that 

facing significant networking issues, such as Quality of Service (QoS), security, mobility and 

management.  The network research community, have proposed many new ideas for solving 

these networking issues. However, these ideas often include nonstandard aspects that required 

change in current networks.  It is difficult to incorporate these changes into current network 

technology since, the current technology and devices are installed at a large scale, with 

numerous devices and protocols, and that they are mostly based on enclosed proprietary 

network devices, meaning that only equipment vendors can configure and create protocols. 

Moreover, most current network devices have an integrated control and data plane, forcing 

service providers to use a repetitive process to configure each device or group of devices of 

the same brand in an independent way. These reasons does not help the implementation of 

new ideas that may arise by the research community or by new requirements of network 

operators.  It is becoming increasingly difficult for the traditional networking infrastructure, 

designed decades ago, to satisfy the requirements of modern application. A solution that is 

able to meet the future requirements as they arise is needed. This is where the philosophy of 

Software Defined Networking (SDN) may play an important role. The concept of SDN 

emerged as a proposal to overcome these limitations. SDN is the next generation of 

networking architecture that is dynamic, manageable, cost-effective, and adaptable, making it 

ideal  for the high-bandwidth, dynamic nature of today's applications. 

 Recently, there are several large scale companies interested in using and transiting to 

SDN technology. However for an efficient transition from current network technology to 

SDN various issues need to be addressed. This study focuses on optimization approaches for 

concurrent multicast applications namely, multimedia streams in software defined networks. 
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Thereby, the challenges with multimedia traffic routing should be highlighted, this study 

address the following three important challenges in this regards.  

1) IP network uses multicast as an effective method to maximize network resources 

utilization. However, widespread support of IP multicast is unavailable due to technical and 

economical reasons, leaving the floor to application layer multicast which increased traffic 

load for the network, because of the responsibility for management of multicast groups is 

distributed among network routers, routing rules calculated based on local view and 

difficulties to obtain on-time network traffic. SDN provides new opportunities for re-

engineering multicast protocols that can address current limitations with IP multicast.  

To address this problem, the features of SDN is used and a load balance approach for 

multicast traffic through real-time link cost and switch load modification is presented. In this 

approach, the OpenFlow controller is used for network load-aware by monitoring on-time 

network traffic then a new concept “available link bandwidth” and “available switch 

capacity” is presented to be used as link and switch weights respectively. The idea is that 

overall performance of the network could be improved and both link and switch congestion 

could be avoided by considering the different capacity of each link and switch by using the 

concept of “available capacity” as weights rather than using the concept of “current 

utilization” as weight. The multicast tree was calculated using the extend Dijkstra shortest 

path algorithm and based on real-time measuring network traffic. The proposed approach 

evaluated using Mininet network emulation with POX controller. The evaluation prove that 

the proposed method can improve traffic distribution in network. 

2) The previous proposed load balance approach for multicast traffic in SDN can 

shows that this method can optimize and improve traffic distribution in network and can avoid 

network congestion. However, using Shortest Path Tree (SPT) algorithm represented by 

Dijkstra algorithm for calculating multicast tree often can optimize each path in the tree but 

can’t optimize overall multicast tree. To optimize overall multicast tree the Minimum Steiner 

Tree (MST) algorithm is needed. MST is NP Hard problem and always there is a negotiation 
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between SPT that can calculate multicast tree faster than MST and the MST that can generate 

solutions optimum than SPT.  

To that end, a novel approach for constructing the multicast tree by combines both of 

Dijkstra shortest path algorithm and heuristic Tabu Search (TS) algorithm is presented. In the 

proposed method Dijkstra algorithm and TS work respectively for fast start-up multicast 

session and minimizing the size of the routing tree solution with increasing in the number of 

multicast group size. Proposed algorithm take the advantages of both algorithms such as fast 

convergence time of Dijkstra algorithm and optimum solution of TS and avoid the shortages 

of both algorithms. The results prove that the proposed approach can improve start-up time 

for initialization multicast session. Also, can minimize the constructed multicast tree. 

3) Latency in a network is an important parameter that can be utilized by a variety of 

applications which required unicast or multicast QoS policies. Several methods for 

monitoring latency have been introduced. However, most of these methods monitor end-to-

end path delay (delay per path) by sending probes requests along the path. These methods led 

to redundant work and network overhead, which resulting from monitoring multiple paths 

between each pair of nodes. Moreover, end-to-end probes cannot monitor the delay on path 

segments (delay per link) between arbitrary network devices. Monitoring delay per link is 

more efficient than per path delay for a lot of applications. However, measuring per link delay 

is challenging. 

 To address this challenge, the link-based delay monitoring method using OpenFlow 

in real-time is proposed, this method does not require any complementary support from the 

switching hardware and can avoid redundant work and network overhead. The key idea is to 

build a tree that includes all the possible paths that cover all network links from the 

monitoring point and eliminate redundant measurement paths to reduce the number of packets 

for measurement.  The advantage of the proposed method is the reduction of the number of 

OpenFlow rules and probing costs that required for monitoring. The results prove that the 

proposed method can avoid redundant work and network overhead. 
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Introduction 

1.1. Introduction 

IP multicast is a technology for efficient point-to-multipoint packet delivery [1]. In the 

years after its introduction in 1990 IP multicast has received a lot of research. Still, 

applications relying on IP multicast have only been rarely deployed in the open Internet [2]. It 

is predicted that approximately 73% of all IP traffic will be video by 2017 [3], of which some 

14% will be from Internet video to TVs. Not surprisingly, streaming of live content is 

increasingly prevalent on the Internet replacing the traditional means of TV broadcasting. IP 

multicast used as efficient method to optimize network resources and to alleviate the traffic 

load due to streaming multimedia. However, in today's networks, IP multicast has remained 

largely underplayed due to concerns on security, reliability and scalability, not to mention the 

requirement to have all routers in the network support the related protocols and be 

appropriately configured [4]. For this reason, in this study SDN is introduced as new 

technology with new features that can cover IP network limitation to implementing IP 

multicast for network resources optimizations [5]. This chapter provides a brief introduction 

to IP multicast, Software Defined Network (SDN) and OpenFlow protocol. It also presents 

the motivation and problem statement. Then it presents research goals and proposed solution. 

1.2 Background 

Networking principles have remained mostly unchanged over the past decade. 

Networks are built using more or less sophisticated switches and routers. These devices are 

being developed by tens of vendors usually using proprietary operating system and interfaces. 

Building heterogeneous networks on devices from different vendors means that organization 
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have to employ a specialist on every router brand. Configuration of different systems also 

increases the probability of configuration mistakes. This issue coupled with incompatibility of 

different versions of systems from one vendor make heterogeneous networks difficult or very 

expensive to manage. There is a need for a new technology to make networks more scalable, 

dynamic and to allow easier management of network devices from different vendors. These 

needs could be fulfilled by programmable networks, i.e., by Software Defined Networking. 

1.2.1. Multicast in Traditional Networks 

IP multicast allows the transmission of IP packets to a group of receivers [1]. 

Compared to unicast delivery, multicast can reduce transmission overhead at the sender as 

well as overhead in the network and decrease the latency. Furthermore, IP multicast serves as 

a rendezvous service as a sender is not required to know specific receiver IP addresses. 

Similarly, the recipient of multicast data does not necessarily need to know the address of 

every source. 

To join or start a multicast session, hosts need to announce their membership to a 

multicast group. Senders do not need to be members of the multicast group they are sending 

traffic to. The architecture of IP multicast is fully decentralized. This means, there is no 

central administration of group membership and routes are established on the basis of control 

information exchanges between multicast routers. 

Traditionally, network operators ran distributed network protocols like PIM-SM [6], 

IGMP [7], etc. in order to build multicast routes, maintain the constructed multicast tree and 

management multicast session. These protocols are implemented in a distributed fashion 

where each router maintains a separate local view of the network topology for routing 

calculations, which is updated through the dissemination of link state updates. While traffic 

state information can be encapsulated in link state updates. By distributed manner and local 

view of network presented in IP network, it is difficult to implement routing protocol that can 

optimize network resources and avoid network congestion. Moreover, it costly to propose 
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monitoring systems that can monitor real-time network traffic for implementing the routing 

protocol with on-time network stats. 

1.2.2. Software Defined Networking 

Software Defined Networking is an emerging topic that tracts attention due to its 

paradigm. SDN proposes cleanly separating the control plane from network switches into a 

centralized server e.g., controller. The switches simply forward packets in the data plane 

using commands sent by the controller. The switches send events to the controller regarding 

the arrival of specific packets, flow counters, etc. Then the controller response to these events 

by sending commands to switches. 

By decoupling of the data plane and control plane SDN cover on of the most 

limitation in IP network e.g., network management. Decoupling data plane and control plane 

enable the operator to gets a centralized view and control of the entire network from one place 

e.g., the controller, instead of having to configure or poll each switch independently using 

different interfaces. Moreover, the functionality of the switches is abstracted into a much 

simpler match action data plane model instead of having to worry about the code complexity 

that comes with running distributed protocols. In addition, the separation and simplification of 

the data plane enables a simple, unified and vendor agnostic control interface like OpenFlow 

across a heterogeneous set of network elements from different equipment vendors. 

With the flexibility and efficiency presented by SDN the researcher on routing e.g., 

unicast and multicast can investigate there new idea with low cost and more efficient 

comparing with traditional network.  The network operator can use the central controller to 

customize the network behaviour according to its needs. This means it can flexibly route 

network traffic on specific paths without having to use a separate protocol for each such 

function. In addition, the global network visibility and a unified control interface across 

multiple devices makes for much more efficient decision making. 
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1.3. Motivation and Goals 

Often most new ideas for solving these networking issues that have been proposed by 

research community include nonstandard aspects that required change in current networks.  It 

is difficult to incorporate these changes into current technology since, it have numerous 

devices and protocols that are mostly based on enclosed proprietary network devices, this 

means only equipment vendors can configure and create protocols. Thus, the implementation 

of new ideas that arise by the research community or by new requirements of network 

operators are difficult with current network technology.  It is becoming increasingly difficult 

for the traditional networking infrastructure, designed decades ago, to satisfy the requirements 

of modern application.  

Software Defined Networking and Openflow seems to be the future Internet 

technology that enable innovative and creative applications development that were 

unachieved in current traditional Internet. By controlling the functions of every network node 

centrally, the management and network programmability is much effortless and practical. To 

enable smarter future Internet, a standard body [8] has dedicated to promote and adopt SDN 

through open standards development. Many researchers embarked on providing new smart 

applications like; a virtualized network infrastructure in [9], detection of DDoS attacks [10], 

virtual network migration [11], for wireless mesh networks [12], measurement-aware routing 

[13], supporting QoS [14], multicasting [15], load balancing [16], run-time programming for 

network to support big data applications [17], and many others. It is believed that large 

number of new applications will be proposed to enhance the operation of current technologies 

and to provide even new applications. Several large scale companies interested in transiting to 

SDN technology. For example, Google has applied an SDN architecture to its private WAN 

called B4 [18] for improving the network performance. Consequently, the network link 

utilization is driven from 30-40% to near 100% by centralized traffic engineering (TE) based 

on the architecture.  
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It seem from proposals that done by researchers and several large scale companies that 

SDN have more advantage than the traditional IP networking. However, for an efficient 

transition from current network technology to SDN various issues need to be addressed. In 

this regard, this study address following three important challenges.  

Firstly, a load balance approach for multicast traffic through real-time link cost and 

switch load modification for optimizing network resources and avoid link and switch 

congestion is proposed. Using traditional protocol for multicasting [6] can’t guarantee optimal 

link and switch utilization and can’t avoid link and switch congestion, this because depending 

on distributed manner and local view of network. Even, in SDN that have the global view and 

centralized calculation the proposed multicast approaches that build multicast tree without 

considering the current state of network can’t optimize the utilization of network resources 

[19]. To end that, the OpenFlow controller is used for network load-aware by monitoring on-

time network traffic state then a new concept called available link bandwidth (ALB) and 

available switch capacity (ASC) is used as link and switch weights respectively. The idea is 

that the overall performance of the network can be improved and avoiding both link and 

switch congestion by considering the different capacity of each link and switch by using the 

concept of ALB and ASC as weights rather than using the concept of “current utilization” as 

weight. By this method the proposed algorithm can select the most appropriate links and 

switch to build the multicast tree in order to maximize the network resources. 

Secondly, a novel approach for constructing the multicast tree is proposed, it is a 

hybrid algorithm that combines both of Dijkstra shortest path algorithm and heuristic Tabu 

Search (TS) algorithm. The previous presented load balance approach for multicast traffic in 

SDN can shows that this method can optimize and improve traffic distribution in network and 

can avoid network congestion. However, using Shortest Path Tree (SPT) algorithm 

represented by Dijkstra algorithm for calculating multicast tree often can optimize each path 

in the tree but can’t optimize overall multicast tree. Minimum Steiner Tree (MST) algorithm 

can find more optimum solution. However, MST is NP Hard problem and always there is a 
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negotiation between SPT that can calculate multicast tree faster than MST and the MST that 

can generate solutions optimum than SPT. To solve this problem, in the proposed hybrid 

algorithm Dijkstra algorithm and TS work respectively for fast start-up multicast session and 

minimizing the size of the routing tree solution. Proposed algorithm take the advantages of 

both algorithms such as fast convergence time of Dijkstra algorithm and optimum solution of 

TS and avoid the shortages of both algorithms. To avoid the limitation in convergence time of 

TS, the advantage of the centralized OpenFlow controller to back-up a partial solutions are 

used.   

Finally, a monitoring method based on OpenFlow in real-time for measuring the link-

based delay is presented. Latency is an important parameter that can be utilized by a variety of 

applications which required QoS policies. Most of proposed methods monitor end-to-end path 

delay (delay per path) by sending probes requests along the path. These methods led to 

redundant work and network overhead. Moreover, end-to-end probes cannot monitor the 

delay on path segments (delay per link) between arbitrary network devices. Monitoring 

latency in network segments e.g., link is more efficient than measuring per path blatancy for a 

lot of applications for example, calculation SPT and MST in graph. For that limitations a 

mentoring approach for monitoring link-based delay is presented, this approach does not 

require any complementary support from the switching hardware and can avoid redundant 

work and network overhead. The key idea is to build a tree that includes all the possible paths 

that cover all network links from the monitoring point and eliminate redundant measurement 

paths to reduce the number of packets for measurement.  By this method redundant work and 

network overhead can be avoided also, accuracy measurement for the delay can be achieved. 

1.4. Research Question 

Whenever network management is considered there are two main stages: monitoring 

and control. Thus, the first step to achieve a scheme capable of battling those problems is to 

design a suitable monitoring solution. Then for maximizing network utilization of the network 

a new applications have to propose for optimum solution based on monitored network 



Chapter 1. Introduction    7 

 

Kyushu University, Graduate School of Information Science and Electrical Engineering, Department of 

Advanced Information Technology, PhD Course 

statistics. The problems that this study addresses is how to monitor network utilization 

efficiently in real time in the context of SDN and more specifically OpenFlow then algorithms 

in application layer for optimization network resources can be proposed. Hence, the main 

goals of this study are:  Use Software Defined Network as a lever to meet the future 

networking demands, by monitoring network statistics of each link and switch and propose 

load balance for multicast traffic then evaluate it via an implementation using OpenFlow. 

Subsequently, the research goal of this study is to provide an answer to the following 

questions: 

 How can the new features presented by SDN for efficiently be used to 

maximize network resources utilization? 

 How can load balance for multicast traffic be achieved with SDN? 

 How can avoid the limitation of heuristic solutions for multicast with SDN?  

 How can monitoring be achieved with SDN? 

 What kind of improvements could SDN bring compared to present solutions? 

1.5. Organization of thesis 

Background review of SDN presented in Chapter 0. Next, a load balance approach for 

multicast traffic through real-time link cost and switch load modification in Chapter 3. 

Chapter 4 describes a novel approach for constructing the multicast tree. A monitoring 

method based on OpenFlow in real-time for measuring the link-based delay is proposed in 

Chapter 5. At last, Chapter 6 concludes all the works. 
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Literature Review 

2. Literature Review 

The goal of this chapter is to provide insight on the philosophy of a new network 

paradigm, Software Defined Networking. The chapter starts with a brief summary of 

traditional network architectures and limitation then summaries the history of SDN and 

findings that led to recent advances in the field, explaining why SDN is needed and what 

inherited problems it should overcome. Secondly, an explanation of the SDN basics is 

provided. An overview of OpenFlow, the protocol that is currently considered as the SDN 

standard is presented. The chapter finishes with outline the major topics touched in this study 

that are; multicast based on SDN and network monitoring. Through which, it intends to 

provide bases for better understanding for the later parts of this study. 

2.1. Traditional Network Architectures and Limitation 

Current network technology along the past decades still remains the same for the end 

users with almost no major changes, the underlying infrastructure has undergone a significant 

change. The overall architecture turned out to be a big success due to its simplicity and 

effectiveness, however, the supporting network infrastructure has been becoming a problem, 

where both the control plane and the data forwarding plane are involved on the same device 

as shown in Figure1. 

 Networks are growing and need to support a lot of new smart applications and 

protocols. Currently, they have become complex to manage which results in expenses due to 

maintenance and operations. The reason for such stagnation, is the fact that traditional 
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network is a closed system, this is, only vendors of the network devices have access to device 

configuration, preventing the change of device characteristics. Presently, it is very difficult to 

attend new application needs. Network operators and large service providers are required to 

follow complex maintenance procedures to achieve application needs [20]. 

 

 

Figure 1: Traditional network Architecture. 

The traditional network design has the following limitations: 

 Management Complexity: 

Current network technologies had been built on a set of routing protocols that are 

engineered to connect hosts in a reliable manner over long distances with high speeds 

and different network designs. In order to meet the industry requirements such as high 

availability, security and extended connectivity, over the last decades, protocols have 

been designed in a lot of ways that lead to separation, where each protocol is to solve a 

specific kind of problems, without keeping in mind to benefit from abstractions. Such 

approach of design has led to one of the main problems that network administrators 

are facing nowadays, namely network management complexity. As a result, for any 

changes in the network topology or implementation of a new policy, the network 

operators need to configure thousands of devices and mechanisms (update ACLs, 

VLANs, QoS, etc.) [21]. Moreover, equipment vendor and software versions 

compatibility have to be considered before making any modification to the network. 
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As a result, network administrators keep their network rather static, in order to avoid 

or minimize the service downtime that can be caused by any change. Such nature of 

static network design is limiting the dynamic nature of server virtualization, which in 

turn increases the number of hosts that needs connectivity. 

 Closed Systems: 

In Traditional network the innovation is limited by device vendors. This limitation 

creates a huge barrier for new ideas that may arise. With a closed system it is very 

difficult to have cooperation between network operators and device vendors. 

Operators have to know what properties and protocols have been implemented in this 

device, thus creating stagnation in the research of new network protocols. Companies 

are trying to implement new rapid-response services to the new business or user needs. 

However, this response capability is prevented by device vendors. 

 Scalability:  

Every day millions of computers connect to the Internet, generating a huge amount of 

traffic. This process is dynamic in the sense that the amount of traffic is still increasing, 

changing in size and new applications are also constantly joining the flow.. Many new 

idea are proposed for maximize network utilization. However, having complexity 

problems leads to scalability problems, because their networks are no longer capable 

to continue growing at the same speed. Furthermore, network providers are not be able 

to continue investing into new equipment endlessly as they have already been heavily 

investing during the past decades into infrastructure.  

2.2. Software Defined Network 

The limitation of traditional network shown in subsection 2.1 has led the researcher 

community to the vision of programmable networks with Software Defined Networking 

(SDN) [8. The primary idea behind SDN is to move the control plane outside the switches and 

enable external control of data plane through a logical software entity called controller. The 
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controller offers northbound interfaces to network applications and southbound interfaces to 

communicate with data plane. OpenFlow is one of the possible southbound protocols. 

2.2.1. Architecture of SDN 

Normally routers, switches or any other network devices have two planes. The first 

plane is the forwarding plane renounceable of forwarding the data; therefore it is called the 

data or traffic-carrying plane. On the other hand the control plane is responsible of all the 

intelligence in the network and the decision making on where to route the traffic. As proposed 

by Open Networking Foundation (ONF) in [8], the idea of SDN represented in Figure 2 is to 

decouple these two planes and to transform the traditional static network into a responsive, 

programmable, intelligent one that can be centralized controlled.  

The SDN concept consist of three planes, a short description of the planes is given 

below in relation with figure 2: 

 Data Plane: 

The Data Plane is built up from Network Elements and provides connectivity. 

Network Elements consist of Ethernet switches, routers and firewalls, with the 

difference that the control logic does not make forwarding decisions autonomously on 

a local level. Configuration of the Network Elements is provided via the control 

interface with the Control Plane. To optimize network configuration, status updates 

from the elements are sent to a Network Controller. 

 Control Plane: 

Network Controllers configure the Network Elements with forwarding rules based on 

the requested performance from the applications and the network security policy. The 

controllers contain the forwarding logic, normally located at switches, but can be 

enhanced with additional routing logic. Combined with actual status information from 

the Data Plane, the Control Plane can compute optimized forwarding configurations. 

To the application layer, an abstract view from the network is generated and shared 
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via a general Application Programming Interface (API). This abstract view does not 

contain details on individual links between elements, but enough information for the 

applications to request and maintain connectivity. 

 Application Plane: 

Applications request connectivity between two end-nodes, based on delay, throughput 

and availability descriptors received in the abstract view from the Control Plane. The 

advantage over current state networks is the dynamic allocation of requests, as non-

existing connectivity does not need processing at local switch level. Also applications 

can adapt service qualities based on received statistics. For example reduce the 

bandwidth for video streaming applications on high network utilization. 

 

Figure 2: Software-Defined Network Architecture, as appeared in [8]. 

2.2.2. Introduction to OpenFlow  

In order to separate control and forwarding planes, the controller needs Application 

Programming Interface (API) to control the forwarding plane switches. OpenFlow [22] is the 

first open standard communication interface defined between the control plane and the data 

plane in order to enable the implementation of a flexible SDN architecture by programming 

the flow tables within switches. The motivation behind creating an open protocol is that 
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switches can be developed to be vendor agnostic, greatly simplifying the task of the control 

plane writer. Today, OpenFlow is the most widely used SDN switch control protocol. 

OpenFlow models switches as a set of one or more flow tables containing 

“matchaction” or “match plus action” entries. Each entry consists of a match that identifies 

packets and an action that specifies processing to apply to matching packets. Received 

packets are compared against the entries in the flow table, and the actions associated with the 

first match are applied to the packet. The set of available actions includes forwarding to one 

or more ports; dropping the packet; placing the packet in an output queue; and modifying, 

inserting, or deleting fields. Controllers program switches with the OpenFlow API by 

specifying a set of match-action entries. 

 OpenFlow Architecture 

OpenFlow defines the messaging protocol and also the semantics for changing switch 

states. Open- Flow networks consist of an OpenFlow Controller, OpenFlow switches 

(devices) and the OpenFlow Protocol, as shown in Figure 3. The OpenFlow Controller 

defines the rules used by the control plane. While the OpenFlow switch has the function of 

forwarding traffic in the network. Communication between the switch and the Controller is 

done through a secure, Transport Layer Security (TLS)/ Secure Sockets Layer (SSL) based, 

channel. Both the Controller and the switch interface implement the OpenFlow Protocol. 

 

Figure 3: The OpenFlow architecture, as appeared in [22]. 
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Any switch or router that supports OpenFlow must have a flow table, a secure channel 

to connect the switch or router to the OpenFlow controller and an OpenFlow protocol which 

is used as a protocol of communication between the switch or router and the controller over 

the secure channel. The flow table, which consists of flow entries see Figure 4.  

 

Figure 4: OpenFlow table entry. 

Where each flow entry consists of header fields to which the header of the incoming 

packet is matched against (see Figure 5), counters to provide statistics about the flow entry 

and actions to be performed to the matched incoming packet. The actions can be either 

forwarding the packet to physical port or ports, enqueue the packet in a queue attached to a 

physical port, dropping the packet or modifying incoming packet’s header fields, which 

include modifying fields shown in Figure 5. 

 

 

Figure 5: Header fields. 

Several versions of the OpenFlow specification have been published. OpenFlow 1.0 

[23] presents a switch model with a single flow table and a fixed set of fields for matching. 

OpenFlow 1.1 [24] extends the switch model to support multiple flow tables, adds support for 

MPLS matching, provides multipath support, improves tagging support, and enables virtual 
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ports for tunnel endpoints. OpenFlow 1.2 [25] adds support for IPv6 and extensible matching. 

OpenFlow 1.3 [26] adds tunneling and logical port abstractions, support for provider 

backbone bridging (PBB), and new quality of service mechanisms. Finally, OpenFlow 1.4 

[27] adds support for optical ports, extends status monitoring, and enhances extensibility of 

the protocol. 

2.2.3. Benefits of SDN  

With the introducing of SDN, networks have become open standards, nonproprietary, 

and easy to program and manage. SDN will give enterprises and carriers more control of their 

networks, allow them to tailor and to optimize their networks to reduce the overall cost of 

keeping the network. Some of the main SDN benefits can be summarized below: 

 Network management Simplicity: With SDN the network can be viewed and 

managed as a single node which will transfer complicated default network 

management tasks to be abstracted in a rather easy to manage interfaces. 

 Fast service deployment: New features and applications can be deployed in a fast 

manner within hours instead of many days. 

 Automated configuration: Manually configuration tasks such as assigning VLAN 

and configuring QoS can be provisioned automatically. 

 Network Virtualization: Since servers and storage virtualization has become 

deployed more than before networks can benefit from SDN to be virtualized as well. 

 Reducing the operational expense: By befitting from the automation of network 

deployment, a change on the network has never been easier, as a result reducing the 

cost of the network operation 

2.3. Load Balance for Multicast Traffic 

2.3.1. Optimization of Network Resources 

A wide range of applications have emerged in today’s Internet which require the real-

time transmission of multimedia data from one or more traffic sources to a group of receivers. 
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Examples of these applications include Internet Protocol TV (IPTV), video and audio 

conferencing, multi-player games, and Virtual Local Area Networks (VLANs). While unicast 

delivery can be used for these applications, this results in unnecessary duplication of packets 

at the traffic source, and inefficient usage of network resources as these duplicate packets are 

carried through the network. Multicast delivery improves the efficiency of these applications 

by allowing the network forwarding elements to optimize delivery such that packets are only 

duplicated within the network when strictly necessary to reach all receivers.  

Due to this fast grow of the network traffic optimizing network resources i.e., link and 

switch, became one of more important research topic. For efficient network resources 

optimization the load balancer technique are required.  

   Load balancing in computer networks is a technique used to spread workload across 

multiple network links and switches or computers. This helps improve performance by 

optimally using available resources and helps in minimizing latency and response time, 

maximizing throughput and avoiding congestion in network. Load balancing is achieved by 

using multiple resources i.e. multiple servers that are able to fulfill a request or by having 

multiple paths to a resource. Having multiple paths i.e., a combine of links and switches, with 

load spread out evenly across them avoids congestion at a link and switch and improves 

network performance. 

2.3.2. Load balance in IP network  

Current load balance technique or Traffic Engendering (TE) techniques in IP network 

mostly focuses on unicast. By contrast, compared with individual unicast, multicast can 

effectively optimize network resources. Existing load balance technique in IP network are 

based routing mechanism such as ECMP or existing routing protocols such as IS-IS or MPLS 

[28-31]. The Open Shortest Path First (OSPF) and IS-IS .Routing protocols do not adapt to 

the changes in the network condition because the link weights are static and these protocols 

lack any performance objectives while selecting the paths. The traffic engineering extensions 
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to IS-IS and OSPF standard, extends these protocols by incorporating the traffic load while 

selecting a path. In these approaches during link state advertisements, routers advertise the 

traffic load along with link costs. After routers exchange link costs and traffic loads, then they 

calculate the shortest path for each destination. These standards require the routers to be 

modified to collect and exchange traffic statistics [30], [31]. 

The solutions presented in IP network that consider the network load are unlike other 

solutions that use global network information This means that the proposed technique focuses 

on local information in each node. The routers exchange information about links only to their 

immediate neighbours. So the nodes only have the information regarding their neighbours. 

During multi-path routing any neighbouring node which is closer to the destination has a 

smaller cost than the current node. This neighbouring node is considered as a viable candidate 

for the next hop. The advantage of taking routing decision based on local information is that it 

can reduce the signalling and memory overhead. The downside to these approach is, since the 

nodes do not have the global knowledge of the network state, it may not result in optimum 

routing of the traffic. Also due to the inherent limitation of the traditional network 

architecture it cannot adapt to the rapid changes in the traffic pattern and it can cause 

oscillation in the network. 

To work any proposed load balance technique in an efficient way a network load 

aware approach is required. When any changes happen in traffic volume the load balancer 

should quickly decide on how to route the traffic to different paths to balance link utilization. 

However, the technique that have the above characteristics are difficult to implement in the IP 

network architecture since the access to global information in real-time is needed, which is 

difficult in this paradigm.  

2.3.3. Load balance in SDN 

In SDN-based networks the controller can dynamically change the network state, for 

example, in traditional networks the link cost for routing protocols such as IS-IS are kept 
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static for a long period. If congestion happens in the network it may lead to poor delivery of 

data till the link costs are changed or the problem is resolved. However, in SDN these values 

can be changed more dynamically to adapt to the changes. More innovative routing 

mechanism can be implemented, or the existing routing protocols can be modified, so that 

they can change dynamically as per network state to enhance resource utilization, avoid 

failure and congestion, and improve QoS. With the advances in SDN several traffic 

engineering techniques have been introduced by the research community. Table 1 summarizes 

some of the TE techniques in SDN. 

The author in [32] address the Load balancing in SDN for unicast routing, it 

introduced a multipath based forwarding traffic engineering mechanism called MSDN-TE. 

The goal of this mechanism is to forward the traffic in such a way that it avoids congestion on 

any link in the network. MSDN-TE dynamically selects the best available shortest paths and 

forwards the incoming traffic. This TE mechanism gathers network state information and 

considers the actual path’s load to forward the flows on multiple paths. In [33] the author 

address the same problem in SDN for multicast traffic. This paper used the feature of SDN to 

monitor real link state on-time and assign the weight of the link based on current utilization of 

the link. Then, the multicast tree was constructed using dijkstra algorithm. This paper shows 

that modification link-cost based on current link utilization is efficient way to propose load 

balance approach for multicast traffic.  

However, this technique used link utilization as link Wight and don’t consider the 

different capacity of each link and assume that links that have same percent of utilization per 

second are equal in weight, for example, if there are two links L1 and L2, and the percent of 

utilization on both are 50%, but bandwidth of L1 is 100 Mbps and L2 is 10 Mbps, then the 

existing methods assume that both links have same weight, which increases the chance of 

congestion on L2. Moreover, the switch load not considering for constructing the path or tree 

in case of multicast. 
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2.3.4. Proposed Research Objective 

In order to overcome the limitations listed above, an approach for applying traffic load 

balancing to multicast traffic through real-time link cost and switch load modification in SDN 

is proposed. In this approach, a concept of available link bandwidth (ALB) and available 

switch capacity (ASC) is presented to be used as link and switch weights. 

By this new concept ALB and ASC the proposed system can choice the best 

appropriate links and switch to construct multicast that optimize network resources i.e., links 

and switches and can also avoid congestion in network. This because this concept of using the 

remaining bandwidth in each link can differentiate between the links that have different 

bandwidth capacity. Also, in switches it is possible to differentiate between switches that have 

different capacities. 

2.4. Heuristic algorithm for multicasting in SDN 

2.4.1. Shortest Path Tree (SPT) 

Multicast technology effectively reduce overall bandwidth consumption in backbone 

networks by around 50% compared to unicast routing [35]. To implement multicast 

technology in the network, calculation of multicast tree is required. A multicast tree that can 

minimize the total number of links of the tree i.e., Steiner Tree can optimize network resource 

than the shortest path tree.  The current Internet multicast standard, i.e., PIM-SM, employs a 

shortest path tree to connect the source and destinations, and traffic engineering is difficult for 

PIM-SM since the path from the source to each destination is the shortest one. A shortest-path 

tree tends to lose many good opportunities to reduce the bandwidth consumption by sharing 

more common edges among the paths to different destinations. SPT is better in case of 

optimization each path individual. Moreover, it can reduce the calculation time required to 

calculate the tree comparing with Minimum Steiner Tree (MST). However, SPT is not 

designed to support traffic engineering. 
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2.4.2. The Minimum Steiner Tree (MST) 

Given an undirected, weighted graph G=(V, E) and a set R of nodes, called terminals, 

where RV, the minimum Steiner tree problem is to find a minimum-weight tree, called the 

minimum Steiner tree, to span all terminals in R. When R=S, the minimum Steiner tree is 

actually the minimum spanning tree [34]. Furthermore, when each edge cost is 1, the 

minimum Steiner tree is the tree with the minimum number of edges to span all terminals. 

The minimum Steiner tree problem has been proven to be NP-hard. Thus, there probably 

exists no deterministic algorithm running in polynomial time complexity to solve such a 

problem. However, many polynomial-time complexity heuristic algorithms have been 

proposed to solve the problem. Although the Steiner tree minimizes the tree cost and the 

volume of traffic in a network, ST is computationally intensive and is not adopted in the 

current Internet standard. 

Overall, both SPT and MST have its advantages and shortages, always there is a 

negotiation between SPT that can calculate multicast tree faster and optimize individual paths 

than MST and the MST that can generate solutions optimum than SPT for supporting traffic 

engineering.  

2.4.3. Proposed Research Objective 

To end the negating between SPT and MST, a novel approach for constructing the 

multicast tree by combines both of Dijkstra shortest path algorithm and heuristic Tabu Search 

(TS) algorithm is presented. In the proposed method Dijkstra algorithm and TS work 

respectively, Dijkstra algorithm for fast start-up multicast session and TS for minimizing the 

size of the routing tree solution when there are increasing in the number of multicast group 

size. Proposed algorithm take the advantages of both algorithms such as fast convergence 
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time of Dijkstra algorithm and optimum solution of TS and avoid the shortages of both 

algorithms.  

To avoid the shortage of heuristic Tabu Search algorithm (computationally intensive), the 

features present by SDN i.e., centralized controller are used to calculate pack-up solution 

form the source to every destination, then this solution can be used by TS to great neighbour 

solution from current solution to optimize the multicast tree, chapter 4 shows more details. By 

this way the time required by TS to calculate the multicast tree can be reduced. In this work 

SDN can be help to avoid the shortage of heuristic algorithm to calculated multicast tree. 

Finally, this work take the advantage of the two mechanism for calculating multicast tree and 

avoiding its shortages. 

2.5. Latency Monitoring per link in SDN 

Accurate traffic monitoring is one of important issue as a key requirement for network 

management in order to reach QoS agreements and traffic engineering. Due to the fast grow 

on the applications that required End-to-End delay constraints the network monitoring has 

been an active research topic, particularly because it is difficult to retrieve online and accurate 

measurements. Most of existing latency monitoring mechanism can measure delay of all path 

i.e., End-to-End delay from source to destination, and can’t monitoring delay per path 

segment i.e., delay per link. However, measuring delay of all links in a network is required by 

many application. For example, if it is considered that a multicast application often it required 

calculation of a multicast tree. One of algorithms that calculate multicast tree is to solve 

Minimum Steiner problem. Finding MST required driving a weighted graph that shows each 

link delay in the network. To derive a weighted graph per link delay have to be calculated. 

Therefore, the existing monitoring method (path-based delay) lacks for supporting QoS 

multicast routing with end-to-end delay constraints. Generally, knowledge about link delay 

over the network would benefit many users and operators of network applications. Moreover,  

Unicast applications that required end-to-end delay or least cost delay path from source to 
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destination can be calculated using existing monitor methods by measuring per path delay 

[36,37], but these methods cannot avoid network overhead (bandwidth, CPU). The next sub-

sections discusses briefly the latency monitoring in IP network and SDN and outline the 

limitation of monitoring latency on both technologies. 

2.5.1. Delay measurements in the Internet 

Because Traffic Engineering (TE) in turn, needs granular real-time monitoring 

information to compute the most efficient routing decisions. Latency is one of parameter that 

needed in TE, Many researcher proposed mechanisms to measure latency in IP network. 

In [38] a project that analyzed the Internet topology and performance using active 

probing, used geographically distributed beacons to perform trace routes at a large scale. Its 

probe packets contain timestamps to compute RTT and estimate delays between measurement 

beacons. This method introduces additional inaccuracy due to the addition and subtraction of 

previously existing uncertainty margins. The author in [39] presents a solution that captures 

the header of each TCP/IP packet, timestamps then sends to a central server for further 

analysis. Multiple monitoring units need to be installed to retrieve network-wide statistics. 

Where the technique is very accurate (in the order of microseconds), additional network 

overhead is generated due to the necessary communication with the central server. 

 

Overall, it is difficult to retrieve online and accurate measurements in IP networks due 

to the large number and volume of traffic flows and the complexity of deploying a 

measurement infrastructure.  

2.5.2. Time measurements in SDN 

With OpenFlow, it becomes easy to pick up switch and per-flow statistics into a 

centralized point. There are several proposals for monitoring QoS parameters in SDN, they 

mostly solve the problems of e.g. bandwidth utilization [40–42], packet loss ratio [36], packet 

delay per path [36,37], and route tracing [43].  



Chapter 2. Literature Review    23 

 

Kyushu University, Graduate School of Information Science and Electrical Engineering, Department of 

Advanced Information Technology, PhD Course 

In SDN, most existing solutions to estimate latency on a path generates probe packets 

that traverse the path and trigger PacketIn messages at the first and last switches on the path. 

To guide a probe along an arbitrary path, this mechanism pre-install forwarding rules at 

switches along the path, whose action field instructs the switch to send matched packets to the 

next hop switch. In addition, to generate PacketIn's, the rules at the first and last switch on the 

path contain send to controller as part of their action. By calculating the sending time and 

deportation time from the first and last switch along the path the controller can calculate path 

delay. 

The latency is measured in these methods by end-to-end delay of path between two 

individual devices, often, these methods cannot calculate delay on path segments (per link) 

between arbitrary network devices. However, per link delay measurement can have significant 

importance for both service provider and application perspectives. Furthermore, the network 

overhead resulting of measuring per path delay. 

2.5.3. Proposed Research Objective 

This work proposed a method to measure per link delay in real-time to efficiently 

apply QoS policies, the proposed method does not require any complementary support from 

the switching hardware and can avoid redundant work and network overhead.  

The idea in the proposed method, firstly, this method will derive a tree that covers all 

links in the network and minimizes the total links in each path of this tree by modifying the 

Dijkstra's shortest path algorithm. The source of this tree is the monitoring point MP. 

Secondly, this tree will be divided into different levels according to the number of hops from 

MP, between each two levels there is only one hop as shown in Figure 3. Finally, the 

advantage of OpenFlow will be used to measure the delay for individual paths of this tree at 

each level in order to calculate link delay as it is shown in chapter 5. 
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3.1. Introduction 

Recently, there is a fast growth in the applications that require transmission data from 

one source to a group of receivers. Multicasting technologies are a good solution for this kind 

of communication, they can save network resources utilization and improve network 

performance by distributing the packets from source to multiple receivers by duplicating 

packets at routers along a multicast tree. Live video streaming, video conferencing, and on-

line multiplayer games are examples of these applications. 

Multimedia applications such as video streaming is one of applications that have a 

large amount of bandwidth consumption. It is predicted that approximately 73% of all IP 

traffic will be video by 2017 [43], of which some 14% will be from Internet video to TVs. 

Not surprisingly, streaming of live content is increasingly prevalent on the Internet replacing 

the traditional means of TV broadcasting. For these reasons load balance mechanisms are 

required for optimizing network resources. 

In order to optimize network resources an effective mechanisms have to propose for 

management these applications. However, management these applications requires accurate 

and timely monitoring statistics of network resources. Researchers have proposed many new 

ideas for managing of these applications and monitoring the network statistics, however, these 
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ideas often include nonstandard aspects that required change in current networks. It is difficult 

to incorporate these changes into IP networks since the devices in these networks do not allow 

changes to be made in their software systems. 

Software Defined Networking (SDN) is introduced as a new technology that provides 

network operators more control of the network infrastructure by the following features: 1) 

Control and data planes are separated from each other. Therefore, network devices no longer 

have control functionalities. 2) Control plane is moved to an external entity called controller, 

and 3) data plane, is used to forward coming data based on pre-install flow in flow table. In 

SDN the controller and switch can communicate over the OpenFlow protocol [8]. By taking 

the advantages of OpenFlow that enables controllers to query for statistics and inject packets 

into the network, the network statics can be efficiently monitored to support the proposed load 

balancing mechanism for multicast traffic in SDN. 

Recently, there have been several approaches for implementing multicast routing in 

SDN [44,45]. They mostly show that using the advantage of the SDN can optimize and 

improve network performance comparing with IP Network. Most of these approaches 

consider, static link weight [8], link utilization as link weight only without considering weight 

of switch [45], or link and switch utilization as weights to link and switch [44]. These methods 

led to network congestion, which is resulting from using static link weight for building 

multicast tree or using link utilization as link weights and don’t consider the different capacity 

of each link and assume that links that have same percent of utilization per second are equal in 

weight, for example, if there are two links L1 and L2, and the percent of utilization on both are 

50%, but bandwidth of L1 is 100 Mbps and L2 is 10 Mbps, then the existing methods assume 

that both links have same weight, which increases the chance of congestion on L2.. However, if 

the available bandwidth of link is considered in this case, the first link has 500Mbps and the 

second has 5Mbps .Therefor, it is unreasonable to assign same weight to both links. Moreover, 
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assigning switch weight based in the current load of the switch gives same results “i.e., 

switches with different capacities, but have same percentage of load, will have same weights”.  

In contrast to other researches, an approach for applying traffic load balancing to 

multicast traffic through real-time link cost and switch load modification in SDN based on 

available capacity of each link and switch is proposed. 

The proposed application can track the topology of the network and collect on-time 

statistics over the network switches, and thus is able to calculate the available bandwidth 

between any two points in the network and available capacity over any switch. Then, the 

Extending Dijkstra Algorithm is modified for calculating shortest path multicast tree based on 

real-time available links bandwidth and available switches capacities in the network. By 

introducing the concept of “available bandwidth” of link and “available capacity” of switch, 

the proposed approach can decide efficient weight that considers different links bandwidth and 

switches capacities and hence, this approach can maximize network resources utilization and 

avoid link and switch congestion. 

3.2. Related work 

In IP network, the multicast service usually requires the coordination of a set of 

protocols such as Protocol Independent Multicast Spare Mode (PIM-SM) and Multicast Open 

Shortest Path First (MOSPF) for calculating the multicast tree, and Internet Group 

Management Protocol (IGMP) to management the multicast sections. When, any host wants 

to join existing multicast group, or initialize a new multicast section, the host sends IGMP 

messages to its multicast router. The router listens to IGMP messages, and periodically sends 

out queries to discover which groups are active. Then, routing protocol calculates the routing 

paths to construct a source-based tree or group-based tree for sending multicast packets. 
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In SDN architecture, many researches handling multicast traffic, but limited 

researches have been proposed load balance multicast traffic in SDN. In [46] the authors 

proposed a new multicast algorithm, called Avlanche Routing Algorithm (AvRA), the 

objective of this algorithm is to minimize the multicast tree created for each multicast section 

by tries to find the shortest path to the nearest node in current multicast tree. However, this 

algorithm is designed for special topologies used in data center network “FatTree”. Moreover, 

it builds the tree based one the shortest number of hops and didn’t assign any kinds of weights 

to links or edges. 

The author in [33] proposed a Load balance for multicast traffic based in SDN, this 

paper used the feature of SDN to monitor real link state on-time and assign the weight of the 

link based on current utilization of the link. Then, the multicast tree was constructed using 

dijkstra algorithm. This paper shows that modification link-cost based on current link 

utilization is efficient way to propose load balance approach for multicast traffic. The 

proposed approach is similar to this paper, the features of SDN have been used for monitoring 

network statistics in order to propose load balance approach for multicast traffic for 

maximizing the network resources utilization. But, in the proposed approach, the concept of 

“available link bandwidth” and “available switch capacity” have been introduced to 

calculate link weight and switch load respectively. On contrast of this method that uses the 

current utilization as link weight. 

Multicast shortest path tree with minimizing the end-to-end delay have been proposed 

in [47]. In this paper, the author calculated the multicast tree based on Dijkstra’s the shortest 

path algorithm [48] that considered not only the edge weights, but also the node weights for a 

graph derived from the underlying SDN topology. This paper shows that extended Dijkstra 

algorithm is more efficient comparing with others two algorithms.  This is because the 

extended Dijkstra’s algorithm takes edge weights as transmission delays over edges and takes 

node weights as process delays over nodes, while the other algorithms consider only edge 

weights or no weights. However, this paper focused in optimizing end-to-end delay and 
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calculated the weight of link and switch based on the current utilization of link and switch, 

respectively. 

3.3. Load Balance for Multicast Traffic in SDN using On-Time traffic 

Monitoring 

3.3.1. System design 

In order to maximize the utilization of network resource and lighten the congestion of 

links and switches in SDN, the proposed architecture monitors on-time available capacity of 

each link and switch in the network at a periodically time set by the administrator. Then, the 

proposed controller using Dijistra shortest path immediately calculates the best load condition 

of multicast tree when receiving any request for multicast session. This proposed architecture 

is built based on POX controller, the component of this architecture are shown in Figure 6. 

The following discuss, the possibilities that OpenFlow introduces for implementing load 

balance for multicast traffic and present in details the modules of proposed method namely, 

Topology discover module, load monitoring module and multicast tree construction module. 

A. Topology discover module 

This module uses Link Layer Discovery Protocol (LLDP) to discover network 

topology. Most existing OpenFlow controllers support this protocol. By using the 

information resulting from this module, the network topology graph G (V, E) can 

be built, where the node set V corresponds to the switches and the edge set E 

corresponds to the links. Then, the data relative to the topology graph G can be 

send to tree construction module to build up the multicast tree. 

 

B. Load Monitoring Module 

In this module, the advantages of OpenFlow protocol to query port statistics from 

every OpenFlow switch via OFPT_STATS_REQUESTS message is used to calculate 

parameters weights. The controller periodically query all the switches inside the 
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network and the links between them. Then, the proposed application uses this 

information to measure the available capacity of each link and switch in the network. 

By, measuring the available capacity then link weight and switch weight can be 

assigned as in Equation 3 and Equation 6 respectively. 

 

Figure 6: Proposed Architecture. 

 Available Bandwidth of link: 

Firstly, the proposed mechanism measure the available bandwidth (AB) for 

each link in the network, then AB is used to decide link weight as in Equation 3 .To 

calculate AB, first the proposed method measure the current bandwidth utilization 

(BUi) of every link i in the network topology. If assumed that Bt represents the 

transmitted bytes at link i at time t and the interval time used for this measurement is 

T, this means that previous measurement was at time (t-T) is Bt-T. Then, the current 

bandwidth utilization (BUi) of link i is calculated according to Equation 1. 
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𝐵𝑈𝑖 =
𝐵𝑡 − 𝐵𝑡−𝑇

𝑇
 

(1) 

 The available bandwidth (ABi) can be calculated by Equation 2, where Bi is the 

capacity of link i 

𝐴𝐵𝑖 = 𝐵𝑖 − 𝐵𝑈𝑖 (2) 

The link weighted is calculated using Equation 3, where MAXB is the maximum 

bandwidth capacity over the network. 

𝐿𝑊𝑖 = 1   
𝐴𝐵𝑖

𝑀𝐴𝑋𝐵
⁄  

(3) 

 Available capacity of switch: 

Also, to calculate the switch weight, the proposed method measure the current switch 

utilization (SUi) for every switch i in the network according to the following equation. 

𝑆𝑈𝑖 = ∑ 𝑃𝑈𝑗

𝑗=1 𝑡𝑜 𝑛

 
(4) 

Where PUj represents the utilization of port j in interval time, T and n 

represent the total number of ports in switch i. then, the available switch capacity ASCi 

can be calculated using equation (5). Where, SCi is the capacity of switch i. 

𝐴𝑆𝐶𝑖 = 𝑆𝐶𝑖 − 𝑆𝑈𝑖 (5) 

Then, switch weight can be calculated using Equation [6]. Where, MAXc is the 

maximum capacity of any switch in the network. 

𝑆𝑈𝑖 = ∑ 𝑃𝑈𝑗

𝑗=1 𝑡𝑜 𝑛

 
(6) 
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 Available capacity of switch: 

In this module Extended Dijkstra Shortest Path Algorithm [47] is used to derive 

multicast tree using the link weight calculated in Equation [3] and switch weight 

calculated in equation [6]. In the original Dijkstra’s algorithm, nodes are associated 

with no weight, but the Extended Dijkstra shortest path algorithm considers both the 

edge weights and the node weights for End-to-End routing. For a weighted, directed 

graph G= (V, E), a single source node (s) and a set of destination node (D), the 

Dijkstra’s algorithm can return a multicast tree with shortest path on the tree from 

source to every destination. Paper [44] shows how extended Dijkstra algorithm can be 

used for deriving multicast tree. The steps of the proposed load balance for multicast 

traffic are shown in Figure 7. 

Steps of the proposed method 

1: Using Topolgy Discover module drive Graph G= (V, E) 

2: Set the periodically time for monitoring links and switches statistics. 

3: Using Load Monitoring module Calculate link weight using Eq. 3  

4: Using Load Monitoring module Calculate switch weight using Eq. 6 

5: For each source node S and destination group D  

         Use Dijikstra algorithm to calculate multicast tree  

6: Install flows to OpenFlow switches 
 

Figure 7: Steps of load balance for multicast traffic. 

3.4. Performance Evaluation 

To show the ability of the proposed load balance mechanism, the proposed mechanism 

will be evaluated using two parameters switch load and link utilization. The objective is to 

optimize network resources i.e., switch and link by avoid congestion. , the proposed method 

will be tested compared to shortest path tree proposed in [44], that don’t considering any 

weights for link or switch. The proposed method is implemented as OpenFlow controller 
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modules, POX controller [49] and Mininet [50] will be used to emulate the network. A 

random connected topology generated using the waxman generator provided by BRITE will 

be used. 

The proposed method assume that all link in the network have link capacity between 

10Mb/s and 20Mb/s. the topology of 20 switch and 60 link is greeted. With each switch there 

are only one host is connected. This method use 720p video in variable bit-rate MPEG4 

format for multicast session using (VLC application). A machine with core i3 processor and 

8G or Ram used for this emulation. The network overhead resulting of both method have been 

tested by measuring the switch and link load. 

 

Figure. 8 The max link utilization over the network Mbps 

 

Figure 8 and 9 show a number of multicast session, the number of multicast sessions are: 

2, 4, 6, 8 and 10, with fixed group size of one source and 6 receivers. Figure 8 shows the 

maximum bandwidth utilization over the network with different group’s number, it shows that 

the proposed load balancing approach is better than the other approach and can avoid the 

congestion over the network links. Also, Figure 9, shows the maximum switch load over the 

network. It shows that the result of the proposed approach is better the other approach. 
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Figure. 9 The max switch load over the network Mbps 

 

The average switch load is shown in Figure 10. It shows that the proposed approach can 

maintain the average switch load at a value better than the shortest path tree method. Overall, 

the three figure 8, 9 and 10, show that the proposed mechanism can take the advantages 

presented in SDN to effectively monitor network statistics and calculate link and switch 

weight based on the proposed concept available bandwidth and available switch load. 

 

Figure. 10 The average switch load 
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       The total numbers of flows installed over the network are shown in Figure 11. It shows 

that shortest path tree algorithm is better than the proposed approach, because the shortest 

path algorithm considers the shortest path from source to every destination on the multicast 

tree, but the proposed approach calculates the path with minimum links throughput and switch 

load, therefore, this path  almost longer than the shortest path. 

 

Figure. 11 The maximum number of installed flow over the network 

3.5. Summary 

In this work, a load balance approach for multicast traffic in SDN is proposed. The 

advantage of the proposed mechanism, it can calculate the routing based on calculating on-

time link weigh and switch weight. Also, for efficiently optimizing network resources a new 

concept “available link bandwidth” and “available switch capacity” to calculate both link 

weight and switch weight respectively is presented. By using available link bandwidth and 

available switch capacity the proposed mechanism can cover the limitation in many proposed 

method that can’t differentiate between links with different bandwidth and switches with 

different capacities. 

By utilizing the proposed load balance multicasting controller and getting real-time 

calculation of available link utilization and available switch capacity, the evaluation indicates 
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that it is effective in reducing link and switch congestion of multicast traffic and can support 

Traffic Engendering TE mechanism to optimize the network resources. 
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Heuristic algorithm for multicasting in SDN 

4. Heuristic algorithm for multicasting in SDN 

4.1. Introduction 

IP multicasting still faces some problems: Firstly, Traditional multicast routing 

algorithms require routers to participate in data forwarding and control management. Then 

multicast routers need to maintain each group state, which arouses a lot of control overhead 

and add substantial complexity to routers. Secondly, Routers construct and update the 

multicast tree in a distributed manner; each router has only local or partial information on the 

network topology and group membership and there are high number of communication 

messages that neighboring routers have to exchange in order to update their multicast trees at 

every time a client joins or leaves a multicast group. These cause more latency time and 

difficulty to build an efficient multicast tree due to the lack of global information. 

SDN is presented as a networking approach that facilitates the decoupling of the 

control plane in a network using a remote controller from the data plane. OpenFlow protocol 

[8], defines the communication between OpenFlow switches and the controller of the network. 

With the centralized network, OpenFlow controller has a global view of the current status of 

the network and can interact with its network devices. All the multicast management, such as 

multicast tree computing, group management are handled by this controller, and the controller 

has complete knowledge of the topology and the members of each group, then it can create 

more efficient multicast trees than the distributed approach [51]. Recently, several researchers 

 

4 Chapter 
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have been proposed multicast routing algorithms for solving the problem of shortest path tree 

(SPT) and Minimum Steiner tree (MST) in SDN.  

A shortest-path tree, construct multicast tree by calculating the shortest path between 

the source and every destination node in the network, by this manner SPT tends to lose many 

good opportunities to reduce the bandwidth consumption by sharing more common edges 

among the paths to different destinations. SPT is better in case of optimization each path 

individual. Moreover, it can reduce the calculation time required to calculate the tree 

comparing with Minimum Steiner Tree (MST). However, SPT is not designed to support 

traffic engineering. 

Steiner tree problem is to find a minimum-weight tree, called the minimum Steiner tree, to 

span all destination node [34]. When each edge cost is 1 in the graph, the minimum Steiner 

tree is the tree with the minimum number of edges to span all destination node in multicast 

group. The minimum Steiner tree problem has been proven to be NP-hard. Thus, there 

probably exists no deterministic algorithm running in polynomial time complexity to solve 

such a problem. However, many polynomial-time complexity heuristic algorithms have been 

proposed to solve the problem. Although the Steiner tree minimizes the tree cost and the 

volume of traffic in a network, ST is computationally intensive and is not adopted in the 

current Internet standard.   

Both SPT and MST have its advantages and shortages, and researcher often choice the 

one that satisfy the required of it proposed mechanism. SPT can calculate multicast tree faster 

and optimize individual paths than MST and the MST that can generate solutions optimum 

than SPT for supporting traffic engineering.  

In this work, a novel approach for constructing the multicast tree by combines both of 

Dijkstra shortest path algorithm and heuristic Tabu Search (TS) algorithm is presented. In the 

proposed method Dijkstra algorithm and TS work respectively, Dijkstra algorithm for fast 
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start-up multicast session and TS for minimizing the size of the routing tree solution when 

there are increasing in the number of multicast group size. Proposed algorithm take the 

advantages of both algorithms such as fast convergence time of Dijkstra algorithm and 

optimum solution of TS and avoid the shortages of both algorithms.  

To avoid the shortage of heuristic Tabu Search algorithm (computationally intensive), this 

approach use the features present by SDN i.e., centralized controller to calculate pack-up 

solution from the source to every destination, then this solution can be used by TS to great 

neighbour solution by this way this approach can reduce the time required by TS to calculate 

the multicast tree.  

4.2. Related work 

Various multicast mechanism and algorithm are proposed for solving the problem of 

multicast routing in IP network and SDN. The author in [52] provides a mechanism to 

compute multicast trees centrally by flooding group membership information to all multicast 

routers. This mechanism (MOSPF) has a scalability problem that all routers have to compute 

a multicast tree per multicast group when the new multicast group appears or receivers join in 

or leave from multicast groups.  

The Protocol Independent Multicast - Sparse Mode (PIM-SM) is the most common for 

IP multicasting, the routing algorithms of this protocol are not designed to build optimal 

routing trees [6]. PIM-SM builds trees rooted at either the source of the multicast group or at a 

pre-determined rendezvous point (RP) for the group. 

 

In [53] the author has suggested high-level primitives (API) based in Open-Flow to 

provide a more friendly development of multicasting networks. These primitives have a 

simplified implementation of the OpenFlow multipoint protocol but does not consider 

questions such as changes in multicast groups.  
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The author in [54] proposed a multicast clean-slate approach logically centralized 

based on SDN and anticipated processing for all routes from each possible source. The author 

of this paper aiming to reduce event delays from source to each destination and don’t consider 

minimizing the total edges in construction multicast tree.  

Finally, in [55] this paper proposed a novel multicast mechanism based on OpenFlow 

to separate the data and control plane by shifting the multicast management to a remote 

centralized controller. The Dijkstra algorithm is used to construct spanning tree in the network 

and after that drive the multicast tree from existing spanning tree. This method can’t construct 

optimum multicast tree because MST using Dijkstra algorithm can construct a tree with 

shortest path from source to every destination in the network but it can’t minimize the 

multicast tree. 

The objective of this work is proposing multicasting OpenFlow controller’s modules for 

optimizing multicasting based on SDN. This work proposed a new algorithm based on two 

individual algorithms, Dijkstra algorithm and heuristic Tabu Search algorithm. These two 

algorithm work respectively to solve some multicast routing problems. In this method, the 

proposed multicast routing algorithm take the advantage of Shortest Path Tree algorithms 

represented by Dijkstra algorithm and Minimum Sterner Tree algorithms represented by Tabu 

Search algorithm and avoid the shortages of both. This work design SDN controller based on 

POX controller to achieve the following goals: 

 Implementing multicasting in SDN network with using the features of OpenFlow 

protocol. 

 Proposed a module in this controller to constructing the multicast tree based on the 

proposed routing algorithm. 

 Reduce latency time required for initialization multicast tree. 

 Construction near an optimum multicast tree (minimizing the size of the multicast 

tree).  
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Figure 12. Proposed Architecture 

4.3. Design of Multicasting controller 

This section present the design of the proposed multicasting OpenFlow controller. 

Figure 12 show the architecture of the proposed scheme, there are two main components in 

this architecture, controller and OpenFlow switches (forwarder). The functions of the 

controller are to manage the multicast group state, construct the multicast tree and handle the 

host requests sent from the forwarders, then set up flow entries that are required to deliver 

multicast packets into the switches. While forwarders only need to receive instructions from 

the controller and forward data. The proposed controller consists of four modules to 

implement the proposed algorithm, the details and the function of each module in this 

controller as follow. 

 Topology discover module:  

This module uses Link Layer Discovery Protocol (LLDP) to discover network 

topology. The information resulting from this module are used to build up the network 

topology graph G(V, E), where the node set V corresponds to the switches and the 

edge set E corresponds to the links. Then, the data relative to the topology graph G are 

send to a tree construction module to build up the tree. 
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 Multicast groups management module:  

This module is responsible for maintain multicast group state by storing sender 

information including locations of devices and watching IGMP packets from devices 

and stores the receivers’ locations. Then provide this information for others openflow 

controller modules to construct multicast tree and management multicast group events 

(join in or leave any member form current multicast group). 

 

 Tree construction module:  

When controller received new request to initialize a multicasting session, firstly 

multicast group management module process these messages to obtain sender and 

receiver information, then notify this module for construction the multicast tree. This 

module use Dijkstra shortest path algorithm for constructing initial multicast tree from 

source to receivers as described in next sub-section 4.4.1.  

The advantage of using this algorithm it can construct the multicast tree in short time 

comparing with heuristic algorithms that required a long time, moreover, the multicast 

tree that cover only the current receivers at initialization multicast session will be 

build and will not build MST that required more time and can’t present an optimum 

solution to this problem. 

 

 Group events Management module: 

 Whenever controller receives join in or leave message from current multicast sessions 

this module is used for updating multicast tree and install new rule to the forwarders. 

This module use Tabu Search algorithm to update the current multicast tree by 

generating neighbor’s solutions of the current tree with the new receiver and choice 

the best solution for updating the multicast tree. The feature of SDN controller are 

used to calculate K-shortest path from source to every destination on offline mode and 

then using the pre-cached backup paths by TS algorithm to update multicast tree in 
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short time so the proposed method can reduce the latency time required to join new 

members and find more optimum solution using this heuristic algorithm compared to 

Shortest Multicast tree. The details of this module are described in section 4.4.2. 

4.4. The purposed algorithm 

These subsections described in details the implementations of algorithms proposed in 

tree construction module and group events Management module. In the proposed scheme a 

three different algorithms is used 1- Dijkstra algorithm to construct shortest path tree. 2- Tabu 

Search algorithm to update multicast tree. 3- K-shortest paths algorithm [56] to find a K of 

paths between the source and each receiver in the network and caching these calculated paths 

in the controller so the proposed method can use it for fast update multicast tree based on 

Tabu Search algorithm, by this way the time required by TS to update multicast tree can   be 

reduced. 

4.4.1. Multicast tree construction module 

The main function of this module is to construct multicast tree when the controller 

needs to start a new multicast session. The Dijkstra shortest path algorithm is used to 

construct the multicast tree. This algorithm used only one time to the initialize multicast tree 

and don’t use for updating the multicast tree for the following reasons: 1- when the controller 

start to initialize multicast tree the number of the receivers almost small number, so this 

algorithm can construct the tree in short time. 2- This algorithm construct shortest path tree 

that has the least cost from source to every receiver but it can’t minimize the total number of 

links on the tree, so the proposed mechanism use it only in the first stage of multicasting 

(initialization). By this way, the proposed method take the advantage of this algorithm (i.e., 

fast constructing multicast tree) and avoid the shortage of this algorithm (i.e., can’t minimize 

multicast tree). The details of this algorithm are shown in Figure 13. 
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Dijkstra’s Algorithm 

Input: G = (V,E), Source and multicast group M 

Output: a tree cover all receivers in this group 

1: T={S};d[S]←0; d[u]←∞ and pred[i]←nil for each u≠S, u€V 

2: insert u with key d[u] into the priority queue Q, for each u€V 

while (Q  ≠ ᴓ) 

3:  j ← Extract-Min(Q) 

4: for every node i, i €T and i is adjacent to j 

alt = d[j] + ew(j, i)     // ew: is edge weight =1for all links  

if alt < d[i] then 

d[i] ← alt 

pred[i] ← j // set i as a child node of j 

if node (i) not inclue in T, add the node into T  

if all nodes in M join to T stop. 

5: return T. 
 

Figure 13. Dijkstra for multicast tree 

4.4.2. Group events Management module 

The main function of this module is to update multicast tree with the near optimum 

tree by minimizing the total number of links in the tree. The tabu search algorithm [57] and 

K-shortest path algorithm with the global information available by the centralized controller 

(i.e., network information) are used to update multicast tree with near optimum solutions. 

TS is a higher level heuristic procedure for solving the optimization problem, designed 

to guide other methods or their component processes to escape the trap of local optimality. TS 

has obtained optimal and near optimal solutions to a wide variety of classical and practical 

problems in applications ranging from scheduling to telecommunications and from character 

recognition to neural networks. It uses flexible structures memory (to permit search 

information to be exploited more thoroughly than by rigid memory systems or memory less 

systems), conditions for strategically constraining and freeing the search process embodied in 

tabu restrictions and aspiration criteria. Figure 14 show TS algorithm flowchart for the 

optimization problem. 
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Figure 14. Tabu Search flowchart 

Our proposed procedure to update multicast tree shown in Figure 15, the description 

of this algorithm as follow. 

The algorithm first encourages the move to worth solution if there is no any 

improvement in the current solution.   The tabu list introduced to discourage the search from 

coming back to previously-visited solutions and sure scape from local solution to global 

solutions. The following fitness function is used to evaluate each solution to select the best 

one for next iteration and final can find the near optimum solution. 

 

(1) 

Here CT is the summation of the total link cost in the multicast tree and Cij represents 

the cost of each link and it is a predefined value by the network administrator. The next 
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section will give an example show how TS find near optimum multicast tree when a multicast 

tree need to be updated for any new join request. 

 

Figure 15. Steps of Tabu Search for updating multicast tree 

The first step in this algorithm, it uses the current multicast tree as an initial solution. 

Then the algorithm used pre-cached backup list shown in table 1 to great more than one 

neighbor to the current multicast tree and select the best solution for next iteration. In each 

iteration, the TS randomly selected path from source to any destination and replaced this path 

by another backup path. If there is no farther improvement on the best solution then this 

solution will be used for updating multicast tree.  Figure 16 is an example shows how this 

module works for updating multicast tree. 

In this figure, TS algorithm generates three neighbor solutions to the current solution 

and the best one will be selected to join the new member to the current multicast session. The 

neighbors solution generated based on pre-defined backup paths. Then, for more optimization 
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the algorithm will repeat a specified number of iterations in each iteration it randomly selects 

one destination and repeats the same method to generate neighbor solution using backup paths 

and select the best solution for next generation. In the case of leave member from the current 

multicast group, only the algorithm will burn it path from the tree. 

Table 1. List of backup paths from source (1) to destination (4, 7 and 8) 

 

 

Figure 16. Generating neighbour solutions from the current tree 

4.5. Experimental Results 

This section test the proposed method by comparing it with Dijkstra shortest path tree 

algorithm in [47]. The proposed method is implemented as OpenFlow controller modules, 

The POX controller [9] and Mininet (10) are used to emulate the network. A random 

connected topology generated using the Waxman generator provided by BRITE is used in this 

emulation. 
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It is assumed that all link in the network have link capacity 20Mb/s. This emulation use 

720p video in a variable bit-rate MPEG4 format for the multicast session using (VLC 

application). A machine with core i3 processor and 8G of Ram are used for this emulation. 

Figure 17, shows the results of measuring the delay time required by the controller to 

construct the multicast tree at initialization of the multicast secession.  A different topology 

size of 20 nodes to 80 nodes are used. This emulation uses one host to be a source for  video 

streaming (h0), and the number of receivers (i.e., group size) start by four receivers with the 

network of size  20 nodes and increased each time by 2 receivers with increasing the network 

size.  

 

Figure 17. Delay time for initializing multicast tree. 

Figure 17, shows that the proposed methods can minimize the delay time required by the 

controller to start the multicast session compared to the other method. This because the 

proposed method uses Dijkstra shortest path algorithm to construct the multicast tree from 

source to receivers only and then use Tabu Search algorithm to update the multicast tree when 

any new receiver want to join the multicast session. But in the other method purposed in [55], 

it constructs Minimum Spanning Tree that covers all switches in the network and then installs 
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only the flows that represent the active receivers from the MST, so, it required more delay to 

construct MST. 

Table 2: Total number of flows installed per each method 

 

 Group 1 Group 2 Group 3 

Dijkstra 9 flows 10 flows 10 flows 

Dijkstra &TS 7 flows 6 flows 7 flows 

 

Table 2. Shows the installed flows in OpenFlow switches to forward the multicast data 

based on the constructed multicast tree. A large number of flows means the constructed 

multicast tree can’t minimize the total hops in the tree. 

This emulation start all multicast session with one source and 3 receivers, then 2 other 

receivers will request the controller to join the multicast session. In this case, the controller 

will update multicast tree to cover the new 2 receivers. The proposed method uses the backup 

paths to each destination and using TS algorithm will find the more optimum path to update 

each receiver. But, in the other method will use the back-up paths in the constructed MST to 

update the multicast tree.  

Table 2, shows that the proposed method can reduce the total number of flows 

required to update multicast tree compared to another method. This means that the proposed 

method is able to minimize the multicast tree with any update in the tree to join new receiver 

to multicast session. 

The reason that make the proposed algorithm able to minimize multicast tree is that, Tabu 

search is kind of heuristic algorithm that calculate Minimize Steiner Tree, and it is known that 

MST can minimize the total number of hops in the multicast tree, but it take a long time to 

construct multicast tree, so the proposed method use it to just update multicast tree based on 

pre-calculated back-up paths and used Dijkstra algorithm to initialize multicast tree because it 

take short time. But the other method use Dijkstra shortest path algorithm for both initialize 
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and update multicast tree and it know that this algorithm can find the least cost of each path 

but can’t minimize to total links in the multicast tree. 

4.6. Summery 

This work presented an efficient multicasting approach based on SDN. The proposed 

approach can avoids the shortages resulting from building multicast tree based on shortest 

path algorithms or using minimum Steiner tree algorithms. Due to shortest path algorithm ex. 

Dijkstra algorithm can construct the multicast tree with short time but can’t minimize the 

resulting multicast tree and on the other hand minimum stonier tree ex. Tabu Search (TS) can 

minimize the resulting tree but it take a long time, the proposed approach combine both 

algorithm to avoid the shortages of both. For constructing multicast tree the proposed hybrid 

algorithm takes advantage of Shortest Path Tree algorithms represented by Dijkstra algorithm 

and Minimum Sterner Tree algorithms represented by Tabu Search algorithm and avoid the 

shortages of both. By using Dijkstra to construct multicast tree at initialization of multicast 

session and using TS to update multicast tree in case of joining any new receivers the 

proposed method get better performance compared to using the only shortest path tree 

algorithm. In this method, the feature of SDN by using the centralized controller to construct 

the back-up paths for TS algorithm for fast update the multicast tree is used for more efficient 

solution. 
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Latency Monitoring in Software-Defined Networks 

5. Latency Monitoring in Software-Defined Networks 

5.1. Introduction 

Each application running on a network infrastructure may has different requirements. 

End-to-End delay is one of these requirements. In traditional network, it is difficult to retrieve 

online and accurate measurements. Most of existing latency monitoring mechanism can 

measure delay of all path i.e., End-to-End delay from source to destination, and can’t 

monitoring delay per path segment i.e., delay per link. However, measuring delay of all links 

in a network is required by many application. For example, a multicast application often 

required calculation of a multicast tree. On of algorithm that calculate multicast tree is to 

solve Minimum Steiner problem. Finding MST required driving a weighted graph that shows 

each link delay in the network. To derive a weighted graph a per link delay have to be 

calculated. Therefore, the existing monitoring method (per path delay) lacks for supporting 

QoS multicast routing with end-to-end delay constraints. Generally, knowledge about link 

delay over the network would benefit many users and operators of network applications.  

Because Traffic Engineering (TE) in turn, needs granular real-time monitoring 

information to compute the most efficient routing decisions. Latency is one of parameter that 

needed in TE, Many researcher proposed mechanisms to measure latency in IP network. In 

[38] a mechanism to compute RTT and estimate delays are presented in traditional netowrk. 

This method introduces additional inaccuracy due to the addition and subtraction of 

previously existing uncertainty margins. Overall, it is difficult to retrieve online and accurate 
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measurements in IP networks due to the large number and volume of traffic flows and the 

complexity of deploying a measurement infrastructure.  

In SDN, there are several proposals for monitoring QoS parameters in SDN, they 

mostly solve the problems of e.g. bandwidth utilization [40–42], packet loss ratio [36], packet 

delay per path [36,37], and route tracing [43]. These method and most existing solutions to 

estimate latency on a path generates probe packets that traverse the path and trigger PacketIn 

messages at the first and last switches on the path. To guide a probe along an arbitrary path, 

this mechanism pre-install forwarding rules at switches along the path, whose action field 

instructs the switch to send matched packets to the next hop switch. In addition, to generate 

PacketIn's, the rules at the first and last switch on the path contain send to controller as part of 

their action. By calculating the sending time and deportation time from the first and last 

switch along the path the controller can calculate path delay. 

The latency is measured in these methods by end-to-end delay of path between two 

individual devices. These methods cannot calculate delay on path segments (per link) between 

arbitrary network devices. However, per link delay measurement can have significant 

importance for both service provider and application perspectives. Furthermore, the network 

overhead resulting of measuring per path delay. 

By taking the advantages of OpenFlow that enables controllers to query for statistics 

and inject packets into the network the monitoring system can measure QoS parameters in 

SDN. In this work, a method to measure link-based delay in real-time to efficiently apply QoS 

policies is proposed, this method does not require any complementary support from the 

switching hardware and can avoid redundant work and network overhead.  

5.2. Related work 

Due to the fast growth in the applications that have strict Quality of Service (QoS) 

requirements. The researcher proposed many idea to monitor network parmater for optimizing 

network resource based on Traffic Engineering mechanism. End-to-End delay is one of these 
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parameters that very important for a lot of application running on a network infrastructure and 

sensitive to delay. This section illustrate some related work to latency monitor in IP network 

and SDN. 

In [38] a project that analyzed the Internet topology and performance using active 

probing, used geographically distributed beacons to perform trace routes at a large scale. Its 

probe packets contain timestamps to compute RTT and estimate delays between measurement 

beacons. This method introduces additional inaccuracy due to the addition and subtraction of 

previously existing uncertainty margins.  

The author in [39] presents a solution that captures the header of each TCP/IP packet, 

timestamps and sends it to a central server for further analysis. Multiple monitoring units need 

to be installed to retrieve network-wide statistics. Where the technique is very accurate (in the 

order of microseconds), additional network overhead is generated due to the necessary 

communication with the central server. 

With OpenFlow, it becomes easy to pick up switch and per-flow statistics into a 

centralized point. The researches use this advantage to monitor network traffic. In [40] the 

authors propose a monitoring method to use only the mandatory OpenFlow messages to 

monitor the bandwidth utilization in the network.  

The authors in [41] proposed an algorithm (MonSamp) that use the Flow-Stats-Req 

message in OpenFlow to poll the interface and flow counters in the switches for bandwidth 

measurement, but this method suggests decreasing the sampling rate when the traffic load is 

high and that can reduce the accuracy of measurement. 

In [42] the authors proposed a novel mechanism called OpenNetMon, this method 

offers a solution for packet lost and per path delay monitoring. To measure path delay, the 

controller estimates the complete path delay by calculating the difference between the 

packet’s departure and arrival times, subtracting with the estimated latency from the switch-

to-controller delays. But this method still uses per path delay measure that led to redundant 
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work and network overhead which resulting from monitoring multiple paths between each 

pairs of nodes. 

This work presented to reduce network overhead for monitoring link delay to support 

QoS unicast and multicast applications with end-to-end delay constraints. The main 

contributions are to propose a new monitoring method for measuring delay per each link in 

OpenFlows networks. 

5.3. Design 

In order to measure link delay on real-time, a monitoring method based on OpenFlow 

is presented. In the following the details of the proposed method and discussion of the 

possibilities that OpenFlow introduces in the latency measurement is introduced. Figure 18, 

shows the modules of proposed architecture for monitoring link delay, mainly, Topology 

Discover, Tree Construction and Latency Mentoring:   

1- Topology discover module: this module uses Link Layer Discovery Protocol (LLDP) to 

discover network topology. 

2- Tree construction module: this module is proposed to derive a tree that covers all links in 

the network and minimizes the total number of hops in each path. 

3- Latency monitoring module: this module is used for monitoring path delay for all paths in 

each level in this tree. 

Tree construction module and Latency monitoring module are the two basic modules in 

this method. Using the results of these two modules, the proposed method can calculate link 

delay and then use the resulting data for QoS polices. The next sections explain more details 

about each module and how calculate the delay per link. 
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Figure 18. Proposed Architecture. 

5.3.1. Topology discover module 

This module is used to discover the topology of the network. The resulting 

information of this module is used to build up the network topology graph G (V, E), where 

the node set V corresponds to the switches and the edge set E corresponds to the links. Then, 

the data relative to the topology graph G is send to tree construction module to build up the 

tree. 

5.3.2. Tree construction module 

In order to measure link delay, this module will construct the tree that covers all links 

in the network. Dijikstra shortest path algorithm [58] can be used to derive Minimum 

Spanning Tree (MST) that cover every node in the network. In the proposed method, the 

Dijikstra shortest path algorithm is modified to derive the tree that cover every link in the 

network and minimize the total links in each path. Figure 20, shows the tree derived by this 

algorithm from the network topology of Figure 19. 
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Figure 19. Network topology. 

 

Figure 20. Tree covering all networks links. 

The modified Dijikstra shortest path algorithm avoid repeating any node in the same path, 

but, the nodes may be repeated in different paths of the tree. This, because this tree is used to 

derive individual paths at each level to measure path delay by sending probes request along 

these paths. Figure 20, shows that node number 4 is repeated twice in the tree, but in different 

paths. 
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Table 3, shows the individual sub-paths at each level of the tree on Figure 20. This tree 

have three main paths (path1, path2 and path3) and each path has it’s sub-paths at different 

level. In this table Pij represents a sub-path, i represents the path number and j represents level 

number, this means that P13 represents sub-path derived from path1 at level 3: (1 → 5 → 6). 

If there are sub-paths repeated more than one time, this method will avoid monitoring 

repeated sub-paths in order to avoid network overhead, for example, sub-paths (P32 and P33) 

and sub-paths (P22 and P23) are the same, in this case the total sub-paths that will be monitored 

are 8 sub-paths according to table 1. 

Table 3. Sub-paths for each path at different levels. 

 

Paths in the tree 

Path1 Path2 Path3 

 (1 → 5 → 6 → 4)  (1 → 2 → 4 → 5) (1 → 2 → 4 → 3 → 6) 
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Level 

2 
P12 (1 → 5) P22 (1 → 2) P32 (1 → 2) 

Level 

3 
P13 (1 → 5 → 6 ) P23 (1 → 2 → 4) P33 (1 → 2 → 4) 

Level 

4 
P14 (1 → 5 → 6 → 4) P24 (1 → 2 → 4 → 5) P34 (1 → 2 → 4 → 3) 

Level 

5 
  P35 (1 → 2 → 4 → 3 → 6) 

 

The advantage of using this algorithm is that, it can minimize total number of paths 

and links in the tree that will be used for monitoring the network. Therefore, this method can 

reduce network overhead. The steps of this module are summarized as the following: 

Step1: constructing the tree that covers network links based on modified Dijikstra shortest 

path algorithm as shown in Figure 20. The steps of this algorithm are shown in Figure 22.  

Step 2: dividing this tree into different levels based on the distance from the monitoring point 

MP, between each two levels there is one hop, as shown in Figure 20. 

Step 3: for each level the individual sub-paths is derived, the data of these paths will be send 

to next module (Path latency monitoring) for measuring the delay of these paths. 
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Figure 21. Example of sub-paths from MP to node 4 shows arrival time at different levels 

Modified Dijkstra’s Algorithm 

Input: G = (V,E), MP (monitoring point) 

Output: a tree covering all link in the network 

6: T={MP};d[MP]←0; d[u]←∞ and pred[i]←nil for each u≠MP, u€V 

7: insert u with key d[u] into the priority queue Q, for each u€V 

while (Q  ≠ ᴓ) 

8:  j ← Extract-Min(Q) 

9: for every node i, i €T and i is adjacent to j 

10: alt = d[j] + ew(j, i)     // ew(j, i) is edge weight =1 for all links 

11: if alt < d[i] then 

12: d[i] ← alt 

13: pred[i] ← j // set i as a child node of j 

14: if link (i,j) € T, add the link into T  

15: return T 
 

Figure 22. Dijikstra Algorithm 
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5.3.3. Path latency module 

This module use the advantages of OpenFlow’s to inject packets into the network for 

measuring path delay. The output data of previous module (Tree construction module) will be 

used as inputs for this module.  

Regularly, at every sub-path derived from the tree a packets at the first switch will be 

injected, such that probe packet travels exactly the same path, and have the last switch send it 

back to the controller. To calculate the departure time at first switch and arrival time at last 

switch in the path, then the controller to first switch delay is calculated by calculating 

RTTC→S from controller to switch, also from last switch to controller the delay is measured 

by calculating RTTS→C. Then Equation 1 and Equation 2 are used to calculate departure time 

at first switch and arrival time at last switch respectively. The controller estimates the 

complete path delay by calculating the difference between the packet’s departure time at first 

switch and arrival time at last switch. 

2/)( SCsendswitchFirst RTTTT    (1) 

 

arrivalCSswitchLast TRTTT   2/)(  (2) 

Here TSend represent the time of sending probe packet form the controller and Tarrival 

represent the arrival time of the packet to the controller. 

5.3.4. Link Delay Measurement 

The output of both Tree Construction module and Path Latency module will be used to 

calculate link delay. How the link delay is calculated is discussed using example shown in 

Figure 4. This Figure represent path 1 from the constructed tree Figure 20, and it has three 

sub-paths (P12, P13 and P14), at levels (level2, level3 and level4) respectively. In this method t1 

represents the departure time at MP, (t2, t3 and t4) represent arrival times of probe packet at 

last switch of (P12, P13 and P14) respectively.  
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Calculating the link delay between switch 1 and 5, by subtract t2 and t1 (t2-t1) and to 

calculate the link delay between switch 5 and 6, subtract t3 and t2 (t3-t2) and so on.  After 

calculating all links delay in the network weighted direct graph of the network topology can 

be derived. Then, this method store this weighted graph into the controller for applying QoS 

polices.  

The advantages of the proposed monitoring method are: 1) Avoiding redundant work 

and network overhead resulting from measuring multiple paths for each pair of switch, this 

because the proposed method uses algorithm that can minimize the total paths and links in 

each path to derive the link delay. 2) Measuring latency in real time for each individual link 

(per link) not per path delay, then, a weighted network graph can be derived. 3) By deriving a 

weighted graph of the network this method can support most of optimization algorithm in 

unicast and multicast routing. On the other hand, per path delay can’t support most of 

multicast application QoS polices. This method is summarized in Figure 23 

Steps of the proposed method 

7: Using Dijikstra algorithm calculate the minimum tree that covering all network links       //Figure 5 

8: Divide this tree into different level starting at the monitoring point MP.                           // Figure 3 

9: For each level on the tree derive sub-paths of this level.                                                    // Table 1 

10: Calculate delay for all sub-paths using method describe in Path Latency module. 

11: By subtracting the time between each two level the links delay between these two levels can be 

calculated. 

12: Derive the weighted graph of the network for QoS polices. 

 

Figure 23. Steps of the proposed method 

5.4. Experimental results 

This section, test the proposed method with OPENNETMON [42] mechanism. The 

proposed method is implemented as OpenFlow controller modules, a POX controller and 

Mininet are used to emulate the network. This emulation uses random partial connected 



Chapter 5. Latency Monitoring in Software-Defined Networks  60 

Kyushu University, Graduate School of Information Science and Electrical Engineering, Department of 

Advanced Information Technology, PhD Course 

topology generated using the waxman generator provided by BRITE. It is assumed that all 

link in the network have same link capacity of 20Mb/s. the topology of 10 switch and 24 link 

is greeted. With each switch it is supposed that there are only one host is connected. For 

emulation multicast session this method uses 720p video in variable bit-rate MPEG4 format 

for unicast generated using (VLC application), the hosts H1 connected to switch S1 and H2 

connected to S2 will be used for video streaming (sources). It is supposed that each host in the 

network will send request to each source for watching the video, then the controller calculated 

Least Delay Path between the source and destination. In this case OPENNETMON 

mechanism have to measure all available paths between source and destination and install 

relative flows for monitoring these paths to decide the least delay path. The network overhead 

resulting of both method is tested. 

Table 4. Network overhead in the proposed method and OPENNETMON 

 Number of probe packet 
To monitor network 

Number of links in 
motoring paths 

LINK-MON 15 43 

OPEN-NET-MON 36 116 

 

Table 4 shows the network overhead resulting from sending Probe packet to measure delay in 

the network. The total number of installed paths (i.e., the total number of probe packet that 

will send from controller to monitor the network) to forward probe packets and the total 

number of flows installed on OpenFlow switches to forwarded these packets (i.e., number of 

links along the paths that will be used to forwarded probe packet in each method) is compared. 

This table shows that the proposed method install 15 paths and thus it need only 15 probe 

packets to measure all links delay in the network, moreover,  the total number of links in these 

paths are 43 links, this means smaller number of packet will travel along the network to 

discover the all links delay. In the other side OPENNETMON install 36 path (i.e., the 

controllore need to 36 probe packets along these paths) and the total number of links on these 

paths are 116 links. This because, 1) the proposed method uses an algorithm to minimize the 
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total number of paths and links in each path, that used for monitoring all links in the network. 

But, OPENNETMON monitor all available paths for QoS to calculate least delay path. 2) 

This method measure delay per link and store the result in the controller for any new request 

from destination to different sources, then the path delay is a summation of number of 

segments by very sample calculation. But OPENNETMON have to calculate and install the 

flows for any new source and destinations, because it measure End-to-End delay, this mean 

with changing the source the controller start monitoring the ne`w paths for QoS polices. 

 

Figure 24. Accuracy of delay measurement 

Fig. 7, shows the accuracy of delay measurement between the proposed method and 

Ping tools. For this experiment a linear topology of 5 switch is used and then measure delay 

between switch S1 and S3. In the proposed method the delay is the summation of segments 

(i.e., links) between the two switch. It can be seen from this figure that the proposed method 

have percent of 99% of accuracy comparing with measuring delay using Ping tools. 

5.5. Summary 

There are many proposed approaches for monitoring latency in SDN, However these 

methods lead to redundant work resulting from measuring same link many times by different 

paths, this because it is measure delay per path (path-based). This redundant measurement 

cause network overhead. In order to reduce network overhead for monitoring link delay to 
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support a verity of application that required QoS polices, this work presented a new method 

for monitoring latency in SDN. The proposed method have two advantages comparing with 

existing method. First, it can measure link-based delay rather than measuring path-based 

delay. Link-based delay is more efficient than path-based delay for various applications. 

Secondly, this method can reduce network overhead resulting from redundant work of 

measuring path-based delay. The idea of the proposed method is modifying the Dijkstra's 

shortest path algorithm to derive minimum tree that covering all link in the network, then the 

individual paths at deferent levels of this tree can be derived. Finally this method measure 

delay for each path. At this point the link delay based on the purposed idea can be calculated. 

The result shows that Link-based measurement can avoid network overhead and give 

accuracy measurement of latency. 
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Conclusion 

6. Conclusion 

Software Defined Networking (SDN) and Openflow seems to be the future Internet 

technology that enable innovative and creative applications development that were 

unachieved in current traditional Internet. The core feature of SDN is to decouple the 

controlling function of network from the forwarding function and the network is managed 

from a centralized network controller. Through dynamic, cost-effective and easily adaptable, 

making it supreme for the dynamic nature and high bandwidth of today’s network 

applications. With the flexibility and efficiency presented by SDN the researchers on routing 

e.g., unicast and multicast can investigate there new idea with low cost and more efficient 

comparing with traditional network. The network operator can use the central controller to 

customize the network behaviour according to its needs. This means it can flexibly route 

network traffic on specific paths without having to use a separate protocol for each such 

function. In addition, the global network visibility and a unified control interface across 

multiple devices makes for much more efficient decision making. 

It seem from proposals that done by researchers and several large scale companies that 

SDN have more advantage than the traditional IP networking. However, for an efficient 

transition from current network technology to SDN various issues need to be addressed. Thus, 

this study focused on three significant contributions of SDN: 1) support Load balancing 

techniques to be able to optimize network resources and avoid both link and switch 

congestion. 2) Design OpenFlow controller that implement a hybrid heuristic algorithm i.e., 
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Tabu Search and Dijistra Shortest path. 3) Proposed a new monitoring mechanism that can 

efficiently monitor latency per link i.e., path segment delay. 

In chapter 3, a load balance approach for multicast traffic through real-time link cost 

and switch load modification for optimizing network resources and avoid link and switch 

congestion is proposed. Using traditional protocol for multicasting can’t guarantee optimal 

link and switch utilization and can’t avoid link and switch congestion, this because depending 

on distributed manner and local view of network. Even, in SDN with the global view and 

centralized calculation the proposed multicast approaches that build multicast tree without 

considering the current state of network can’t optimize the utilization of network resources.  

Thus, this study use OpenFlow controller for network load-aware by monitoring on-time 

network traffic state then a new concept called available link bandwidth (ALB) and available 

switch capacity (ASC) to be used as link and switch weights respectively is used. The idea is 

that possible to improve overall performance of the network and avoid both link and switch 

congestion by considering the different capacity of each link and switch by using the ALB and 

ASC as weights rather than using of “current utilization” as weight. By this method the 

proposed algorithm can select the most appropriate links and switch to build the multicast tree 

in order to maximize the network resources. The main objectives of the proposed load balance 

for multicast traffic in SDN include 1) Using the features presented by SDN as centralized 

controller and global view of the network for efficiently monitoring and management 

multicast network. 2) Implementing multicasting in SDN by proposing the modules required 

for constructing and management multicast tree. 3) Introduce a new method for calculating 

the network parameters weight (i.e., link weight and switch weight) to differentiate between 

different capacity of links and switches in the network then the network resources can be 

efficiently optimized. Simulation shows that the proposed load balancing approach is better 

than the other approach for the maximum bandwidth and switch utilization over the network 

and can avoid the congestion.  
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Chapter 4 investigated a novel approach for constructing optimum multicast tree by 

combines both of Dijkstra shortest path algorithm and heuristic Tabu Search (TS) algorithm. 

The proposed load balance approach for multicast traffic in chapter 4 can optimize and 

improve traffic distribution in network and can avoid network congestion. However, using 

Shortest Path Tree (SPT) algorithm represented by Dijkstra algorithm for calculating 

multicast tree often can optimize individual paths form source to each destinations but can’t 

optimize overall multicast tree. To solve this problem, this study presented a new approached 

for finding the optimum solution for multicast traffic in SDN.  In the proposed method 

Dijkstra algorithm and TS work respectively for fast start-up multicast session and 

minimizing the size of the routing tree solution with increasing in the number of multicast 

group size. Proposed algorithm take the advantages of both algorithms such as fast 

convergence time of Dijkstra algorithm and optimum solution of TS and avoid the shortages 

of both algorithms. Dijkstra algorithm can construct the multicast tree with short time but 

can’t minimize the resulting multicast tree, in the other hand TS can minimize the resulting 

tree but it take a long time. By using Dijkstra to construct multicast tree at initialization of 

session and using TS to update multicast tree in case of joining any new receivers a better 

performance can be got compared to using the only shortest path tree algorithm. This method 

uses the good feature on SDN by using the centralized controller to construct the back-up 

paths for TS algorithm for fast update the multicast tree. The results prove that the proposed 

approach can improve start-up time for initialization multicast session. Also, can minimize the 

constructed multicast tree. 

In chapter 5, a latency monitoring approach for measure link-based delay is proposed. 

There are several methods for monitoring latency have been introduced. However, most of 

these methods monitor end-to-end path delay (path-based dely) by sending probes requests 

along the path. These methods led to some shortages include 1) Redundant work resulting 

from measuring same link many times by different paths. 2) Network overhead resulting from 

sending many probes packet to network for measuring all available paths in the network. 3) 
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Inaccuracy measurement of delay because of many packets that send from controller to 

measure the delay make the traffic in the network unreal traffic. 4) End-to-end probes cannot 

monitor the delay on path segments (link-based delay) between arbitrary network devices. 

Monitoring delay per link is more efficient than per path delay for a lot of applications. To 

end these limitations, the proposed method modified the Dijkstra's shortest path algorithm to 

derive minimum tree that covering all link in the network, then this method derive individual 

paths at deferent levels of this tree and measure delay for each path. At this point the link 

delay based on the proposed idea can be calculated.  The objective of the proposed idea 

includes 1) Avoiding redundant work and network overhead by finding the minimum number 

of paths that can monitor all links in the network. 2) Achieve accuracy Measurement of 

latency by minimizing the number of traffic (i.e., probes packets) that send form the controller 

to network then the proposed method can measure delay in the network with real traffic. 

Simulation shows that the proposed method can achieve accuracy for measuring link-based 

delay and can avoid network overhead. 
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