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Abstract—We employ an individual pool to increase the precision of the estimated convergence points of a population by using individual information from past generations. Better individuals from past generations are kept in the pool, and poorer individuals are replaced with new better individuals when the pool becomes full; convergence points for the population are thus estimated using those individuals from the pool that keeps excellent individuals in past generations. The estimated convergence points are used as elite individuals, and replace the worse individuals in current population to accelerate evolutionary computation. Besides the proposed basic pool storage mechanism, we further develop an extended version which enhances the interaction between an individual pool and the population in the latest generation. We evaluate these proposed methods using differential evolution and 14 benchmark functions. The experimental results show that introducing an individual pool can improve the convergence speed and accuracy with the same computational cost, and the extended version could further enhance the accelerated effect in almost all cases.

Index Terms—multi-modal optimization, estimation of convergence points, acceleration, pool

I. INTRODUCTION

Evolutionary Computation (EC) is a population-based optimization, which mainly simulates biological evolution and survival of the fittest to find the optima. Accelerating the convergence speed and improving the convergence accuracy have always been hot topics. There are several approaches to achieve the above objective, such as by developing new EC algorithms [1], [2], [6], improving EC operations [3], [4], and approximating the fitness landscape for a rough but quick search [5]. However, we have found that the vectors between two subsequent generations, from parent to offspring, also contain a lot of information and can be used to guide evolution.

The estimation method [7], [8] takes a novel perspective of using rigorous mathematical reasoning to estimate the convergence point of the population. Although the original proposal is suitable for unimodal optimization, the situation for multimodal optimization is also being studied and some study results have also been presented. For example, [9] develops a clustering method for bipolar tasks and proposes four improvements to increase the accuracy of the estimated convergence points. [10] firstly attempts to combine EC with the estimation method and analyzes the effect of the proposed four improvements of [9] and their combinations.

The main objective of this paper is to introduce an individual pool storage mechanism to preserve and use outstanding individuals from past generations instead of the current generation for estimating the convergence points of a population. Furthermore, we also develop an extended version which improves the interaction between an individual pool and the population to more fully use historical information. Then, we compare the basic version and extended version with a baseline algorithm using 14 benchmark functions.

The remaining paper is organized as following. We briefly summarize the estimation method [7], [8] in Section II-A and an extension of the estimation method for multimodal tasks [9] is described in Section II-B. The proposed individual pool storage mechanism and the extended version is presented in Section III. Then, we compare them with the baseline algorithm using 14 benchmark functions of 3 different dimensions in Section IV. Finally, the discussions and conclusions are given in Section V and Section VI, respectively.

II. PREVIOUS RESEARCH

A. Estimation Method

The convergence point for the vectors between parent individuals and their offspring can be calculated mathematically [7], [8]. Let us begin by defining symbols. \( a_i \) and \( c_i \) in the Figure 1 are the \( i \)-th parent individual and its offspring, respectively (\( a_i, c_i \in \mathbb{R}^d \)). Then, the \( i \)-th vector is defined as the direction vector, \( b_i = c_i - a_i \). The unit direction vector of the \( b_i \) is given as \( b_{i_0} = b_i/\|b_i\| \), i.e., \( b_{i_0}^T b_{i_0} = 1 \).

Fig. 1: Vector \( b_i = (c_i - a_i) \) is calculated from a parent individual \( a_i \) and its offspring \( c_i \) in the \( d \)-dimensional searching space. The * mark is the convergence point for these vectors.
Let \( x \in \mathbb{R}^d \) be the point that is the nearest to the \( n \) extended
directional line segments, \( a_i + t_i b_i \) \((t_i \in \mathbb{R})\). By nearest,
we mean that the total distance from \( x \) to the \( n \) extended
directional line segments, \( J(x, \{t_i\}) \) in Eq. (1), becomes the
minimum.

As the minimum line segment from the convergence point
\( x \) to the extended directional line segments is the orthogonal
projection from \( x \), we may insert an orthogonal condition, Eq.
(2), into Eq. (1) and thus remove \( t_i \).

\[
J(x, \{t_i\}) = \sum_{i=1}^{n} \|a_i + t_i b_i - x\|^2 
\]  

\[
b_i^T (a_i + t_i b_i - x) = 0 
\]  

The \( \hat{x} \) that minimizes the total distance in Eq. (1) is obtained
by partially differentiating each element of \( x \) and setting them
equal 0. Finally, the convergence point \( \hat{x} \) is given by Eq. (3),
where \( I_d \) is the unit matrix.

\[
\hat{x} = \left\{ \sum_{i=1}^{n} (I_d - b_{0i} b_{0i}^T) \right\}^{-1} \left\{ \sum_{i=1}^{n} (I_d - b_{0i} b_{0i}^T) a_i \right\} 
\]

**B. Estimation for Multimodal Task**

The estimation method discussed in the previous section is clearly effective for unimodal tasks, but it is not always
valid for multi-modal tasks because vectors go towards dif-
f erent local optima. To make this method applicable to gen-
eral optimization tasks, we must extend the basic estimation
method to multi-modal tasks. As the first step in tackling this
challenge, we started with the bipolar task and have developed
a method to cluster vectors using their direction and location
information. In this paper, we are not concerned about the
clustering and ignore the interpretation of it, but a detailed
description of the clustering steps can be found in [9].

Four improvements are proposed to improve clustering
correctness and the precision of the estimated local minima.
Each improvement targets a different problem; they are briefly
introduced below and a more detailed analysis can be found in
[9].

**Improvement 1: Creating a vector in a tiny area**

To move the vector towards the local minimum, create
a vector in a tiny area which can be approximated by a
hyperplane and let the individual with higher fitness value and
another be offspring and parent, respectively.

**Improvement 2: Clustering only top vectors**

This improvement is based on the fact that the fitness of
individuals in areas of poorer fitness is lower than those
near local minima; we may assume therefore that the vector
directions of individuals located closer to local minima go
towards their nearest local minima more correctly.

**Improvement 3: Correcting directions of vectors**

The direction of a vector can be corrected to go towards a
local minimum by using orthogonal vectors. We calculate a
synthesized vector by weighting vectors according to increas-
ing fitness value and let the endpoint of the synthesized vector
be a new offspring to replace the original ones.

**Improvement 4: Correction of Mis-clustering**

Improvement 4 is a method for correcting for mis-clustering
using estimated convergence points after applying Improves-
ments 1, 2, and 3. After these corrections, we calculate the
convergence points once again.

**III. PROPOSED METHODS**

In our previous study, we just use the current generation
to estimate the convergence points and ignore the fact that
the previous generations can also offer useful information. In
fact, as the population gradually converges to the optimal area,
the diversity of the population is also gradually lost and the
similarity between individuals increases. This tendency is not
ductive to the accurate estimation of the convergence points
of the population, so we use historical individuals to alleviate
the loss of diversity and improve the accuracy of the estimated
points. To achieve this, we introduce an individual pool storage
mechanism to preserve relatively outstanding individuals from
previous generations. We furthermore develop an extension to
this method which increases the communication between this
individual pool and the population.

**A. The Individual Pool Mechanism**

The individual pool introduces a separate storage mech-
anism, different from the population, to save the better in-
dividuals from previous generations. Suppose the size of
the individual pool is \( N \); past individuals are copied to the
individual pool in turn until the maximum limit \( N \) is reached.
Then, better individuals from each subsequent generation are
selected and replace the worse individuals in the pool. There
are many ways to implement this replacement strategy. In this
paper, we adopt a greedy replacement strategy, which means
that selected individuals will replace the worst ones in the
individual pool in turn if they are better than the worst ones.
Finally, individuals coming from the individual pool - rather
than those from the current generation - are used to estimate
the convergence points of the population. Fig. 2 demonstrates
how to use the pool to estimate the convergence points of the
population. This framework for the proposed individual pool
can be summarised as below in Algorithm 1.

**B. Extended Version**

The above outlined proposal emphasizes the use of past
information to estimate the convergence points of the population
but does not re-use the outstanding individuals in the past to
guide the search of individuals in current generation. There
should be many methods to further use historical information and enhance performance.
Algorithm 1: The general framework for using a pool to estimate the convergence points for accelerating EC.

1: Generate an initial population.
2: for $G = 1$ to $MaxGeneration$ do
3: if the maximum limit $N$ is not reached then
4:   copy individual to the pool in turn.
5:   end if
6: if the maximum limit $N$ is reached then
7:   Obtain the estimated convergence point(s) using individuals from the pool.
8:   Replace worse individuals in the pool with the better ones from the following generations.
9: end if
10: Generate the offspring using EC.
11: Replace the worse individuals in the population with the estimated point(s).
12: end for
13: return the optimum

In this part, we develop an extended version to obtain a better acceleration effect by strengthening the interaction between the individual pool and the population. There are two new extra modifications based on the basic proposed pool version. The first approach is to make full use of the individuals generated from the first improvement proposed in [9]. In our previous research, the generated offspring around the parent is just used to construct the moving vector, and is then discarded. So, in the first approach, we replace the parent with its offspring if the offspring is better than its parent. Nevertheless, the population and the individual pool is independent, and there remains no interaction between them. The second approach therefore focuses on improving the interaction of the two storage mechanisms. This time, we first rank the population and remove the $\alpha\% * M$ ranked lower individuals, where $M$ is population size. Then, randomly select $\alpha\% * M$ individuals from the pool, and copy them to population to keep the population size unchanged. In the following experiments, $\alpha$ is set to 10.

IV. EXPERIMENTAL EVALUATIONS

14 benchmark functions from the CEC2005 test suite [12] are used in our evaluations. Table I shows their types, characteristics, variable ranges, and optimum fitness values. These landscape characteristics include shifted, rotated, global on bounds, unimodal and multi-modal. We test them with three dimensional settings, $D$ = 2-D, 10-D, and 30-D.

<table>
<thead>
<tr>
<th>No.</th>
<th>Types</th>
<th>Characteristics</th>
<th>Ranges</th>
<th>Optimum fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>Sh Sphere</td>
<td>$[-100, 100]$</td>
<td>-450</td>
<td></td>
</tr>
<tr>
<td>$f_2$</td>
<td>Sh Schwefel 1.2</td>
<td>$[-100, 100]$</td>
<td>-450</td>
<td></td>
</tr>
<tr>
<td>$f_3$</td>
<td>Sh Rt Ellipsic</td>
<td>$[-100, 100]$</td>
<td>-450</td>
<td></td>
</tr>
<tr>
<td>$f_4$</td>
<td>Sh Rt Rastrigin</td>
<td>$[-5, 5]$</td>
<td>-330</td>
<td></td>
</tr>
<tr>
<td>$f_5$</td>
<td>Sh Schwarze</td>
<td>$[-0.5, 0.5]$</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>$f_6$</td>
<td>Sh Rosenbrock</td>
<td>$[-100, 100]$</td>
<td>-990</td>
<td></td>
</tr>
<tr>
<td>$f_7$</td>
<td>Sh Rt Griewank</td>
<td>$[0, 600]$</td>
<td>-180</td>
<td></td>
</tr>
<tr>
<td>$f_8$</td>
<td>Sh Rt Ackley GB</td>
<td>$[-32, 32]$</td>
<td>-140</td>
<td></td>
</tr>
<tr>
<td>$f_9$</td>
<td>Sh Rt Rastrigin</td>
<td>$[-5, 5]$</td>
<td>-330</td>
<td></td>
</tr>
<tr>
<td>$f_10$</td>
<td>Sh Rt Moriyama</td>
<td>$[-0.5, 0.5]$</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>$f_11$</td>
<td>Sh Rt Weierstrass</td>
<td>$[-0.5, 0.5]$</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>$f_12$</td>
<td>Sh Rastrigin</td>
<td>$[-0.5, 0.5]$</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>$f_13$</td>
<td>Sh Expanded F8/F2</td>
<td>$[-100, 100]$</td>
<td>-300</td>
<td></td>
</tr>
<tr>
<td>$f_14$</td>
<td>Sh Rtierfc</td>
<td>$[-100, 100]$</td>
<td>-300</td>
<td></td>
</tr>
</tbody>
</table>

To test the effectiveness of the individual pool, we use the exact same experimental settings as [10], where we investigated various combinations of proposed improvements in [9]. The experimental results showed that the combination of Improvements 1, 2, and 4 with differential evolution (DE) can obtain the best performance in most cases. In this evaluation, we use the best combination as the baseline algorithm. Two experiments were designed where the individual pool is combined with the baseline algorithm. In the first experiment, we combine the baseline algorithm with basic individual pool, while in the second experiment, we combine the baseline algorithm with extended version. The DE experimental parameters are set as in Table II. Additionally, the size of the pool is set to the same size as the that of population in each of the searching dimensions, 2-D, 10-D, and 30-D.

| population size for 2-D, 10-D, and 30-D search | 20, 50, and 100 |
| scale factor $F$ | 0.5 |
| crossover rate | 0.9 |
| DE operations | n/20/30/40 |
| stop condition: max. # of fitness evaluations | 100, 1000, 60000 |
| $MAX_{NFC}$ for 2-D, 10-D, and 30-D search | 800, 10000, 600000 |
| dimensions of benchmark function: $D$ | 2, 10, and 50 |
| # of trials | 30 |

For fair evaluations, we evaluate convergence along the number of fitness calls instead of generations. We test each benchmark function with 30 trial runs in 3 different dimensional spaces and apply the Wilcoxon signed-rank test on the fitness values at the maximal number of fitness calculations, $MAX_{NFC}$, to check the significance of the proposal and
TABLE III: Wilcoxon signed-rank test results on the fitness values at the maximal number of fitness calculations of two experiments for 30 trial runs for 14 functions. ≥ and > mean that the left is better than the right with significance levels of 1%, 5% respectively, and ≈ means there is no significance. B represents the basic algorithm described in the previous section, P1 and P2 are basic version and extended version used in experiment 1 and experiment 2, respectively.

<table>
<thead>
<tr>
<th>Func.</th>
<th>Experiment 1</th>
<th>Experiment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-D</td>
<td>10-D</td>
</tr>
<tr>
<td>f1</td>
<td>P1 ≥ B</td>
<td>B ≥ P1</td>
</tr>
<tr>
<td>f2</td>
<td>P1 ≥ B</td>
<td>B ≥ P1</td>
</tr>
<tr>
<td>f3</td>
<td>P1 ≥ B</td>
<td>B ≥ P1</td>
</tr>
<tr>
<td>f4</td>
<td>P1 ≥ B</td>
<td>B ≥ P1</td>
</tr>
<tr>
<td>f5</td>
<td>B ≥ P1</td>
<td>B ≥ P1</td>
</tr>
<tr>
<td>f6</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
<tr>
<td>f7</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
<tr>
<td>f8</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
<tr>
<td>f9</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
<tr>
<td>f10</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
<tr>
<td>f11</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
<tr>
<td>f12</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
<tr>
<td>f13</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
<tr>
<td>f14</td>
<td>f1 ≥ B</td>
<td>f2 ≥ B</td>
</tr>
</tbody>
</table>

baseline algorithm. Tables III show the statistical test result of experiment 1 and experiment 2. The Fig. 3 shows the average convergence curves of three methods with 30 trial runs on 30D.

V. DISCUSSIONS

We begin our discussion with an explanation of the superiority of our proposed strategies. In our previous research, only the current generation was used to estimate the convergence points; meanwhile the distribution of population became more and more concentrated with the evolution of population. It may be detrimental to estimate the convergence points from a population which is thus gradually converging. However, an individual pool can overcome the above limitation and preserve outstanding individuals from previous generations to ensure the diversity and breadth of the distribution. Although the proposed individual pool can flexibly use historical information, its size needs to be further studied; too large or too small and it is not helpful for estimating. In the next step, we will focus on dynamically adjusting the size according to the optimization problem.

The extended version emphasizes the more efficient use of information and interaction between the population and the individual pool. In our previous studies, the improvement 1 proposed in [9] can be further utilized. In that improvement, the offspring will replace its parent if it is better. Here we have also introduced an interactive mechanism to strengthen the communication between the population and the pool. Using better individuals from the pool to replace worse ones in the population can accelerate the convergence of the population, which in turn will improve the quality of the pool. This virtuous circle, thus formed, can obtain better accelerated convergence.

To analyze the performance of the two proposed versions, the Wilcoxon signed-rank test were applied at the stop condition in three different dimensions. The statistical results reproduced in Table III show that either of the two proposed version can improve the performance of the original baseline algorithm, and the extended version can further improve performance in almost all evaluation cases.

From the results of statistical tests, we can see that the basic individual pool can accelerate multimodal optimization, while it does not achieve much acceleration effect in unimodal optimization. The extended version can achieve favorable results in both cases. This could be caused by the interaction between the population and the pool, while detailed reasons need to be depth studied in our future work. Otherwise, f2 and f4 are exactly the same benchmark function, with f4 just adding noise interference based on f2. The experimental results reveal that the noise may reduce the accuracy of the estimation such that no acceleration effect can be produced. It may be a big challenge to remove the noise and smooth the landscape to obtain better performance.

VI. CONCLUSION

Based on our previous studies, we introduced an individual pool to increase the availability of historical information, and an extended version was also proposed to further improve the interaction between the pool and the population. The experimental results show that these improvements can enhance the convergence speed and accuracy.

In future work, we will further develop the adaptive archive strategy to adjust the storage size in real time according to the progress of the optimization problem.
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Fig. 3: Convergence curves of 30-D $f_1$–$f_{14}$. 