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## Preface

We research the determinants of matrices over group algebras. Firstly, we give an extension and a generalization of Dedekind's theorem. Secondly, we give a further extension of the above theorem. Thirdly, we give a generalization of Frobenius' theorem. Fourthly, we give Capelli elements of the group algebra of any finite group. Finally, we give a natural interpretation of the transfers in group theory in terms of noncommutative determinants.

Probably, readers think that "the determinant" is the ordinary determinant which is used for solving a system of linear equations. However, there are various types of determinants, such as Study, Dieudonné, row, column, and double determinants. Our main concern in this paper is these noncommutative determinants for matrices over group algebras on representations.

To research the determinants of matrices on representations was important subject. In the late 19th century, Georg Ferdinand Frobenius and Julius Wilhelm Richard Dedekind built a representation theory of finite groups in the process of obtaining the irreducible factorizations of the group determinants. The group determinant $\Theta(G)$ is the determinant of the regular representation $L: \mathbb{C} G \rightarrow \operatorname{Mat}(n, \mathbb{C})$ of $G$. The irreducible factorizations of $\Theta(G)$ is the following.

$$
\Theta(G)=\prod_{\varphi \in \widehat{G}} \operatorname{det}\left(\sum_{g \in G} \varphi(g) x_{g}\right)^{\operatorname{deg} \varphi}
$$

As a result, we obtain theorems on the representations of finite groups. However, Frobenius and Dedekind's method became obsolete after the abstraction of the representation theory put forth by Issai Schur and Amalie Emmy Noether et al.

Nevertheless, Frobenius and Dedekind's idea (method) remains in the quaternions. In the early 20th, Eduard Study researched the determinant of a quaternionic matrix. In this research, Study defined the Study determinant, which uses an injective algebra homomorphism of quaternions. This homomorphism is a regular representation of quaternions. So, the Study determinant is similar to the group determinant.

In Chapter 1, 2, and 3, we generalize Frobenius and Dedekind's method. Specifically, we consider the determinant of the regular representation

$$
L_{H}: \mathbb{C} G \rightarrow \operatorname{Mat}([G: H], \mathbb{C} H)
$$

where $H$ is a subgroup of $G$ and $[G: H]$ is the index of $H$ in $G$. Let $e$ be the unit element. If $H=\{e\}$, we can regard the regular representation $L$ as $L_{H}$. That is, we can regard the group determinant as a special case of determinants of regular representations of associative algebras.

In Chapter 1, we research the eigenvalues of det $\circ L_{H}$ when $G$ is any finite abelian group. However, note that the determinant does not appear explicitly in Chapter 1. We define operators on the group algebra, and research the eigenvalues of $L_{H}$ by using the operators. As a result, we give an extension and a generalization of a special case of Frobenius' theorem.

In the next chapter, we research the noncommutative determinant det $\circ L_{H}$ when $G$ is a finite group and $H$ is an abelian subgroup of $G$. Consequently, we give an extension and a generalization of Dedekind's theorem. The generalization in turn leads to a corollary on irreducible representations of finite groups. In addition, if a finite group has an index-two abelian subgroup, we define a conjugation of elements of the group algebra by using the further extension of Dedekind's theorem. In this process, we see the comparison between the Study determinant and det $\circ L_{H}$ everywhere.

Let $L^{\prime}: \operatorname{Mat}([G: H], \mathbb{C} H) \rightarrow \operatorname{Mat}(n, \mathbb{C}\{e\})$ be a regular representation of $\operatorname{Mat}([G:$ $H], \mathbb{C} H)$. Then we have

$$
\operatorname{det} \circ L=\operatorname{det} \circ L^{\prime} \circ L_{H}
$$

In Chapter 3, we give a generalization of Frobenius' theorem by using the above equation on the determinant.

In the remaining chapters, we are inspired by the research of Professor Tôru Umeda. He suggested that a transfer can be derived as a noncommutative determinant, and gave Capelli identities for group determinants.

A transfer is defined by Schur as a group homomorphism from a group to an abelian quotient group of a subgroup of finite index. In Chapter 4, we develop Umeda's idea in order to explain the properties of the transfers by using noncommutative determinants. As a result, we give a natural interpretation of the transfers in group theory in terms of noncommutative determinants. The determinants are a hybrid of the Study determinant and Dieudonné determinant.

The Capelli identity is analogous to the product formula for the determinant in the Weyl algebra. The identity leads to the Capelli element. It is known that the Capelli elements is a central element in the universal enveloping algebra of $\mathfrak{g l}_{n}$. Umeda is one of the pioneers in Capelli identities. In recent years, he give Capelli identities for group determinants. There are Capelli identities for irreducible representations in the background of the Capelli identities for group determinants. In the last Chapter, we give a basis of the center of the group algebra of any finite group by using Capelli identities for irreducible representations. These identities lead to Capelli elements of the group algebra, and these elements construct a basis. These elements are defined by using row, column, or double determinants.
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## Chapter 1

## An extension and a generalization of Dedekind's theorem

### 1.1 Introduction

In this chapter, we give factorizations of the group determinant for any given finite abelian group $G$ in the group algebra of subgroups. The factorizations are an extension of Dedekind's theorem. The extension leads to a generalization of Dedekind's theorem and a simple expression for inverse elements in the group algebra.

The group determinant $\Theta(G)$ is the determinant of a matrix whose elements are independent variables $x_{g}$ corresponding to $g \in G$. Dedekind gave the following theorem about the irreducible factorization of the group determinant for any finite abelian group.

Theorem 1.1.1 (Dedekind's theorem [4]). Let $G$ be a finite abelian group and $\widehat{G}$ the group of characters of $G$. Then we have

$$
\Theta(G)=\prod_{\chi \in \widehat{G}} \sum_{g \in G} \chi(g) x_{g} .
$$

Frobenius gave the following theorem about the irreducible factorization of the group determinant for any finite group; thus, Frobenius gave a generalization of Dedekind's theorem.

Theorem 1.1.2 (Frobenius' theorem [4]). Let $G$ be a finite group and $\widehat{G}$ a complete set of irreducible representations of $G$ over $\mathbb{C}$. Then we have

$$
\Theta(G)=\prod_{\varphi \in \widehat{G}} \operatorname{det}\left(\sum_{g \in G} \varphi(g) x_{g}\right)^{\operatorname{deg} \varphi}
$$

The main results of this chapter are an extension and a generalization of Dedekind's theorem that are different from Frobenius' theorem.

### 1.1.1 Main results

We give an extension and a generalization of Dedekind's theorem.
Let $G$ be a finite abelian group, $\mathbb{C} G$ the group algebra of $G$ over $\mathbb{C}, R=\mathbb{C}\left[x_{g}\right]=$ $\mathbb{C}\left[x_{g} ; g \in G\right]$ the polynomial ring in $\left\{x_{g} \mid g \in G\right\}$ with coefficients in $\mathbb{C}, R G=R \otimes \mathbb{C} G=$ $\left\{\sum_{g \in G} A_{g} g \mid A_{g} \in R\right\}$ the group algebra of $G$ over $R, H$ a subgroup of $G$, and $[G: H]$ the index of $H$ in $G$. Then we have the following theorem that is an extension of Dedekind's theorem.

Theorem 1.1.3 (Extension of Dedekind's theorem). Let $G$ be a finite abelian group, e the unit element of $G, H$ a subgroup of $G$, and $\widehat{H}$ the dual group of $H$. For every $h \in H$, there exists a homogeneous polynomial $A_{h} \in R$ such that $\operatorname{deg} A_{h}=[G: H]$ and

$$
\Theta(G) e=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) A_{h} h .
$$

If $H=G$, we can take $A_{h}=x_{h}$ for each $h \in H$.
Note that the equality in Theorem 1.1.3 is the equality in $R H$. Theorem 1.1.3 leads to the following theorem.

Theorem 1.1.4 (Generalization of Dedekind's theorem). Let $G$ be a finite abelian group and $H$ a subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $A_{h} \in R$ such that $\operatorname{deg} A_{h}=[G: H]$ and

$$
\Theta(G)=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) A_{h} .
$$

If $H=G$, we can take $A_{h}=x_{h}$ for each $h \in H$.
Theorem 1.1.4 is a generalization of Dedekind's theorem. In fact, let $H=G$ and $A_{h}=x_{h}$. Then we have Dedekind's theorem.

Moreover, we obtain the following formula for inverse elements in the group algebra $\mathbb{C} G$ from Theorem 1.1.3. However, only now the situation is that $x_{g}$ is a complex number for any $g \in G$. Hence, we assume that $\sum_{g \in G} x_{g} g \in \mathbb{C} G$ and $\Theta(G)=\operatorname{det}\left(x_{g h}{ }^{-1}\right)_{g, h \in G} \in$ $\mathbb{C}$.

Corollary 1.1.5. Let $G$ be a finite abelian group, $\chi_{1}$ the trivial representation of $G$, and $\sum_{g \in G} x_{g} g \in \mathbb{C} G$ such that $\Theta(G) \neq 0$. Accordingly, we have

$$
\left(\sum_{g \in G} x_{g} g\right)^{-1}=\frac{1}{\Theta(G)} \prod_{\chi \in \widehat{G} \backslash\left\{\chi_{1}\right\}}\left(\sum_{g \in G} \chi(g) x_{g} g\right)
$$

### 1.2 Irreducible factorization of group determinant

In this section, we recall the definition of the group determinant and its irreducible factorization.

### 1.2.1 Irreducible factorization of group determinant

Let $G$ be a finite group and $\left\{x_{g} \mid g \in G\right\}$ independent commuting variables. Below, we define the group determinant $\Theta(G)$ of $G$.

Definition 1.2.1. The group determinant $\Theta(G)$ of $G$ is given by

$$
\Theta(G)=\operatorname{det}\left(x_{g h^{-1}}\right)_{g, h \in G}
$$

where we give a numbering to the element of $G$.
Namely, the group determinant $\Theta(G)$ is a homogeneous polynomial of degree $|G|$ in $\left\{x_{g} \mid g \in G\right\}$, where $|G|$ is the order of $G$.

In general, the matrix $\left(x_{g h^{-1}}\right)_{g, h \in G}$ is a covariant under change of a numbering to the element of $G$. However, the group determinant $\Theta(G)$ is an invariant.

Example 1.2.2. Let $G=\mathbb{Z} / 3 \mathbb{Z}=\{0,1,2\}$. Then we have

$$
\Theta(G)=\operatorname{det}\left[\begin{array}{lll}
x_{0} & x_{2} & x_{1} \\
x_{1} & x_{0} & x_{2} \\
x_{2} & x_{1} & x_{0}
\end{array}\right]
$$

Dedekind proved the following theorem about the irreducible factorization of the group determinant for any finite group.

Theorem 1.2.3 (Chapter 1, Theorem 1.1.1). Let $G$ be a finite abelian group and $\widehat{G}$ the group of characters of $G$. Then we have

$$
\Theta(G)=\prod_{\chi \in \widehat{G}} \sum_{g \in G} \chi(g) x_{g}
$$

Example 1.2.4. Let $G=\mathbb{Z} / 3 \mathbb{Z}=\{0,1,2\}$. Then we have

$$
\begin{aligned}
\Theta(G) & =\operatorname{det}\left[\begin{array}{lll}
x_{0} & x_{2} & x_{1} \\
x_{1} & x_{0} & x_{2} \\
x_{2} & x_{1} & x_{0}
\end{array}\right] \\
& =\left(x_{0}+x_{1}+x_{2}\right)\left(x_{0}+x_{1} \omega+x_{2} \omega^{2}\right)\left(x_{0}+x_{1} \omega^{2}+x_{2} \omega\right)
\end{aligned}
$$

where $\omega$ is a primitive third root of unity.

### 1.3 An extension and a generalization of Dedekind's theorem

In this section, we give an extension and a generalization of Dedekind's theorem.

### 1.3.1 Degree one representations

In this subsection, we describe two lemmas needed later.
Let $G$ be a finite group, $\bar{G}$ the set of degree one representations, $H$ a subgroup of $G$ and

$$
\bar{G}_{H}=\{\chi \in \bar{G} \mid \chi(h)=1, h \in H\} .
$$

Then, $\bar{G}_{H}$ is a subgroup of $\bar{G}$.
Let $\widehat{G}$ be a complete set of irreducible representations of $G$. If $G$ is an abelian group, since the degree of irreducible representations of $G$ is one, we have $\bar{G}=\widehat{G}$.

The following lemmas are well known.
Lemma 1.3.1. Let $G$ be a finite group and $H$ a normal subgroup of $H$ such that $G / H$ is an abelian group. Then we have

$$
\bar{G}_{H}=\{\varphi \circ \pi \mid \varphi \in \widehat{G / H}\}
$$

where $\pi: G \rightarrow G / H$ is a natural projection.
Proof. Clearly, $\{\varphi \circ \pi \mid \varphi \in \widehat{G / H}\} \subset \bar{G}_{H}$. We show that $\bar{G}_{H} \subset\{\varphi \circ \pi \mid \varphi \in \widehat{G / H}\}$. Let $\chi \in \bar{G}_{H}$. We define the map $\varphi: G / H \rightarrow \mathbb{C}^{\times}$by $\varphi(g H)=\chi(g)$. It is easy to see that $\varphi$ is well defined and $\chi=\varphi \circ \pi$. This completes the proof.

Lemma 1.3.2. Let $G$ be a finite abelian group, and suppose that $g \in G$ is not the unit element of $G$. Then, there exists $\chi \in \widehat{G}$ such that $\chi(g) \neq 1$.
Proof. From the structure theorem for finite abelian groups, there exist cyclic groups $\mathbb{Z} / m_{i} \mathbb{Z}(1 \leq i \leq r)$ and a group isomorphism

$$
f: G \rightarrow \mathbb{Z} / m_{1} \mathbb{Z} \times \mathbb{Z} / m_{2} \mathbb{Z} \times \cdots \times \mathbb{Z} / m_{r} \mathbb{Z}
$$

Therefore, for all $g \in G$, there exists $\overline{a_{i}} \in \mathbb{Z} / m_{i} \mathbb{Z}$ such that

$$
f(g)=\left(\overline{a_{1}}, \overline{a_{2}}, \ldots, \overline{a_{r}}\right) .
$$

For all $x_{i} \in \mathbb{N}(1 \leq i \leq r)$ where we assume that $0 \in \mathbb{N}$, we define the map $\chi: G \rightarrow \mathbb{C}^{\times}$ by

$$
\chi(g)=\xi_{1}^{x_{1} a_{1}} \xi_{2}^{x_{2} a_{2}} \cdots \xi_{r}^{x_{r} a_{r}}
$$

where $\xi_{i}$ is a primitive $m_{i}$-th root of unity $(1 \leq i \leq r)$. Then, the map $\chi$ is a degree one representation of $G$. Since $g$ is not the unit element, there exists $i \neq 0$ such that $a_{i} \neq 0$. Let $x_{i}=1$ and $x_{j}=0(1 \leq i \neq j \leq r)$. Then, $\chi$ is a degree one representation of $G$ such that $\chi(g) \neq 1$. This completes the proof.

Lemma 1.3.3. Let $G$ be a finite group and $H$ a normal subgroup of $G$ such that $G / H$ is an abelian group. If $g \notin H$, there exists $\chi \in \bar{G}_{H}$ such that $\chi(g) \neq 1$.
Proof. From Lemma 1.3.2, there exists $\varphi \in \widehat{G / H}$ such that $\varphi(g H) \neq 1$ where $g \notin H$. Let $\pi: G \rightarrow G / H$ be the natural projection. By Lemma 1.3.1, $\chi=\varphi \circ \pi \in \bar{G}_{H}$. This completes the proof.

### 1.3.2 Operators on group algebras

In this subsection, we define operators on group algebras that are used in the proof of the main theorem.
Definition 1.3.4. Let $G$ be a finite group and $\chi \in \bar{G}$. We define the map $T_{\chi}: R G \rightarrow R G$ by

$$
T_{\chi}\left(\sum_{g \in G} A_{g} g\right)=\sum_{g \in G} \chi(g) A_{g} g
$$

where $A_{g} \in R$.
Let $\chi, \chi^{\prime} \in \bar{G}$ and $\alpha, \beta \in R G$. It is easy to see that $T_{\chi} \circ T_{\chi^{\prime}}=T_{\chi \circ \chi^{\prime}}$ and $T_{\chi}(\alpha \beta)=$ $T_{\chi}(\alpha) T_{\chi}(\beta)$, where $\left(\chi \circ \chi^{\prime}\right)(g)=\chi(g) \chi^{\prime}(g)$.

We give a necessary and sufficient condition for $T_{\chi}$-invariance for all $\chi \in \bar{G}_{H}$.
Lemma 1.3.5. Let $G$ be a finite group, $H$ a normal subgroup of $G$ such that $G / H$ is an abelian group and $\alpha \in R G$. For all $\chi \in \bar{G}_{H}, T_{\chi}(\alpha)=\alpha$ if and only if $\alpha \in R H$.
Proof. Let $\alpha \in R H$. Obviously, $T_{\chi}(\alpha)=\alpha$ for all $\chi \in \bar{G}_{H}$. Let $\alpha=\sum_{g \in G} A_{g} g$. If $T_{\chi}(\alpha)=\alpha$ for all $\chi \in \bar{G}_{H}$, then we have $\chi(g) A_{g} g=A_{g} g$ for all $g \in G$. From this condition and Lemma 1.3.3, if $g \notin H$, there exists $\chi \in \bar{G}_{H}$ such that $\chi(g) \neq 1$. Therefore, $A_{g}=0$. Namely, $\alpha=\sum_{h \in H} A_{h} h$. This completes the proof.

Let $G$ be a finite abelian group, $\widehat{G}_{H}=\bar{G}_{H}, S$ a subgroup of $\widehat{G}$, and $\left.S\right|_{H}$ the set of restrictions of $\chi \in S$ on $H$.
Lemma 1.3.6. Let $G$ be a finite abelian group, $H$ a subgroup of $G$, and $\widehat{G}=\chi_{1} \widehat{G}_{H} \sqcup$ $\chi_{2} \widehat{G}_{H} \sqcup \cdots \sqcup \chi_{k} \widehat{G}_{H}$. Then we have $k=|H|$ and $\widehat{H}=\left.\left\{\chi_{1}, \chi_{2}, \ldots, \chi_{k}\right\}\right|_{H}$.
Proof. First, we show that $k=|H|$. From $|G|=|\widehat{G}|=k\left|\widehat{G}_{H}\right|$ and Lemma 1.3.1, we have $\left|\widehat{G}_{H}\right|=|\widehat{G / H}|=\frac{|G|}{|H|}$. Therefore, $k=|H|$. Next, we show that $\widehat{H}=\left.\left\{\chi_{1}, \chi_{2}, \ldots, \chi_{k}\right\}\right|_{H}$. Since the restriction of elements of $\widehat{G}_{H}$ is the trivial representation on $H,\left.\widehat{G}\right|_{H}=$ $\left.\left\{\chi_{1}, \chi_{2}, \ldots, \chi_{k}\right\}\right|_{H} \subset \widehat{H}$. From $|\widehat{H}|=|H|$, we can show that $\chi_{1}, \chi_{2}, \ldots, \chi_{k}$ are different on $H$. If $\chi_{i}(h)=\chi_{j}(h)(1 \leq i \neq j \leq k)$ for all $h \in H,\left(\chi_{i}^{-1} \circ \chi_{j}\right)(h)=1$. Therefore, $\chi_{i}^{-1} \circ \chi_{j} \in \widehat{G}_{H}$. This is a contradiction for the left $\widehat{G}_{H}$-coset decomposition of $\widehat{G}$. Namely, we have $\chi_{i} \neq \chi_{j}$. This completes the proof.

### 1.3.3 An extension and a generalization of Dedekind's theorem

In this subsection, we give the extension and generalization of Dedekind's theorem.
Lemma 1.3.7. Let $G$ be a finite abelian group, $e$ the unit element of $G$, and $H$ a subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $A_{h} \in R$ such that $\operatorname{deg} A_{h}=[G: H]$ and

$$
\prod_{\chi \in \widehat{G}_{H}} \sum_{g \in G} \chi(g) x_{g} g=\sum_{h \in H} A_{h} h
$$

If $H=G$, we can take $A_{h}=x_{h}$ for each $h \in H$.
Proof. For all $\chi^{\prime} \in \widehat{G}_{H}$,

$$
\begin{aligned}
T_{\chi^{\prime}}\left(\prod_{\chi \in \widehat{G}_{H}} \sum_{g \in G} \chi(g) x_{g} g\right) & =\prod_{\chi \in \widehat{G}_{H}} \sum_{g \in G}\left(\chi^{\prime} \circ \chi\right)(g) x_{g} g \\
& =\prod_{\chi \in \widehat{G}_{H}} \sum_{g \in G} \chi(g) x_{g} g
\end{aligned}
$$

From Lemma 1.3.5, we have $\prod_{\chi \in \widehat{G}_{H}} \sum_{g \in G} \chi(g) x_{g} g \in R H$. Clearly, $\operatorname{deg} A_{h}=\left|\widehat{G}_{H}\right|=$ $[G: H]$. If $H=G, \widehat{G}_{H}$ is the trivial group. This completes the proof.

Definition 1.3.8. Let $F: R G \rightarrow R$ be the $R$-algebra homomorphism such that $F(g)=1$ for all $g \in G$. We call the map $F$ the fundamental $R G$-function.

Now, we give factorizations of the group determinant for any given finite abelian group in the group algebra of subgroups. The factorizations are the extension of Dedekind's theorem.

Theorem 1.3.9 (Chapter 1, Theorem 1.1.3). Let $G$ be a finite abelian group, e the unit element of $G$, and $H$ a subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $A_{h} \in R$ such that $\operatorname{deg} A_{h}=[G: H]$ and

$$
\Theta(G) e=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) A_{h} h .
$$

If $H=G$, we can take $A_{h}=x_{h}$ for each $h \in H$.
Proof. Clearly,

$$
T_{\chi}\left(\prod_{\chi \in \widehat{G}} \sum_{g \in G} \chi(g) x_{g} g\right)=\prod_{\chi \in \widehat{G}} \sum_{g \in G} \chi(g) x_{g} g
$$

for all $\chi \in \widehat{G}$. From this, $\widehat{G}=\widehat{G}_{\{e\}}$ and Lemma 1.3.5, there exists $C \in R$ such that

$$
\begin{aligned}
\prod_{\chi \in \widehat{G}} \sum_{g \in G} \chi(g) x_{g} g & =\prod_{\chi \in \widehat{G}_{\{e\}}} \sum_{g \in G} \chi(g) x_{g} g \\
& =C e
\end{aligned}
$$

Let $F$ be the fundamental $R G$-function. By applying $F$ to this equation and Theorem 1.2.3, we have $C=\Theta(G)$. Namely, we have

$$
\prod_{\chi \in \widehat{G}} \sum_{g \in G} \chi(g) x_{g} g=\Theta(G) e
$$

Let $\widehat{G}=\chi_{1} \widehat{G}_{H} \sqcup \chi_{2} \widehat{G}_{H} \sqcup \cdots \sqcup \chi_{k} \widehat{G}_{H}$. Then we have

$$
\begin{aligned}
\prod_{\chi \in \widehat{G}} \sum_{g \in G} \chi(g) x_{g} g & =\prod_{i=1}^{k} \prod_{\chi \in \chi_{i} \widehat{G}_{H}} \sum_{g \in G} \chi(g) x_{g} g \\
& =\prod_{i=1}^{k} T_{\chi_{i}}\left(\prod_{\chi \in \widehat{G}_{H}} \sum_{g \in G} \chi(g) x_{g} g\right) .
\end{aligned}
$$

There exists a homogeneous polynomial $A_{h} \in R$ for each $h \in H$ such that

$$
\begin{aligned}
\prod_{i=1}^{k} T_{\chi_{i}}\left(\prod_{\chi \in \widehat{G}_{H}} \sum_{g \in G} \chi(g) x_{g} g\right) & =\prod_{i=1}^{k} T_{\left.\chi_{i}\right|_{H}}\left(\sum_{h \in H} A_{h} h\right) \\
& =\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) A_{h} h
\end{aligned}
$$

from Lemmas 1.3.6 and 1.3.7. This completes the proof.
As a corollary, we obtain the following formula for inverse elements in the group algebra $\mathbb{C} G$ from Theorem 1.3.9. However, only now the situation is that $x_{g}$ is a complex number for any $g \in G$. Hence, we assume that $\sum_{g \in G} x_{g} g \in \mathbb{C} G$ and $\Theta(G)=$ $\operatorname{det}\left(x_{g h^{-1}}\right)_{g, h \in G} \in \mathbb{C}$.
Corollary 1.3.10 (Chapter 1, Corollary 1.1.5). Let $G$ be a finite abelian group, $\chi_{1}$ the trivial representation of $G$, and $\sum_{g \in G} x_{g} g \in \mathbb{C} G$ such that $\Theta(G) \neq 0$. Then we have

$$
\left(\sum_{g \in G} x_{g} g\right)^{-1}=\frac{1}{\Theta(G)} \prod_{\chi \in \widehat{G} \backslash\left\{\chi_{1}\right\}}\left(\sum_{g \in G} \chi(g) x_{g} g\right) .
$$

We give factorizations of the group determinant for any given finite abelian group. The factorizations are the generalization of Dedekind's theorem.

Theorem 1.3.11 (Chapter 1, Theorem 1.1.4). Let $G$ be a finite abelian group and $H$ a subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $A_{h} \in R$ such that $\operatorname{deg} A_{h}=[G: H]$ and

$$
\Theta(G)=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) A_{h} .
$$

If $H=G$, we can take $A_{h}=x_{h}$ for each $h \in H$.
Proof. From Theorem 1.3.9 and the fundamental $R G$-function, we have

$$
\Theta(G)=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) A_{h} .
$$

This completes the proof.

## Chapter 2

## Factorizations of group determinant in group algebra for any abelian subgroup

### 2.1 Introduction

In this chapter, we give an extension and generalization of Dedekind's theorem over those presented in Chapter 1. The generalization in turn leads to a corollary on irreducible representations of finite groups. In addition, if a finite group has an index-two abelian subgroup, we can define a conjugation of elements of the group algebra by using the further extension of Dedekind's theorem.

Let $G$ be a finite group, $\widehat{G}$ a complete set of irreducible representations of $G$ over $\mathbb{C}$, and $\Theta(G)$ the group determinant of $G$. The group determinant $\Theta(G)$ is the determinant of a matrix whose elements are independent variables $x_{g}$ corresponding to $g \in G$. Dedekind proved the following theorem about the irreducible factorization of the group determinant for any finite abelian group.

Theorem 2.1.1 (Chapter 1, Theorem 1.1.1). Let $G$ be a finite abelian group. We have

$$
\Theta(G)=\prod_{\chi \in \widehat{G}} \sum_{g \in G} \chi(g) x_{g}
$$

Frobenius proved the following theorem about the irreducible factorization of the group determinant for any finite group; thus, he gave a generalization of Dedekind's theorem.

Theorem 2.1.2 (Chapter 1, Theorem 1.1.2). Let $G$ be a finite group. Then we have the irreducible factorization

$$
\Theta(G)=\prod_{\varphi \in \widehat{G}} \operatorname{det}\left(\sum_{g \in G} \varphi(g) x_{g}\right)^{\operatorname{deg} \varphi}
$$

Let $\mathbb{C} G$ be the group algebra of $G$ over $\mathbb{C}, R=\mathbb{C}\left[x_{g} ; g \in G\right]$ the polynomial ring in $\left\{x_{g} \mid g \in G\right\}$ with coefficients in $\mathbb{C}, R G=R \otimes \mathbb{C} G=\left\{\sum_{g \in G} A_{g} g \mid A_{g} \in R\right\}$ the group algebra of $G$ over $R, H$ an abelian subgroup of $G$, and $[G: H]$ the index of $H$ in $G$. Chapter 1 gives the following extension and generalization of Dedekind's theorem that are different from the theorem by Frobenius.

Theorem 2.1.3 ([Chapter 1, Theorem 1.3.9]). Let $G$ be a finite abelian group, e the unit element of $G$, and $H$ a subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $a_{h} \in R$ such that $\operatorname{deg} a_{h}=[G: H]$ and

$$
\Theta(G) e=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) a_{h} h .
$$

If $H=G$, we can take $a_{h}=x_{h}$ for each $h \in H$.
Theorem 2.1.4 ([Chapter 1, Theorem 1.3.11]). Let $G$ be a finite abelian group and $H$ a subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $a_{h} \in R$ such that $\operatorname{deg} a_{h}=[G: H]$ and

$$
\Theta(G)=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) a_{h}
$$

If $H=G$, we can take $a_{h}=x_{h}$ for each $h \in H$.
Here, we give a further extension of Theorem 2.1.3 and generalization of Theorem 2.1.4.

### 2.1.1 Results

The following theorem is the further extension of Dedekind's theorem.
Theorem 2.1.5 (Further extension of Dedekind's theorem). Let $G$ be a finite group, e the unit element of $G$, and $H$ an abelian subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $a_{h} \in R$ such that $\operatorname{deg} a_{h}=[G: H]$ and

$$
\Theta(G) e=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) a_{h} h
$$

If $H$ is normal and $h$ is a conjugate of $h^{\prime}$ on $G$, then $a_{h}=a_{h^{\prime}}$.
Note that the equality in Theorem 2.1 .5 is an equality in $R H$. Theorem 2.1.5 is proved using an extension of the group determinant $\Theta(G: H)$. The group determinant $\Theta(G: H)$ is an element of $R H$, and it is defined by using a left regular representation of $R H$. The left regular representation is reviewed in Section 2.2. In addition, Section 2.2 gives two expressions for the regular representation and shows that composition of regular representations is a regular representation. These expressions are helpful for describing some of the properties of $\Theta(G: H)$.

Above, we said that the group determinant is defined by using a left regular representation. In more detail, we define a noncommutative determinant by using a left regular representation and define the group determinant by using the noncommutative determinant. We know that the noncommutative determinant is analogous to the Study determinant [3]. The Study determinant is a quaternionic determinant, defined by using the regular representation $\psi$ of the quaternions. In Sections 2.3 and 2.4 , we describe the relationship between the noncommutative determinant and the Study determinant and their properties.

In the next section, we define the extension of the group determinant $\Theta(G: H)$ and give some properties of $\Theta(G: H)$.

In Section 2.6, we prove the further extension and generalization of Dedekind's theorem. In particular, Theorem 2.1.5 leads to the following theorem that is the further generalization of Dedekind's theorem.

Theorem 2.1.6 (Further generalization of Dedekind's theorem). Let $G$ be a finite group and $H$ an abelian subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $a_{h} \in R$ such that $\operatorname{deg} a_{h}=[G: H]$ and

$$
\Theta(G)=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) a_{h} .
$$

If $H$ is normal and $h$ is a conjugate of $h^{\prime}$ on $G$, then $a_{h}=a_{h^{\prime}}$.
From Theorem 2.1.6, we have the following corollary on irreducible representations of finite groups.

Corollary 2.1.7. Let $G$ be a finite group and $H$ an abelian subgroup of $G$. For all $\varphi \in \widehat{G}$, we have

$$
\operatorname{deg} \varphi \leq[G: H]
$$

In the last section, we define a conjugation of the group algebra of the group which has an index two abelian subgroup. The conjugation comes from the noncommutative determinant. By applying the conjugation, we arrive at an inverse formula of $2 \times 2$ matrix.

### 2.2 Regular representation

Here, we describe the left regular representation of the group algebra and give two expressions for the representation. In addition, we show that a composition of regular representations is a regular representation.

Let $R$ be a commutative ring, $G$ a group, $H$ a subgroup of $G$ of finite index, and $R G$ the group algebra of $G$ over $R$ whose elements are all possible finite sums of the form $\sum_{g \in G} a_{g} g$, where $a_{g} \in R$. We take a complete set $T=\left\{t_{1}, t_{2}, \ldots, t_{[G: H]}\right\}$ of left coset representatives of $H$ in $G$, where $[G: H]$ is the index of $H$ in $G$.

Definition 2.2.1 (Left regular representation). For all $A \in \operatorname{Mat}(m, R G)$, there exists a unique $L_{T}(A) \in \operatorname{Mat}(m[G: H], R H)$ such that

$$
A\left(t_{1} I_{m} \quad t_{2} I_{m} \quad \cdots \quad t_{[G: H]} I_{m}\right)=\left(\begin{array}{llll}
t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{[G: H]} I_{m}
\end{array}\right) L_{T}(A)
$$

We call the map $L_{T}: \operatorname{Mat}(m, R G) \ni A \mapsto L_{T}(A) \in \operatorname{Mat}(m[G: H], R H)$ the left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$ with respect to $T$.

Obviously, $L_{T}$ is an injective $R$-algebra homomorphism.
Example 2.2.2. Let $G=\mathbb{Z} / 2 \mathbb{Z}=\{\overline{0}, \overline{1}\}, H=\{\overline{0}\}$, and $\alpha=x \overline{0}+y \overline{1} \in R G$. Then, we have

$$
\alpha(\overline{0} \quad \overline{1})=\left(\begin{array}{ll}
\overline{0} & \overline{1}
\end{array}\right)\left[\begin{array}{ll}
x \overline{0} & y \overline{0} \\
y \overline{0} & x \overline{0}
\end{array}\right]
$$

To give an expression for $L_{T}$ when $H$ is a normal subgroup of $G$, we define the map $\dot{\chi}$ by

$$
\dot{\chi}(g)= \begin{cases}1 & g \in H \\ 0 & g \notin H\end{cases}
$$

for all $g \in G$ and we denote $(i, j)$ the $m \times m$ block element of an $(m n) \times(m n)$ matrix $M$ by $M_{(i, j)}$. We can now prove the following theorem.

Lemma 2.2.3. Let $H$ be a normal subgroup of $G, L_{T}: \operatorname{Mat}(m, R G) \rightarrow \operatorname{Mat}(m[G:$ $H], R H)$ the left regular representation with respect to $T$, and $A=\sum_{t \in T} t A_{t} \in \operatorname{Mat}(m, R G)$, where $A_{t} \in \operatorname{Mat}(m, R H)$. Then we have

$$
L_{T}(A)_{(i, j)}=\sum_{t \in T} \dot{\chi}\left(t_{i}^{-1} t t_{j}\right) t_{i}^{-1} t A_{t} t_{j}
$$

Proof. Let $r=[G: H]$. Then we have

$$
\left.\left.\begin{array}{l}
\left(\begin{array}{llll}
t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{r} I_{m}
\end{array}\right)\left(\sum_{t \in T} \dot{\chi}\left(t_{i}^{-1} t t_{j}\right) t_{i}^{-1} t A_{t} t_{j}\right.
\end{array}\right)_{1 \leq i \leq r, 1 \leq j \leq r}^{r} \sum_{i=1}^{r} \sum_{t \in T}^{r} \dot{\chi}\left(t_{i}^{-1} t t_{1}\right) t A_{t} t_{1} \sum_{i=1}^{r} \sum_{t \in T} \dot{\chi}\left(t_{i}^{-1} t t_{2}\right) t A_{t} t_{2} \quad \cdots \quad \sum_{i=1}^{r} \sum_{t \in T} \dot{\chi}\left(t_{i}^{-1} t t_{m}\right) t A_{t} t_{r}\right), ~\left(\begin{array}{llll}
\sum_{t \in T} t A_{t}
\end{array}\right)\left(\begin{array}{lll}
t_{1} I_{m} & t_{2} I_{m} & \cdots \\
t_{r} I_{m}
\end{array}\right) .
$$

This completes the proof.

To get another expression for $L_{T}$ when $H$ is a normal subgroup of $G$, we recall the Kronecker product. Let $A=\left(a_{i j}\right)_{1 \leq i \leq m_{1}, 1 \leq j \leq n_{1}}$ be an $m_{1} \times n_{1}$ matrix and $B=$ $\left(b_{i j}\right)_{1 \leq i \leq m_{2}, 1 \leq j \leq n_{2}}$ be an $m_{2} \times n_{2}$ matrix. The Kronecker product $A \otimes B$ is the $\left(m_{1} m_{2}\right) \times$ $\left(n_{1} n_{2}\right)$ matrix,

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n_{1}} B \\
a_{21} B & a_{22} B & \cdots & a_{2 n_{1}} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m_{1} 1} B & a_{m_{1} 2} B & \cdots & a_{m_{1} n_{1}} B
\end{array}\right]
$$

Let $e$ be the unit element of $G$ and $|G|$ the order of $G$. If $G=\left\{g_{1}, g_{2}, \ldots, g_{|G|}\right\}$ is a finite group. Then the restriction of the left regular representation $L_{G}: G \rightarrow$ $\operatorname{Mat}(|G|, R\{e\})$ with respect to $G$ is

$$
L_{G}(g)_{i j}=\dot{\chi}\left(g_{i}^{-1} g g_{j}\right) e
$$

from Lemma 2.2.3. We often assume that $R\{e\}=R$; thus, we often assume that $e=1 \in R$. So, we can see that $L_{G}$ is a matrix form of the left regular representation of the group $G$.

Let

$$
P=\left[\begin{array}{llll}
t_{1} I_{m} & & & \\
& t_{2} I_{m} & & \\
& & \ddots & \\
& & & t_{[G: H]} I_{m}
\end{array}\right]
$$

Thus, we have the following lemma.
Lemma 2.2.4. Let $H$ be a normal subgroup of $G, L_{T}$ the left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$ with respect to $T, L_{G / H}$ the left regular representation from $R(G / H)$ to $\operatorname{Mat}(|G / H|, R\{e H\})$ with respect to $G / H$, and $A=\sum_{t \in T} t A_{t} \in \operatorname{Mat}(m, R G)$, where $A_{t} \in \operatorname{Mat}(m, R H)$. Accordingly, we have

$$
L_{T}(A)=P^{-1}\left(\sum_{t \in T} L_{G / H}(t H) \otimes t A_{t}\right) P
$$

Proof. From Lemma 2.2.3, we have

$$
\begin{aligned}
\left(P^{-1}\left(\sum_{t \in T} L_{G / H} \otimes t A_{t}\right) P\right)_{(i, j)} & =t_{i}^{-1} I_{m}\left(\sum_{t \in T}\left(L_{G / H}(t H)\right)_{i j} t A_{t}\right) t_{j} I_{m} \\
& =\sum_{t \in T} \dot{\chi}\left(t_{i}^{-1} t t_{j}\right) t_{i}^{-1} t A_{t} t_{j} \\
& =L_{T}(A)_{(i, j)}
\end{aligned}
$$

This completes the proof.

We now show that a composition of regular representations is a regular representation. Theorem 2.6.5 requires the following lemma.
Lemma 2.2.5. Let $K \subset H \subset G$ be a sequence of groups, $G=t_{1} H \cup t_{2} H \cup \cdots \cup$ $t_{[G: H]} H, H=u_{1} K \cup u_{2} K \cup \cdots \cup u_{[H: K]} K, L_{T}: \operatorname{Mat}(m, R G) \rightarrow \operatorname{Mat}(m[G: H], R H)$ the representation with respect to $T$, and $L_{U}: \operatorname{Mat}(m[G: H], R H) \rightarrow \operatorname{Mat}(m[G: K], R K)$ the representation with respect to $U$. Then there exists a unique representation $L_{V}$ from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: K], R\{e\})$ with respect to $V$ such that

$$
L_{V}=L_{U} \circ L_{T}
$$

where $V=\left\{v_{1}, v_{2}, \ldots, v_{[G: K]}\right\}$ is a complete set of the left coset representatives of $K$ in G

Proof. Let $A \in \operatorname{Mat}(m, R G), r=[G: H]$, and $s=[H: K]$. By definition, we have

$$
\begin{aligned}
& A\left(t_{1} I_{m} \quad t_{2} I_{m} \quad \cdots \quad t_{r} I_{m}\right)=\left(\begin{array}{llll}
t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{r} I_{m}
\end{array}\right) L_{T}(A), \\
& L_{T}(A)\left(u_{1} I_{m r} \quad u_{2} I_{m r} \quad \cdots \quad u_{s} I_{m r}\right)=\left(\begin{array}{llll}
u_{1} I_{m r} & u_{2} I_{m r} & \cdots & u_{s} I_{m r}
\end{array}\right) L_{U}\left(L_{T}(A)\right) .
\end{aligned}
$$

Let $\left(a_{i j}\right)_{1 \leq i \leq r, 1 \leq j \leq r}=L_{T}(A)$ and $\left(b_{i j}\right)_{1 \leq i \leq s, 1 \leq j \leq s}=L_{U}\left(L_{T}(A)\right)$, where $a_{i j} \in \operatorname{Mat}(m, R H)$ and $b_{i j} \in \operatorname{Mat}(m r, R H)$. Then we have

$$
\left(a_{i j}\right)_{1 \leq i \leq r, 1 \leq j \leq r} u_{p} I_{m r}=\sum_{q=1}^{s} u_{q} b_{q p} .
$$

We obtain

$$
a_{i j} u_{p}=\sum_{q=1}^{s} u_{q}\left(b_{q p}\right)_{i j} .
$$

Therefore, we have

$$
\begin{aligned}
\left(A t_{i}\right) u_{j} & =\left(\sum_{p=1}^{r} t_{p} a_{p i}\right) u_{j} \\
& =\sum_{p=1}^{r} t_{p}\left(a_{p i} u_{j}\right) \\
& =\sum_{p=1}^{r} t_{p}\left(\sum_{q=1}^{s} u_{q}\left(b_{q j}\right)_{p i}\right) \\
& =\sum_{p=1}^{r} \sum_{q=1}^{s} t_{p} u_{q}\left(b_{q j}\right)_{p i}
\end{aligned}
$$

On the other hand, obviously $V=\left\{t_{p} u_{q} \mid 1 \leq p \leq r, 1 \leq q \leq s\right\}$ is a complete set of left coset representatives of $K$ in $G$. From

$$
A t_{i} u_{j}=\sum_{p=1}^{r} \sum_{q=1}^{s} t_{p} u_{q}\left(b_{q j}\right)_{p i}
$$

we have

$$
\begin{aligned}
& \begin{array}{llllllll}
A\left(t_{1} u_{1} I_{m}\right. & \cdots & t_{r} u_{1} I_{m} & t_{1} u_{2} I_{m} & \cdots & t_{r} u_{2} I_{m} & \cdots & \left.t_{r} u_{s} I_{m}\right)
\end{array} \\
& =\left(\begin{array}{llllllll}
t_{1} u_{1} I_{m} & \cdots & t_{r} u_{1} I_{m} & t_{1} u_{2} I_{m} & \cdots & t_{r} u_{2} I_{m} & \cdots & t_{r} u_{s} I_{m}
\end{array}\right) L_{U}\left(L_{T}(A)\right) .
\end{aligned}
$$

This completes the proof.

### 2.3 Characteristics of image of representation when quotient group is abelian

In this section, we assume that $G / H$ is a finite abelian group. Let

$$
L_{T}(\operatorname{Mat}(m, R G))=\left\{L_{T}(A) \mid A \in \operatorname{Mat}(m, R G)\right\}
$$

and

$$
J_{t}=P^{-1}\left(L_{G / H}(t H) \otimes I_{m}\right) P
$$

for all $t \in T$. The following lemma will be used to show that $B \in \operatorname{Mat}(m[G: H], R H)$ is an image of $L_{T}$ if and only if $B$ commutes with $J_{t}$.

Lemma 2.3.1. Let $G / H$ be a finite abelian group and $L_{T}$ the left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$ with respect to $T$. Then, the elements of $L_{T}(\operatorname{Mat}(m, R G))$ and $J_{t}$ for all $t \in T$ are commutative.

Proof. Suppose $A=\sum_{t \in T} t A_{t} \in \operatorname{Mat}(m, R G)$, where $A_{t} \in \operatorname{Mat}(m, R H)$. From Lemma 2.2.4, we have $L_{T}(A)=P^{-1}\left(\sum_{t \in T} L_{G / H}(t H) \otimes t A_{t}\right)$. Therefore, we have

$$
\begin{aligned}
L_{T}(A) J_{t^{\prime}} & =P^{-1}\left(\sum_{t \in T} L_{G / H}(t H) \otimes t A_{t}\right) P P^{-1}\left(L\left(t^{\prime} H\right) \otimes I_{m}\right) P \\
& =P^{-1}\left(\sum_{t \in T} L_{G / H}\left(t t^{\prime} H\right) \otimes t A_{t}\right) P \\
& =P^{-1}\left(\sum_{t \in T} L_{G / H}\left(t^{\prime} t H\right) \otimes t A_{t}\right) P \\
& =J_{t^{\prime}} L_{T}(A)
\end{aligned}
$$

for all $t^{\prime} \in T$. This completes the proof.
Now we are in a position to prove the following theorem.
Theorem 2.3.2. Let $G / H$ be a finite abelian group and $L_{T}$ the left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$ with respect to $T$. We have

$$
L_{T}(\operatorname{Mat}(m, R G))=\left\{B \in \operatorname{Mat}(m[G: H], R H) \mid J_{t} B=B J_{t}, t \in T\right\}
$$

Proof. From Lemma 2.3.1, we have

$$
L_{T}(\operatorname{Mat}(m, R G)) \subset\left\{B \in \operatorname{Mat}(m[G: H], R H) \mid J_{t} B=B J_{t}, t \in T\right\} .
$$

We will show that

$$
\left\{B \in \operatorname{Mat}(m[G: H], R H) \mid J_{t} B=B J_{t}, t \in T\right\} \subset L_{T}(\operatorname{Mat}(m, R G)) .
$$

For all $B \in \operatorname{Mat}(m[G: H], R H)$, there exists $A \in \operatorname{Mat}(m, R G)$ and $B_{i j} \in \operatorname{Mat}(m, R H)$ such that

$$
B=L_{T}(A)+B^{\prime}
$$

where

$$
B^{\prime}=\left[\begin{array}{ccccc}
0 & B_{12} & B_{13} & \cdots & B_{1[G: H]} \\
0 & B_{22} & B_{23} & \cdots & B_{2[G: H]} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & B_{[G: H] 2} & B_{[G: H] 3} & \cdots & B_{[G: H][G: H]}
\end{array}\right] .
$$

From Lemma 2.3.1, we have $B^{\prime} J_{t}=J_{t} B^{\prime}$. For all $p \in\{2,3, \ldots,[G: H]\}$, there exists $t \in T$ such that $J_{t(p, 1)}=t_{p} I_{m} t_{1}^{-1}$ and $J_{t(i, 1)}=0$ for all $i \neq p$. Therefore, we have

$$
\begin{aligned}
B_{q p} t_{p} I_{m} t_{1}^{-1} & =\left(B^{\prime} J_{t}\right)_{(q, 1)} \\
& =\left(J_{t} B^{\prime}\right)_{(q, 1)} \\
& =0
\end{aligned}
$$

for all $q \in\{1,2, \ldots,[G: H]\}$. Thus, we have $B=L_{T}(A) \in L_{T}(\operatorname{Mat}(m, R G))$. This completes the proof.

Theorem 2.3.2 is similar to a property of a left regular representation of the quaternions $\mathbb{H}$. Let $C+j D \in \operatorname{Mat}(m, \mathbb{H})$, where $C, D \in \operatorname{Mat}(m, \mathbb{C})$, and $\bar{C}$ the complex conjugation matrix of $C$. Then we have $(C+j D)\left(\begin{array}{ll}I_{m} & j I_{m}\end{array}\right)=\left(\begin{array}{ll}I_{m} & j I_{m}\end{array}\right) \psi(C+j D)$, where

$$
\psi(C+j D)=\left[\begin{array}{ll}
C & -\bar{D} \\
D & -\bar{C}
\end{array}\right] .
$$

Hence, $\psi: \operatorname{Mat}(m, \mathbb{H}) \ni C+j D \mapsto \psi(C+j D) \in \operatorname{Mat}(2 m, \mathbb{C})$ is a left regular representation. The following is known for the image of $\psi[3]$.

$$
\psi(\operatorname{Mat}(m, \mathbb{H}))=\{B \in \operatorname{Mat}(2 m, \mathbb{C}) \mid J B=\bar{B} J\}
$$

where

$$
J=\left[\begin{array}{cc}
0 & -I_{m} \\
I_{m} & 0
\end{array}\right] .
$$

### 2.4 Noncommutative determinant and some properties

In this section, we give a noncommutative determinant and describe its properties. This determinant is analogous to the Study determinant. Hence, we will define the determinant by using the regular representation of the group algebra.

Before defining the noncommutative determinant, we explain that we do not have to distinguish between the left and right inverses. Let $H$ be an abelian subgroup of $G$.

Lemma 2.4.1 (Invertibility). For all $A, B \in \operatorname{Mat}(m, R G), A B=I_{m}$ if and only if $B A=I_{m}$.

Proof. Let $A B=I_{m}$. We have $L_{T}(A) L_{T}(B)=I_{m[G: H]}$. The elements of $L_{T}(A)$ and the elements of $L_{T}(B)$ are elements of a commutative ring. Hence, $L_{T}(B) L_{T}(A)=I_{m[G: H]}$. Therefore, $L_{T}\left(B A-I_{m}\right)=0$. Since $L_{T}$ is an injective, we have $B A=I_{m}$.

The noncommutative determinant is as follows.
Definition 2.4.2. Let $H$ be an abelian subgroup of $G$ and $L$ be a left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$. We define the map $\operatorname{Det}: \operatorname{Mat}(m, R G) \rightarrow$ RH by

$$
\text { Det }=\operatorname{det} \circ L
$$

Let $T^{\prime}=\left\{t_{1}^{\prime}, t_{2}^{\prime}, \ldots, t_{m}^{\prime}\right\}$ be another complete set of left coset representatives of $H$ in $G$. Then, there exists $Q \in \operatorname{Mat}(m, R H)$ such that $L_{T}=Q^{-1} L_{T^{\prime}} Q$. Therefore, we have

$$
\begin{aligned}
\operatorname{Det} & =\operatorname{det} \circ L_{T} \\
& =\operatorname{det} \circ L_{T^{\prime}} .
\end{aligned}
$$

Thus, Det is an invariant under a change of the left regular representation; hence, Det is well-defined.

Det has the following properties.
Theorem 2.4.3. For all $A, B \in \operatorname{Mat}(m, R G)$,
(1) $\operatorname{Det}(A B)=\operatorname{Det}(A) \operatorname{Det}(B)$.
(2) $A \in \operatorname{Mat}(m, R G)$ is invertible if and only if $\operatorname{Det}(A) \in R H$ is invertible.

Proof. Det is a multiplicative map, because $L_{T}$ and det are multiplicative maps. Therefore, the equation (1) holds. Now let us prove (2). If $A$ is invertible, there exists $B \in \operatorname{Mat}(m, R G)$ such that $A B=I_{m}$. Hence, $L_{T}(A) L_{T}(B)=I_{m[G: H]}, L_{T}(A)$ is invertible. Conversely, if $\operatorname{Det}(A)$ is invertible, there exists $B \in \operatorname{Mat}(m[G: H], R H)$ such that $L_{T}(A) B=I_{m[G: H]}$. Therefore,

$$
A\left(t_{1} I_{m} \quad t_{2} I_{m} \quad \cdots \quad t_{[G: H]} I_{m}\right) B=\left(\begin{array}{llll}
t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{[G: H]} I_{m}
\end{array}\right) I_{m[G: H]} .
$$

Thus, $A$ is invertible.

Next let us define characteristic polynomial of $A \in \operatorname{Mat}(m, K G)$.
Definition 2.4.4 (Characteristic polynomial). Let $H$ be an abelian subgroup of $G$ and $L$ be a left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$. For all $A \in \operatorname{Mat}(m, R G)$, we define $\Phi_{A}(X)$ by

$$
\begin{aligned}
\Phi_{A}(X) & =\operatorname{Det}\left(X I_{m}-A\right) \\
& =\operatorname{det}\left(X I_{m[G: H]}-L_{T}(A)\right)
\end{aligned}
$$

where $X$ is an independent variable such that $L_{T}(X B)=X L_{T}(B)$ and $\alpha X=X \alpha$ for any $B \in \operatorname{Mat}(m, R G)$ and $\alpha \in R H$.

We have the following lemma.
Lemma 2.4.5. Let $H$ be a normal abelian subgroup of $G$ and $\Phi_{A}(X)$ the characteristic polynomial of $A$ over $R H$. Then we have $\Phi_{g^{-1} A g}(X)=\Phi_{A}(X)$ for all $g \in G$.

Proof. Since $f_{g}: G / H \ni t_{i} H \mapsto g t_{i} H \in G / H$ is a bijection for all $g \in G$, for all $g \in G$, there exists $P \in \operatorname{Mat}(m[G: H], R H)$ such that

$$
g\left(t_{1} I_{m} \quad t_{2} I_{m} \quad \cdots \quad t_{[G: H]} I_{m}\right)=\left(\begin{array}{llll}
t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{[G: H]} I_{m}
\end{array}\right) P
$$

Therefore, we have

$$
\begin{aligned}
\Phi_{g^{-1} A g}(X) & =\operatorname{det}\left(X I_{m[G: H]}-L_{T}\left(g^{-1} A g\right)\right) \\
& =\operatorname{det}\left(X I_{m[G: H]}-P^{-1} L_{T}(A) P\right) \\
& =\Phi_{A}(X)
\end{aligned}
$$

Here, we should remark that $P^{-1} L_{T}(A) P \in \operatorname{Mat}(m[G: H], R H)$, since $H$ is a normal subgroup of $G$. This completes the proof.

We denote the center of the ring $R$ by $Z(R)$. The following corollary will be used in the proof of Theorem 2.6.5.

Corollary 2.4.6. Let $H$ be a normal abelian subgroup of $G$ and

$$
\Phi_{A}(X)=X^{m[G: H]}+a_{m[G: H]-1} X^{m[G: H]-1}+\cdots+a_{0}
$$

the characteristic polynomial of $A$ over $R H$. Then we have $a_{i} \in Z(R G) \cap R H$ for all $0 \leq$ $i \leq m[G: H]-1$. In particular, $a_{0}=\operatorname{Det}(A)$ and $a_{m[G: H]-1}=\operatorname{Tr}(L(A)) \in Z(R G) \cap R H$.

Next let us prove a Cayley-Hamilton type theorem for $\Phi_{A}(X)$.
Theorem 2.4.7 (Cayley-Hamilton type theorem). Let

$$
\Phi_{A}(X)=X^{m[G: H]}+a_{m[G: H]-1} X^{m[G: H]-1}+\cdots+a_{0}
$$

be the characteristic polynomial of $A$ over $R H$. We have

$$
\begin{aligned}
\Phi_{A}(A) & =A^{m[G: H]}+a_{m[G: H]-1} A^{m[G: H]-1}+\cdots+a_{0} I_{m} \\
& =0
\end{aligned}
$$

Proof. From the Cayley-Hamilton theorem for commutative rings,

$$
L_{T}(A)^{m[G: H]}+a_{m[G: H]-1} L_{T}(A)^{m[G: H]-1}+\cdots+a_{0} I_{m}=0
$$

and $A\left(\begin{array}{llll}t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{[G: H]} I_{m}\end{array}\right)=\left(\begin{array}{llll}t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{[G: H]} I_{m}\end{array}\right) L_{T}(A)$, we have

$$
\left.\begin{array}{rl}
\Phi_{A}(A)\left(t_{1} I_{m}\right. & t_{2} I_{m}
\end{array} \quad \cdots \quad t_{[G: H]} I_{m}\right)=\left(\begin{array}{llll}
t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{[G: H]} I_{m}
\end{array}\right) 0
$$

Thus, we have $\Phi_{A}(A)=0$. This completes the proof.
The noncommutative determinant Det is analogous to the Study determinant. Therefore, these determinant have similar properties.

The Study determinant Sdet is defined by det $\circ \psi: \operatorname{Mat}(m, \mathbb{H}) \rightarrow \mathbb{C}$. The Study determinant has the following properties [3]. For all $A, B \in \operatorname{Mat}(m, \mathbb{H})$,
(1) $\operatorname{Sdet} A B=\operatorname{Sdet} A \operatorname{Sdet} B$.
(2) $A \in \operatorname{Mat}(m, \mathbb{H})$ is invertible if and only if $\operatorname{Sdet} A \neq 0$.
(3) $\operatorname{Sdet} A \in \mathbb{R}$. Hence, $\operatorname{Sdet} A$ is a central element of $\mathbb{H}$.

That is, Theorem 2.4.3 and Corollary 2.4.6 are similar to the above properties.

### 2.5 Extension of the group determinant in the group algebra for any abelian subgroup

Here, we extend the group determinant in the group algebra for any subgroup and show that the extension determines invertibility in $\operatorname{Mat}(m, R G)$. First, let us recall the group determinant.

Let $G$ be a finite group, $\left\{x_{g} \mid g \in G\right\}$ be independent commuting variables, and $R=\mathbb{C}\left[x_{g} ; g \in G\right]$ the polynomial ring in $\left\{x_{g} \mid g \in G\right\}$ with coefficients in $\mathbb{C}$. The group determinant $\Theta(G) \in R$ is the determinant of a $|G| \times|G|$ matrix $\left(x_{g, h}\right)_{g, h \in G}$, where $x_{g, h}=x_{g h^{-1}}$ for $g, h \in G$, and is thus a homogeneous polynomial of degree $|G|$ in $x_{g}$.

Now let us extend the group determinant in the group algebra for any abelian subgroup.

Definition 2.5.1 (Extension of the group determinant). Let $G$ be a finite group, $H$ an abelian subgroup of $G, \alpha=\sum_{g \in G} x_{g} g \in R G$, and $L: R G \rightarrow \operatorname{Mat}([G: H], R H)$ a left regular representation. We define

$$
\Theta(G: H)=(\operatorname{det} \circ L)(\alpha) .
$$

We call $\Theta(G: H)$ an extension of the group determinant in the group algebra $R H$.
If $H=\{e\}$, we know that $\Theta(G: H)=\Theta(G) e$. Thus, we can prove the following lemma.

Lemma 2.5.2. Let $G$ be a finite group, $\Theta(G)$ the group determinant of $G, \alpha=\sum_{g \in G} x_{g} g \in$ $R G$, and $L: R G \rightarrow \operatorname{Mat}(|G|, R\{e\})$ a left regular representation. We have

$$
\begin{aligned}
\Theta(G:\{e\}) & =(\operatorname{det} \circ L)(\alpha) \\
& =\Theta(G) e .
\end{aligned}
$$

Proof. Let $L_{G}$ be the left regular representation from $R G$ to $\operatorname{Mat}(|G|, R\{e\})$ with respect to $G$. From Lemma 2.2.3, we have

$$
\begin{aligned}
L_{G}\left(\sum_{g \in G} x_{g} g\right)_{i j} & =\sum_{g \in G} \dot{\chi}\left(g_{i}^{-1} g g_{j}\right) x_{g} g_{i}^{-1} g g_{j} \\
& = \begin{cases}x_{g} e & g_{i}^{-1} g g_{j}=e, \\
0 & g_{i}^{-1} g g_{j} \neq e\end{cases}
\end{aligned}
$$

Therefore, we have

$$
L_{G}(\alpha)=\left(x_{g_{i} g_{j}^{-1}} e\right)_{1 \leq i \leq|G|, 1 \leq j \leq|G|}
$$

This completes the proof.
Let us explain how the extension of the group determinant determines invertibility. Now the situation is that $x_{g}$ is an element of $R$ for any $g \in G$. Hence, we assume that $\sum_{g \in G} x_{g} g \in R G$ and $\Theta(G)=\operatorname{det}\left(x_{g h^{-1}}\right)_{g, h \in G} \in R$. Accordingly, we get the following theorem from Theorem 2.4.3.

Theorem 2.5.3. Let $\alpha=\sum_{g \in G} x_{g} g \in R G$. Then $\alpha$ is invertible if and only if $\Theta(G: H)$ is invertible.

Obviously, $\Theta(G:\{e\})=\Theta(G) e$ is invertible if and only if $\Theta(G) \neq 0$. Therefore, we get the following corollary.

Corollary 2.5.4. Let $\alpha=\sum_{g \in G} x_{g} g \in R G$. Then $\alpha$ is invertible if and only if $\Theta(G) \neq$ 0 .

### 2.6 Factorizations of the group determinant in the group algebra for any abelian subgroup

In this section, we give factorizations of the group determinant in the group algebra of abelian subgroups. The factorizations compose a further extension of Dedekind's theorem upon the one presented in Chapter 1. This extension in turn leads to a further generalization of Dedekind's theorem. Moreover, the generalization leads to a corollary on irreducible representations of finite groups.

First, we give a number of lemmas that will be needed later. The following theorem is well known.

Theorem 2.6.1 ([15, Theorem 4.4.4]). Let $G$ be a finite group, $\widehat{G}=\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{s}\right\}$ a complete set of inequivalent irreducible representations of $G, d_{i}=\operatorname{deg} \varphi_{i}$, and $L_{G}$ the left regular representation of $G$. We have

$$
L_{G} \sim d_{1} \varphi_{1} \oplus d_{2} \varphi_{2} \oplus \cdots \oplus d_{s} \varphi_{s} .
$$

Let $\operatorname{Mul}(G, R)$ be the set of multiplicative maps from $G$ to $R$ and $\chi \in \operatorname{Mul}(G, R)$. We define $F_{\chi}^{(m)}: \operatorname{Mat}(m, R G) \rightarrow \operatorname{Mat}(m, R G)$ by

$$
F_{\chi}^{(m)}\left(\left(\sum_{g \in G} x_{i j}(g) g\right)_{1 \leq i \leq m, 1 \leq j \leq m}\right)=\left(\sum_{g \in G} \chi(g) x_{i j}(g) g\right)_{1 \leq i \leq m, 1 \leq j \leq m}
$$

where $x_{i j}(g) \in R$. Now we have the following lemmas.
Lemma 2.6.2. Let $G$ be an abelian group, $\chi \in \operatorname{Mul}(G, R)$, and $A=\sum_{g \in G} A_{g} g \in$ $\operatorname{Mat}(m, R G)$, where $A_{g} \in \operatorname{Mat}(m, R)$. If $\operatorname{det} A=\sum_{g \in G} a_{g} g$, where $a_{g} \in R$, we have

$$
\operatorname{det}\left(\sum_{g \in G} \chi(g) A_{g} g\right)=\sum_{g \in G} \chi(g) a_{g} g .
$$

Hence, we have

$$
\operatorname{det} \circ F_{\chi}^{(m)}=F_{\chi}^{(1)} \circ \operatorname{det} .
$$

Proof. Let $A=\left(\sum_{g \in G} a_{i j}(g) g\right)_{1 \leq i \leq m, 1 \leq j \leq m}$, where $a_{i j}(g) \in R$. Then we have

$$
\operatorname{det} A=\sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma)\left(\prod_{i=1}^{m} \sum_{g \in G} a_{\sigma(i) i}(g) g\right)
$$

Therefore, we have

$$
\begin{aligned}
\sum_{g \in G} \chi(g) a_{g} g & =F_{\chi}^{(1)}(\operatorname{det} A) \\
& =F_{\chi}^{(1)}\left(\prod_{i=1}^{m} \sum_{g \in G} a_{\sigma(i) i}(g) g\right) .
\end{aligned}
$$

From $\chi \in \operatorname{Mul}(G, R)$, we have

$$
\begin{aligned}
F_{\chi}^{(1)} \sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma)\left(\prod_{i=1}^{m} \sum_{g \in G} a_{\sigma(i) i}(g) g\right) & =\sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma)\left(\prod_{i=1}^{m} \sum_{g \in G} a_{\sigma(i) i}(g) \chi(g) g\right) \\
& =\operatorname{det}\left(\sum_{g \in G} a_{i j}(g) \chi(g) g\right)_{1 \leq i, j \leq m} \\
& =\operatorname{det}\left(F_{\chi}^{(m)}(A)\right) .
\end{aligned}
$$

This completes the proof.
Lemma 2.6.3. Let $G$ be an abelian group, $H$ a subgroup of $G, L$ a left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$, and $\sum_{t \in T} t A_{t} \in \operatorname{Mat}(m, R G)$, where $A_{t} \in \operatorname{Mat}(m, R H)$. We have

$$
(\operatorname{det} \circ L)\left(\sum_{t \in T} t A_{t}\right)=\prod_{\chi \in \widehat{G / H}} \operatorname{det}\left(\sum_{t \in T} \chi(t H) t A_{t}\right) .
$$

Proof. From Lemma 2.2.4 and Theorem 2.6.1,

$$
\begin{aligned}
(\operatorname{det} \circ L)\left(\sum_{t \in T} t A_{t}\right) & =\operatorname{det}\left(P^{-1}\left(\sum_{t \in T} L_{G / H}(t H) \otimes t A_{t}\right) P\right) \\
& =\operatorname{det}\left(\sum_{t \in T} L_{G / H}(t H) \otimes t A_{t}\right) \\
& =\prod_{\chi \in \widehat{G / H}} \operatorname{det}\left(\sum_{t \in T} \chi(t H) \otimes t A_{t}\right) \\
& =\prod_{\chi \in \widehat{G / H}} \operatorname{det}\left(\sum_{t \in T} \chi(t H) t A_{t}\right) .
\end{aligned}
$$

This completes the proof.
Lemma 2.6.4. Let $G$ be an abelian group, $H$ a subgroup of $G$, $L_{1}$ a left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$, and $L_{2}$ a left regular representation from $R G$ to $\operatorname{Mat}([G: H], R H)$. Then the following diagram is commutative.


Proof. Let $A=\sum_{t \in T} t A_{t}$ and $\operatorname{det} A=\sum_{t \in T} t a_{t}$, where $A_{t} \in \operatorname{Mat}(m, R H)$ and $a_{t} \in R H$. From Lemma 2.6.3, we have

$$
\left(\operatorname{det} \circ L_{1}\right)(A)=\prod_{\chi \in \widehat{G / H}} \operatorname{det}\left(\sum_{t \in T} \chi(t H) t A_{t}\right) .
$$

and

$$
\begin{aligned}
\left(\operatorname{det} \circ L_{2} \circ \operatorname{det}\right)(A) & =\left(\operatorname{det} \circ L_{2}\right)\left(\sum_{t \in T} t a_{t}\right) \\
& =\prod_{\chi \in \widehat{G / H}}\left(\sum_{t \in T} \chi(t H) t a_{t}\right) .
\end{aligned}
$$

We regard $\chi: G / H \rightarrow R$ as $\chi: G \ni g \mapsto \chi(g H) \in R$. Accordingly, we have

$$
\begin{aligned}
\prod_{\chi \in \widehat{G / H}} \operatorname{det}\left(\sum_{t \in T} \chi(t H) t A_{t}\right) & =\prod_{\chi \in \widehat{G / H}}\left(\operatorname{det} \circ F_{\chi}^{(m)}\right)(A) \\
& =\prod_{\chi \in \widehat{G / H}}\left(F_{\chi}^{(1)} \circ \operatorname{det}\right)(A) \\
& =\prod_{\chi \in \widehat{G / H}} F_{\chi}^{(1)}\left(\sum_{t \in T} t a_{t}\right) \\
& =\prod_{\chi \in \widehat{G / H}} \sum_{t \in T} \chi(t H) t a_{t}
\end{aligned}
$$

by Lemma 2.6.2. This completes the proof.
Now we are ready to state and prove the further extension of Dedekind's theorem.
Theorem 2.6.5 (Chapter 2, Theorem 2.1.5). Let $G$ be a finite group and $H$ be an abelian subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $a_{h} \in R$ such that $\operatorname{deg} a_{h}=[G: H]$ and

$$
\Theta(G) e=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) a_{h} h .
$$

If $H$ is normal and $h$ is a conjugate of $h^{\prime}$ on $G$, then $a_{h}=a_{h^{\prime}}$.
Proof. Let $L_{1}$ be a left regular representation from $R G$ to $\operatorname{Mat}([G: H], R H), L_{2}$ a left regular representation from $\operatorname{Mat}([G: H], R H)$ to $\operatorname{Mat}(|G|, R\{e\}), L_{3}$ a left regular representation from $R H$ to $\operatorname{Mat}(|H|, R\{e\})$, and (det $\left.\circ L_{1}\right)\left(\sum_{g \in G} x_{g} g\right)=\sum_{h \in H} a_{h} h$, where $a_{h} \in R$. From Lemmas 2.2.5 and 2.5.2, we have

$$
\left(\operatorname{det} \circ L_{2} \circ L_{1}\right)\left(\sum_{g \in G} x_{g} g\right)=\Theta(G) e
$$

On the other hand, we have

$$
\begin{aligned}
\left(\operatorname{det} \circ L_{3} \circ \operatorname{det} \circ L_{1}\right)\left(\sum_{g \in G} x_{g} g\right) & =\left(\operatorname{det} \circ L_{3}\right)\left(\sum_{h \in H} a_{h} h\right) \\
& =\prod_{\chi \in \widehat{H}}\left(\sum_{h \in H} \chi(h) a_{h} h\right)
\end{aligned}
$$

by Lemma 2.6.3. From Lemma 2.6.4, we can build the following commutative diagram.


Therefore, we have

$$
\Theta(G) e=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) a_{h} h
$$

If $H$ is a normal subgroup of $G$, we have

$$
\left(\operatorname{det} \circ L_{1}\right)\left(\sum_{g \in G} x_{g} g\right)=\sum_{h \in H} a_{h} h \in Z(R G)
$$

by Corollary 2.4.6. Hence, $a_{h}=a_{h^{\prime}}$ when $h$ is a conjugate $h^{\prime}$ on $G$. This completes the proof.

Now we are in a position to state and prove the further generalization of Dedekind's theorem. Let $F: R G \rightarrow R$ be the $R$-algebra homomorphism such that $F(g)=1$ for all $g \in G$. We call the map $F$ the fundamental $R G$-function.

Theorem 2.6.6 (Chapter 2, Theorem 2.1.6). Let $G$ be a finite group and $H$ an abelian subgroup of $G$. For every $h \in H$, there exists a homogeneous polynomial $a_{h} \in R$ such that $\operatorname{deg} a_{h}=[G: H]$ and

$$
\Theta(G)=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) a_{h} .
$$

If $H$ is normal and $h$ is a conjugate of $h^{\prime}$ on $G$, then $a_{h}=a_{h^{\prime}}$.
Proof. From Theorem 2.6.5 and the fundamental $R G$-function, we have

$$
\Theta(G)=\prod_{\chi \in \widehat{H}} \sum_{h \in H} \chi(h) a_{h} .
$$

This completes the proof.

From Theorems 2.1.2 and 2.6.6, we have the following corollary.
Corollary 2.6.7 (Chapter 2, Corollary 2.1.7). Let $G$ be a finite group and $H$ an abelian subgroup of $G$. For all $\varphi \in \widehat{G}$, we have

$$
\operatorname{deg} \varphi \leq[G: H]
$$

Remark that Corollary 2.6.7 follows from Frobenius reciprocity[12].

### 2.7 Conjugate of the group algebra of the groups which have an index two abelian subgroup

In this section, we define a conjugation of elements of the group algebra of the group which has an index-two abelian subgroup.

First, we recall the conjugation of elements of $\mathbb{H}$. Let $z=x+j y \in \mathbb{H}$. The conjugation of $z$ is defined as $\bar{z}=x-j y$. The conjugation has the following properties.
(1) $\operatorname{Sdet} z=z \bar{z}$.
(2) $\overline{\bar{z}}=z$.
(3) $z+\bar{z}$ and $z \bar{z}=\bar{z} z \in \mathbb{R}=Z(\mathbb{H})$.
(4) $\overline{z w}=\bar{w} \bar{z} \quad(w \in \mathbb{H})$.
(5) $z=\bar{z}$ if and only if $z \in \mathbb{R}$.

We refer to the above for definition of the conjugation of elements of the group algebra.
Let $R$ be a commutative ring, $G$ a group, $H$ an index-two abelian subgroup of $G$, $T=\{e, t\}$ a complete set of left coset representatives of $H$ in $G, L_{T}$ the left regular representation from $R G$ to $\operatorname{Mat}(2, R H)$ with respect to $T$, and $A=\alpha+t \beta \in R G$. We have

$$
L_{T}(A)=\left[\begin{array}{cc}
\alpha & t \beta t \\
\beta & t^{-1} \alpha t
\end{array}\right]
$$

and

$$
\begin{aligned}
\Phi_{A}(X) & =\operatorname{det}\left[\begin{array}{cc}
X-\alpha & t \beta t \\
\beta & X-t^{-1} \alpha t
\end{array}\right] \\
& =X^{2}-\left(\alpha+t^{-1} \alpha t\right) X+\alpha t^{-1} \alpha t-\beta t \beta t .
\end{aligned}
$$

We notice that

$$
\begin{aligned}
&(X-(\alpha+t \beta))\left(X-\left(t^{-1} \alpha t-t \beta\right)\right) \\
& \quad=X^{2}-\left(t^{-1} \alpha t-t \beta\right) X-(\alpha+t \beta) X+(\alpha+t \beta)\left(t^{-1} \alpha t-t \beta\right) \\
& \quad=X^{2}-\left(\alpha+t^{-1} \alpha t\right) X+\alpha t^{-1} \alpha t-\alpha t \beta+\left(t \beta t^{-1}\right) \alpha t-(t \beta t) \beta \\
&=X^{2}-\left(\alpha+t^{-1} \alpha t\right) X+\alpha t^{-1} \alpha t-\alpha t \beta+\alpha\left(t \beta t^{-1}\right) t-\beta(t \beta t) \\
&=X^{2}-\left(\alpha+t^{-1} \alpha t\right) X+\alpha t^{-1} \alpha t-\beta t \beta t \\
&=\Phi_{A}(X) .
\end{aligned}
$$

Therefore, we define the conjugate of $A=\alpha+t \beta$ by

$$
\bar{A}=t^{-1} \alpha t-t \beta .
$$

The following theorem follows from Corollary 2.4.6 and a direct calculation:
Theorem 2.7.1. For all $A, B \in R G$,
(1) $\left(\operatorname{det} \circ L_{T}\right)(A)=A \bar{A}$.
(2) $\overline{\bar{A}}=A$.
(3) $A+\bar{A}$ and $A \bar{A}=\bar{A} A \in Z(R G)$.
(4) $\overline{A B}=\bar{B} \bar{A}$.
(5) $A=\bar{A}$ if and only if $A \in Z(R G)$.

We give the inverse formula of $2 \times 2$ matrix by conjugation.
Theorem 2.7.2. Let $A, B, C, D \in R G$. Then we have

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]^{-1}=\left[\begin{array}{ll}
\bar{D} & \bar{B} \\
\bar{C} & \bar{D}
\end{array}\right](\alpha \bar{\alpha}-\beta \gamma)^{-1}\left[\begin{array}{cc}
\bar{\alpha} & -\beta \\
-\gamma & \alpha
\end{array}\right]
$$

where

$$
\left[\begin{array}{ll}
\alpha & \beta \\
\gamma & \bar{\alpha}
\end{array}\right]=\left[\begin{array}{ll}
A \bar{D}+B \bar{C} & A \bar{B}+B \bar{A} \\
C \bar{D}+D \bar{C} & D \bar{A}+C \bar{B}
\end{array}\right]
$$

and we assume that $\alpha \bar{\alpha}-\beta \gamma$ is invertible.
Proof. We have

$$
\left[\begin{array}{ll}
\alpha & \beta \\
\gamma & \bar{\alpha}
\end{array}\right]=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{ll}
\bar{D} & \bar{B} \\
\bar{C} & \bar{D}
\end{array}\right]
$$

From $\beta, \gamma \in Z(R G)$, these elements $\alpha, \bar{\alpha}, \beta, \gamma$ are interchangeable. Therefore, we can use the inverse formula for $2 \times 2$ matrix whose elements are in commutative ring. This completes the proof.

## Chapter 3

## Generalization of Frobenius’ theorem for group determinants

### 3.1 Introduction

In this chapter, we give a generalization of Frobenius' theorem. In addition, the generalization leads to a corollary on irreducible representations of finite groups.

Let $G$ be a finite group, $\widehat{G}$ a complete set of irreducible representations of $G$ over $\mathbb{C}$, and $R=\mathbb{C}\left[x_{g}\right]=\mathbb{C}\left[x_{g} ; g \in G\right]$ the polynomial ring in $\left\{x_{g} \mid g \in G\right\}$ with coefficients in $\mathbb{C}$. The group determinant $\Theta(G) \in R$ is the determinant of a matrix whose elements are independent variables $x_{g}$ corresponding to $g \in G$. Frobenius proved the following theorem about the irreducible factorization of the group determinant.

Theorem 3.1.1 (Chapter 1, Theorem 1.1.2). Let $G$ be a finite group. Then we have the irreducible factorization

$$
\Theta(G)=\prod_{\varphi \in \widehat{G}} \operatorname{det}\left(\sum_{g \in G} \varphi(g) x_{g}\right)^{\operatorname{deg} \varphi}
$$

Frobenius built a representation theory of finite groups in the process of obtaining Theorem 3.1.1. Here, we give a generalization of Theorem 3.1.1, i.e., a generalization of Frobenius' theorem. The theorem is as follows. However, we will explain $F_{[G: H]}$ in Section 3.4.

Theorem 3.1.2 (Generalization of Frobenius' theorem). Let $G$ be a finite group, $H$ a subgroup of $G, L$ a left regular representation from $R G$ to $\operatorname{Mat}([G: H], R H), \alpha=$ $\sum_{g \in G} x_{g} g \in R G$, and $L(\alpha)=\sum_{h \in H} C_{h} h$, where $C_{h} \in \operatorname{Mat}([G: H], R\{e\})$. Then, we have

$$
\Theta(G)=\prod_{\psi \in \widehat{H}} \operatorname{det}\left(\sum_{h \in H} \psi(h) \otimes C_{h}^{F_{[G: H]}}\right)^{\operatorname{deg} \psi}
$$

Theorem 3.1.2 leads to the following corollary.
Corollary 3.1.3. Let $G$ be a finite group and $H$ a subgroup of $G$. For all $\varphi \in \widehat{G}$, we have

$$
\operatorname{deg} \varphi \leq[G: H] \times \max \{\operatorname{deg} \psi \mid \psi \in \widehat{H}\}
$$

Theorem 3.1.2 is obtained by using left regular representations of the group algebra. In Section 3.3, we review the left regular representation and properties of the left regular representation needed for proving Theorem 3.1.2. The last section proves a generalization of Theorem 3.1.1.

### 3.2 Group determinant

Let $G$ be a finite group, $\left\{x_{g} \mid g \in G\right\}$ be independent commuting variables, and $R=$ $\mathbb{C}\left[x_{g}\right]=\mathbb{C}\left[x_{g} ; g \in G\right]$ the polynomial ring in $\left\{x_{g} \mid g \in G\right\}$ with coefficients in $\mathbb{C}$. The group determinant $\Theta(G)$ is the determinant of the $|G| \times|G|$ matrix $\left(x_{g, h}\right)_{g, h \in G}$, where $x_{g, h}=x_{g h^{-1}}$ for $g, h \in G$, and it is thus a homogeneous polynomial of degree $|G|$ in $x_{g}$. Frobenius proved the following theorem about the factorization of the group determinant.

Theorem 3.2.1 (Chapter 3, Theorem 3.1.1). Let $G$ be a finite group. Then we have the irreducible factorization

$$
\Theta(G)=\prod_{\varphi \in \widehat{G}} \operatorname{det}\left(\sum_{g \in G} \varphi(g) x_{g}\right)^{\operatorname{deg} \varphi}
$$

The above equation holds from the following theorem.
Theorem 3.2.2 ([15, Theorem 4.4.4]). Let $G$ be a finite group, $\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{s}\right\}$ a complete set of inequivalent irreducible representations of $G, d_{i}=\operatorname{deg} \varphi_{i}$, and $L_{G}$ the left regular representation of $G$. Then,

$$
L_{G} \sim d_{1} \varphi_{1} \oplus d_{2} \varphi_{2} \oplus \cdots \oplus d_{s} \varphi_{s}
$$

### 3.3 Preparation for the main result

Here, we review the left regular representation of the group algebra and describe some of the properties of the left regular representation that will be needed later.

Let $R$ be a commutative ring, $G$ a group, $H$ a subgroup of $G$ of finite index, and $R G$ the group algebra of $G$ over $R$ whose elements are all possible finite sums of the form $\sum_{g \in G} a_{g} g$, where $a_{g} \in R$. We take a complete set $T=\left\{t_{1}, t_{2}, \ldots, t_{[G: H]}\right\}$ of left coset representatives of $H$ in $G$, where $[G: H]$ is the index of $H$ in $G$.

Definition 3.3.1 (Left regular representation). For all $A \in \operatorname{Mat}(m, R G)$, there exists a unique $L_{T}(A) \in \operatorname{Mat}(m[G: H], R H)$ such that

$$
A\left(t_{1} I_{m} \quad t_{2} I_{m} \quad \cdots \quad t_{[G: H]} I_{m}\right)=\left(\begin{array}{llll}
t_{1} I_{m} & t_{2} I_{m} & \cdots & t_{[G: H]} I_{m}
\end{array}\right) L_{T}(A)
$$

We call the map $L_{T}: \operatorname{Mat}(m, R G) \ni A \mapsto L_{T}(A) \in \operatorname{Mat}(m[G: H], R H)$ the left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$ with respect to $T$.

Obviously, $L_{T}$ is an injective $R$-algebra homomorphism.
To give an expression for $L_{T}$ when $H$ is a normal subgroup of $G$, we will use the Kronecker product. Let $A=\left(a_{i j}\right)_{1 \leq i \leq m_{1}, 1 \leq j \leq n_{1}}$ be an $m_{1} \times n_{1}$ matrix and $B=$ $\left(b_{i j}\right)_{1 \leq i \leq m_{2}, 1 \leq j \leq n_{2}}$ an $m_{2} \times n_{2}$ matrix. The Kronecker product $A \otimes B$ is the $\left(m_{1} m_{2}\right) \times$ $\left(n_{1} n_{2}\right)$ matrix

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n_{1}} B \\
a_{21} B & a_{22} B & \cdots & a_{2 n_{1}} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m_{1} 1} B & a_{m_{1} 2} B & \cdots & a_{m_{1} n_{1}} B
\end{array}\right]
$$

Let

$$
P=\left[\begin{array}{cccc}
t_{1} I_{m} & & & \\
& t_{2} I_{m} & & \\
& & \ddots & \\
& & & t_{[G: H]} I_{m}
\end{array}\right]
$$

Now, we have the following lemma.
Lemma 3.3.2 ([21, Lemma 12]). Let $H$ be a normal subgroup of $G, L_{T}$ the left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$ with respect to $T, L_{G / H}$ the left regular representation from $R(G / H)$ to $\operatorname{Mat}(|G / H|, R\{e H\})$ with respect to $G / H$, and $A=\sum_{t \in T} t A_{t} \in \operatorname{Mat}(m, R G)$, where $A_{t} \in \operatorname{Mat}(m, R H)$. Accordingly, we have

$$
L_{T}(A)=P^{-1}\left(\sum_{t \in T} L_{G / H}(t H) \otimes t A_{t}\right) P
$$

Let $K \subset H \subset G$ be a sequence of groups, $H=u_{1} K \cup u_{2} K \cup \cdots \cup u_{[H: K]} K$ and $U=\left\{u_{1}, u_{2}, \ldots, u_{[H: K]}\right\}$. We can now prove the following lemma.

Lemma 3.3.3 ([21, Lemma 13]). Let $L_{T}: \operatorname{Mat}(m, R G) \rightarrow \operatorname{Mat}(m[G: H], R H)$ the representation with respect to $T$ and $L_{U}: \operatorname{Mat}(m[G: H], R H) \rightarrow \operatorname{Mat}(m[G: K], R K)$ the representation with respect to $U$. Then there exists a unique representation $L_{V}$ from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: K], R\{e\})$ with respect to $V$ such that

$$
L_{V}=L_{U} \circ L_{T}
$$

where $V=\left\{v_{1}, v_{2}, \ldots, v_{[G: K]}\right\}$ is a complete set of left coset representatives of $K$ in $G$

The following lemma connects the left regular representation with the group determinant.

Lemma 3.3.4 ([21, Lemma 24]). Let $G$ be a finite group, $\Theta(G)$ the group determinant of $G, \alpha=\sum_{g \in G} x_{g} g \in R G$, and $L: R G \rightarrow \operatorname{Mat}(|G|, R\{e\})$ a left regular representation. We have

$$
(\operatorname{det} \circ L)(\alpha)=\Theta(G) e
$$

### 3.4 Generalization of Frobenius' theorem

Here, we prove the generalization of Frobenius' theorem. In addition, the proof leads to a corollary on irreducible representations of finite groups.

We define $F_{m}: \operatorname{Mat}(m, R G) \rightarrow \operatorname{Mat}(m, R)$ by

$$
F_{m}\left(\left(\sum_{g \in G} x_{i j}(g) g\right)_{1 \leq i \leq m, 1 \leq j \leq m}\right)=\left(\sum_{g \in G} x_{i j}(g)\right)_{1 \leq i \leq m, 1 \leq j \leq m}
$$

where $x_{i j}(g) \in R$. We denote $F_{m}(A)$ by $A^{F_{m}}$ for all $A \in \operatorname{Mat}(m, R G)$.
Let $G$ be a finite group and $K$ a normal subgroup of $G$ and $H$. The lemmas will be needed later.

Lemma 3.4.1. Let $H$ be a normal subgroup of $G$, $L$ a left regular representation from $\operatorname{Mat}(m, R G)$ to $\operatorname{Mat}(m[G: H], R H)$, and $A=\sum_{t \in T} t A_{t}$, where $A_{t} \in \operatorname{Mat}(m, R H)$. We have

$$
\left(\operatorname{det} \circ F_{m[G: H]} \circ L\right)(A)=\prod_{\varphi \in \widehat{G / H}} \operatorname{det}\left(\sum_{t \in T} \varphi(t H) \otimes A_{t}^{F_{m}}\right)
$$

Proof. Let $L \sim \varphi_{1}^{\prime} \oplus \varphi_{2}^{\prime} \oplus \cdots \oplus \varphi_{s^{\prime}}^{\prime}$ where $\varphi_{i}^{\prime}$ is an irreducible representation of $G$. From Lemma 3.3.2 and Theorem 3.2.2, we find that

$$
\begin{aligned}
& \left(\operatorname{det} \circ F_{m[G: H]} \circ L\right)(A) \\
& =\operatorname{det}\left(P^{-1}\left(\sum_{t \in T} L_{G / H}(t H) \otimes t A_{t}\right) P\right)^{F_{m[G: H]}} \\
& =\operatorname{det}\left(\sum_{t \in T}\left(\left[\begin{array}{lll}
\varphi_{1}^{\prime}(t H) & \\
& \varphi_{2}^{\prime}(t H) & \\
& & \ddots \\
& & \\
=\prod_{\varphi \in \overparen{G / H}} \operatorname{det}\left(\sum_{t \in T} \varphi(t H) \otimes A_{t}^{F_{m}}\right)^{\operatorname{deg} \varphi}
\end{array}\right] \otimes A_{t}^{F_{m}}\right)\right.
\end{aligned}
$$

This completes the proof.

Lemma 3.4.2. Let $L: \operatorname{Mat}(m, R G) \rightarrow \operatorname{Mat}(m[G: H], R H)$ be a left regular representation, $A=\sum_{v \in V} v B_{v}$, and $L(A)=\sum_{u \in U} u C_{u}$, where $B_{v} \in \operatorname{Mat}(m, R K)$ and $C_{u} \in \operatorname{Mat}(m[G: H], R K)$. We have

$$
\prod_{\varphi \in \widehat{G / K}} \operatorname{det}\left(\sum_{v \in V} \varphi(v K) \otimes B_{v}^{F_{m}}\right)^{\operatorname{deg} \varphi}=\prod_{\psi \in \widehat{H / K}} \operatorname{det}\left(\sum_{u \in U} \psi(u K) \otimes C_{u}^{F_{m[G: H]}}\right)^{\operatorname{deg} \psi}
$$

Proof. From Lemmas 3.3.3 and 3.4.1, we have

$$
\begin{aligned}
\prod_{\varphi \in \overline{G / K}} \operatorname{det}\left(\sum_{v \in V} \varphi(v K) \otimes B_{v}^{F_{m}}\right)^{\operatorname{deg} \varphi} & =\left(\operatorname{det} \circ F_{m[G: K]} \circ L_{V}\right)(A) \\
& =\left(\operatorname{det} \circ F_{m[G: K]} \circ L_{U} \circ L_{T}\right)(A) \\
& =\left(\operatorname{det} \circ F_{m[G: K]} \circ L_{U} \circ L\right)(A) \\
& =\left(\operatorname{det} \circ F_{m[G: K]} \circ L_{U}\right)\left(\sum_{u \in U} u C_{u}\right) \\
& =\prod_{\psi \in \overline{H / K}} \operatorname{det}\left(\sum_{u \in U} \psi(u K) \otimes C_{u}^{F_{m[G: H]}}\right)^{\operatorname{deg} \psi}
\end{aligned}
$$

This completes the proof.
The following is the proof of the generalization of Frobenius' theorem.
Theorem 3.4.3 (Chapter 3, Theorem 3.1.2). Let $G$ be a finite group, $\Theta(G)$ the group determinant of $G, H$ a subgroup of $G, L$ a left regular representation from $R G$ to $\operatorname{Mat}([G: H], R H), \alpha=\sum_{g \in G} x_{g} g \in R G$, and $L(\alpha)=\sum_{h \in H} C_{h} h$, where $C_{h} \in \operatorname{Mat}([G:$ $H], R\{e\})$. We have

$$
\Theta(G)=\prod_{\psi \in \widehat{H}} \operatorname{det}\left(\sum_{h \in H} \psi(h) \otimes C_{h}^{F_{[G: H]}}\right)^{\operatorname{deg} \psi}
$$

Proof. For all $v \in V$, there exists $B_{v} \in \operatorname{Mat}(m, R\{e\})$ such that

$$
\begin{aligned}
\Theta(G) & =(\Theta(G) e)^{F_{1}} \\
& =\prod_{\varphi \in G /\{e\}} \operatorname{det}\left(\sum_{v \in V} \varphi(v K) \otimes B_{v}^{F_{1}}\right)^{\operatorname{deg} \varphi} \\
& =\prod_{\psi \in \widehat{H /\{e\}}} \operatorname{det}\left(\sum_{u \in U} \psi(u\{e\}) \otimes C_{u}^{F_{[G: H]}}\right)^{\operatorname{deg} \psi} \\
& =\prod_{\varphi \in \widehat{H}} \operatorname{det}\left(\sum_{h \in H} \psi(h) \otimes C_{u}^{F_{[G: H]}}\right)^{\operatorname{deg} \psi}
\end{aligned}
$$

from Lemmas 3.3.4, 3.4.1 and 3.4.2.
The polynomial ring $R$ is a unique factorization domain. Therefore, we have the following corollary from Theorems 3.2.1 and 3.4.3.

Corollary 3.4.4 (Chapter 3, Corollary 3.1.3). Let $G$ be a finite group and $H$ a subgroup of $G$. For all $\varphi \in \widehat{G}$, we have

$$
\operatorname{deg} \varphi \leq[G: H] \times \max \{\operatorname{deg} \psi \mid \psi \in \widehat{H}\}
$$

Proof. We have

$$
\begin{aligned}
\operatorname{deg} \varphi & =\operatorname{deg}\left(\operatorname{det}\left(\sum_{g \in G} \varphi(g) x_{g}\right)\right) \\
& \leq \max \left\{\operatorname{deg}\left(\operatorname{det}\left(\sum_{h \in H} \psi(h) \otimes C_{u}^{F_{[G: H]}}\right)\right) \mid \psi \in \widehat{H}\right\} \\
& =\max \{\operatorname{deg} \psi \times[G: H] \mid \psi \in \widehat{H}\} \\
& =[G: H] \times \max \{\operatorname{deg} \psi \mid \psi \in \widehat{H}\}
\end{aligned}
$$

This completes the proof.
Remark that Corollary 3.4.4 follows from Frobenius reciprocity[12].

## Chapter 4

## Proof of some properties of transfer using noncommutative determinants

### 4.1 Introduction

A transfer is defined by Issai Schur [14] as a group homomorphism from a group to an abelian quotient group of a subgroup of finite index. In finite group theory, transfers play an important role in transfer theorems. Transfer theorems include, for example, Alperin's theorem [1, Theorem 4.2], Burnside's theorem [8, Hauptsatz], and Hall-Wielandt's theorem [6, Theorem 14.4.2].

On the other hand, Eduard Study defined the determinant of a quaternionic matrix [3]. The Study determinant uses a regular representation from $\operatorname{Mat}(n, \mathbb{H})$ to $\operatorname{Mat}(2 n, \mathbb{C})$, where $\mathbb{H}$ is the quaternions. Similarly, we define a noncommutative determinant. It is similar to the Dieudonné determinant [2].

Tôru Umeda suggested that a transfer can be derived as a noncommutative determinant [16, Footnote 7]. In this paper, we develop his ideas in order to explain the properties of the transfers by using noncommutative determinants. As a result, we give a natural interpretation of the transfers in group theory in terms of noncommutative determinants.

Let $G$ be a group, $H$ a subgroup of $G$ of finite index, $K$ a normal subgroup of $H$, and the quotient group $H / K$ of $K$ in $H$ an abelian group. The transfer of $G$ into $H / K$ is a group homomorphism $V_{G \rightarrow H / K}: G \rightarrow H / K$. The definition of the transfer $V_{G \rightarrow H / K}$ uses the left (or right) coset representatives of $H$ in $G$. We can show that a transfer has the following properties.
(1) A transfer is a group homomorphism from $G$ to $H / K$.
(2) A transfer is an invariant under a change of coset representatives.
(3) A transfer by left coset representatives equals a transfer by right coset representatives.

Let $R$ be a commutative ring with unity and $R G$ the group algebra of $G$ over $R$ whose elements are all possible finite sums of the form $\sum_{g \in G} x_{g} g, x_{g} \in R$. The noncommutative determinant uses a left (or right) regular representation from $R G$ to $\operatorname{Mat}(m, R H)$, where $m$ is the index of $H$ in $G$. We can show that the noncommutative determinant has the following properties.
$\left(1^{\prime}\right)$ The determinant is a multiplicative map from $R G$ to $R(H / K)$.
$\left(2^{\prime}\right)$ The determinant is an invariant under a change of a regular representation.
( $3^{\prime}$ ) Any left regular representation is equivalent to any right regular representation.
Here, our objective is to obtain the properties of transfers (1), (2), and (3) by using the properties of noncommutative determinants $\left(1^{\prime}\right),\left(2^{\prime}\right)$, and ( $3^{\prime}$ ).

### 4.2 Definition of the transfer

Here, we define the left and right transfer of $G$ into $H / K$.
Let $G=t_{1} H \cup t_{2} H \cup \cdots \cup t_{m} H$. That is, we take a complete set $\left\{t_{1}, t_{2}, \ldots, t_{m}\right\}$ of left coset representatives of $H$ in $G$. We define $\bar{g}=t_{i}$ for all $g \in t_{i} H$.
Definition 4.2.1 (Left transfer). We define the map $V_{G \rightarrow H / K}: G \rightarrow H / K$ by

$$
V_{G \rightarrow H / K}(g)=\prod_{i=1}^{m}\left\{\left(\overline{g t_{i}}\right)^{-1} g t_{i}\right\} K .
$$

We call the map $V_{G \rightarrow H / K}$ the left transfer of $G$ into $H / K$.
Next, we define the right transfer of $G$ into $H / K$. Let $G=H u_{1} \cup H u_{2} \cup \cdots \cup H u_{m}$. That is, we take a complete set $\left\{u_{1}, u_{2}, \ldots, u_{m}\right\}$ of right coset representatives of $H$ in $G$. We define $\widetilde{g}=u_{i}$ for all $g \in H u_{i}$.
Definition 4.2.2 (Right transfer). We define the map $\widetilde{V}_{G \rightarrow H / K}: G \rightarrow H / K$ by

$$
\widetilde{V}_{G \rightarrow H / K}(g)=\prod_{i=1}^{m}\left\{u_{i} g\left(\widetilde{u_{i}} g\right)^{-1}\right\} K
$$

We call the map $\tilde{V}_{G \rightarrow H / K}$ the right transfer of $G$ into $H / K$.
The definitions of the left and right transfers use the coset representatives of $H$ in $G$. But, we can show that the left and right transfers are invariant under a change of coset representatives. Furthermore, we can show that a transfer is a group homomorphism from $G$ to $H / K$ and a transfer by left coset representatives equals a transfer by right coset representatives.

### 4.3 Definition of the noncommutative determinant

Here, we define the noncommutative determinant.
First, we define the left regular representation of $R G$. We take a complete set $T=$ $\left\{t_{1}, t_{2}, \ldots, t_{m}\right\}$ of left coset representatives of $H$ in $G$.
Definition 4.3.1 (Left regular representation). For all $\alpha \in R G$, there exists a unique $L_{T}(\alpha) \in \operatorname{Mat}(m, R H)$ such that

$$
\alpha\left(\begin{array}{llll}
t_{1} & t_{2} & \cdots & t_{m}
\end{array}\right)=\left(\begin{array}{llll}
t_{1} & t_{2} & \cdots & t_{m}
\end{array}\right) L_{T}(\alpha) .
$$

We call the map $L_{T}: R G \ni \alpha \mapsto L_{T}(\alpha) \in \operatorname{Mat}(m, R H)$ the left regular representation with respect to $T$.

Obviously, $L_{T}$ is an $R$-algebra homomorphism.
Let $T^{\prime}=\left\{t_{1}^{\prime}, t_{2}^{\prime}, \ldots, t_{m}^{\prime}\right\}$ be another complete set of left coset representatives of $H$ in $G$. Then, there exists $P \in \operatorname{Mat}(m, R H)$ such that $L_{T}=P^{-1} L_{T^{\prime}} P$.
Example 4.3.2. Let $G=\mathbb{Z} / 2 \mathbb{Z}=\{\overline{0}, \overline{1}\}, H=\{\overline{0}\}$, and $\alpha=x \overline{0}+y \overline{1} \in R G$. Then, we have

$$
\alpha(\overline{0} \quad \overline{1})=\left(\begin{array}{ll}
\overline{0} & \overline{1}
\end{array}\right)\left[\begin{array}{ll}
x \overline{0} & y \overline{0} \\
y \overline{0} & x \overline{0}
\end{array}\right] .
$$

To get an expression for $L_{T}$, we define the map $\dot{\chi}$ by

$$
\dot{\chi}(g)= \begin{cases}1 & g \in H, \\ 0 & g \notin H\end{cases}
$$

for all $g \in G$.
Lemma 4.3.3. Let $\alpha=\sum_{g \in G} x_{g} g$. Then, we have

$$
L_{T}(\alpha)_{i j}=\sum_{g \in G} \dot{\chi}\left(t_{i}^{-1} g t_{j}\right) x_{g} t_{i}^{-1} g t_{j} .
$$

Proof. We have

$$
\left.\begin{array}{l}
\left(\begin{array}{llll}
t_{1} & t_{2} & \cdots & t_{m}
\end{array}\right)\left(\sum_{g \in G} \dot{\chi}\left(t_{i}^{-1} g t_{j}\right) x_{g} t_{i}^{-1} g t_{j}\right.
\end{array}\right)_{1 \leq i \leq m, 1 \leq j \leq m} .
$$

This completes the proof.

From Lemma 4.3.3, we have

$$
\begin{aligned}
L_{T}(g)_{i j} & =\dot{\chi}\left(t_{i}^{-1} g t_{j}\right) t_{i}^{-1} g t_{j} \\
& = \begin{cases}t_{i}^{-1} g t_{j} & t_{i}^{-1} g t_{j} \in H, \\
0 & t_{i}^{-1} g t_{j} \notin H .\end{cases}
\end{aligned}
$$

From $t_{i}^{-1} g t_{j} \in H$ if and only if $\overline{g t_{j}}=t_{i}$, we have

$$
L_{T}(g)_{i j}= \begin{cases}\left(\overline{g t_{j}}\right)^{-1} g t_{j} & t_{i}^{-1} g t_{j} \in H, \\ 0 & t_{i}^{-1} g t_{j} \notin H\end{cases}
$$

As for the definition of the noncommutative determinant, let $\psi: \operatorname{Mat}(m, R H) \rightarrow$ Mat $(m, R(H / K))$ be a map such that

$$
\psi\left(\left(x_{i j}\right)\right)_{1 \leq i \leq m, 1 \leq j \leq m}=\left(x_{i j} K\right)_{1 \leq i \leq m, 1 \leq j \leq m} .
$$

Obviously, $\psi$ is an $R$-algebra homomorphism.
Definition 4.3.4. We define the map $\operatorname{Det}: \operatorname{Mat}(m, R G) \rightarrow R(H / K)$ by

$$
\text { Det }=\operatorname{det} \circ \psi \circ L_{T} \text {. }
$$

Since there is $P$ such that $L_{T}=P^{-1} L_{T^{\prime}} P$, we have

$$
\begin{aligned}
\operatorname{Det} & =\operatorname{det} \circ \psi \circ L_{T} \\
& =\operatorname{det} \circ \psi \circ L_{T^{\prime}} .
\end{aligned}
$$

Thus, the determinant is an invariant under a change of left regular representations, so the determinant Det is well-defined. If $K$ is the commutator subgroup of $H$, the determinant is similar to the Dieudonné determinant.

Obviously, the map Det is a multiplicative map. That is, $\operatorname{Det}(\alpha \beta)=\operatorname{Det}(\alpha) \operatorname{Det}(\beta)$ for all $\alpha, \beta \in R G$. Therefore, we obtain properties ( $1^{\prime}$ ) and ( $2^{\prime}$ ).

Remark 4.3.5. In general, that $\alpha \in R G$ is invertible is not equivalent to that $\operatorname{Det}(\alpha) \in$ $R(H / K)$ is invertible. For example, let $R=\mathbb{C}, \mathbb{Z} / 2 \mathbb{Z}=\{\overline{0}, \overline{1}\}$, dihedral group $D_{3}=$ $\left\langle a, b \mid a^{3}=b^{2}=e, a b=b a^{-1}\right\rangle$ where $e$ is the unit element of $D_{3}, G=\mathbb{Z} / 2 \mathbb{Z} \times D_{3}, H=D_{3}$ and $K=\left[D_{3}, D_{3}\right]$ the commutator subgroup of $H$. Then $\alpha=(\overline{0}, e)+(\overline{0}, a)+\left(\overline{0}, a^{2}\right)$ is not invertible. But, $\operatorname{Det}(\alpha)=9 K$ is invertible.

### 4.4 Proof of the properties

Here, we prove the transfer properties by using the noncommutative determinant's properties.

For all $g \in G$ and for all $t \in T$, there exists a unique $t_{j} \in T$ such that $t_{i}^{-1} g t_{j} \in H$. Therefore, there exists $\operatorname{sgn}(g) \in\{-1,1\}$ such that

$$
\begin{aligned}
\operatorname{Det}(g) & =\operatorname{det}\left(\psi\left(L_{T}(g)\right)\right) \\
& =\operatorname{sgn}(g) \prod_{i=1}^{m}\left\{\left(\overline{g t_{i}}\right)^{-1} g t_{i}\right\} K \\
& =\operatorname{sgn}(g) V_{G \rightarrow H / K}(g) .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
\operatorname{sgn}(g h) V_{G \rightarrow H / K}(g h) & =\operatorname{Det}(g h) \\
& =\operatorname{Det}(g) \operatorname{Det}(h) \\
& =\operatorname{sgn}(g) \operatorname{sgn}(h) V_{G \rightarrow H / K}(g) V_{G \rightarrow H / K}(h) .
\end{aligned}
$$

Hence, we obtain

$$
\begin{aligned}
\operatorname{sgn}(g h) & =\operatorname{sgn}(g) \operatorname{sgn}(h), \\
V_{G \rightarrow H / K}(g h) & =V_{G \rightarrow H / K}(g) V_{G \rightarrow H / K}(h) .
\end{aligned}
$$

Therefore, from property ( $1^{\prime}$ ) that Det is a multiplicative map, the left transfer $V_{G \rightarrow H / K}$ is a group homomorphism (Assuming, that is, $R=\mathbb{F}_{2}$, and we do not consider the signature).

Next, we show that the left transfer is an invariant under a change of coset representatives by using property $\left(2^{\prime}\right)$ that the determinant is an invariant under a change of regular representations. That is, we show that

$$
\prod_{i=1}^{m}\left\{\left(\overline{g t_{i}}\right)^{-1} g t_{i}\right\} K=\prod_{i=1}^{m}\left\{\left(\overline{\overline{g t_{i}^{\prime}}}\right)^{-1} g t_{i}^{\prime}\right\} K
$$

where we define $\overline{\bar{g}}=t_{i}^{\prime}$ for all $g \in t_{i}^{\prime} H$. From property $\left(2^{\prime}\right)$, there exists $\operatorname{sgn}^{\prime}(g) \in\{-1,1\}$ such that

$$
\begin{aligned}
\prod_{i=1}^{m}\left\{\left(\overline{g t_{i}}\right)^{-1} g t_{i}\right\} K & =\operatorname{sgn}(g) \operatorname{Det}(g) \\
& =\operatorname{sgn}(g) \operatorname{sgn}^{\prime}(g) \prod_{i=1}^{m}\left\{\left(\overline{\overline{g t_{i}^{\prime}}}\right)^{-1} g t_{i}^{\prime}\right\} K .
\end{aligned}
$$

Therefore, we have $\operatorname{sgn}(g) \operatorname{sgn}^{\prime}(g)=1$ and

$$
\prod_{i=1}^{m}\left\{\left(\overline{g t_{i}}\right)^{-1} g t_{i}\right\} K=\prod_{i=1}^{m}\left\{\left(\overline{\overline{g t_{i}^{\prime}}}\right)^{-1} g t_{i}^{\prime}\right\} K
$$

Hence, the left transfer is an invariant under a change of coset representatives.
Now let us prove property (3) that $V_{G \rightarrow H / K}=\widetilde{V}_{G \rightarrow H / K}$ from property ( $3^{\prime}$ ) that any left regular representation is equivalent to any right regular representation.

Let $G=H u_{1} \cup H u_{2} \cup \cdots \cup H u_{m}$. That is, we take a complete set $U=\left\{u_{1}, u_{2}, \ldots, u_{m}\right\}$ of right coset representatives of $H$ in $G$.

Definition 4.4.1. For all $\alpha \in R G$, there exists $R_{U}(\alpha) \in \operatorname{Mat}(m, R H)$ such that

$$
\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{m}
\end{array}\right) \alpha=R_{U}(\alpha)\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{m}
\end{array}\right)
$$

We call the map $R_{U}: R G \ni \alpha \mapsto R_{U}(\alpha) \in \operatorname{Mat}(m, R H)$ the right regular representation.
The same as the left transfer, we can show that the following lemma.
Lemma 4.4.2. Let $\alpha=\sum_{g \in G} x_{g} g$. Then, we have

$$
R_{U}(\alpha)_{i j}=\sum_{g \in G} \dot{\chi}\left(u_{i} g u_{j}^{-1}\right) x_{g} u_{i} g u_{j}^{-1}
$$

Therefore, there exists $\widetilde{\operatorname{sgn}}(g) \in\{-1,1\}$ such that

$$
\left(\operatorname{det} \circ \psi \circ R_{U}\right)(g)=\widetilde{\operatorname{sgn}}(g) \widetilde{V}_{G \rightarrow H / K}(g)
$$

and $\widetilde{V}_{G \rightarrow H / K}$ is an invariant under a change of coset representatives of $H$ in $G$. We have properties (1) and (2).

Since $T$ is a complete set of left coset representatives of $H$ in $G$, we can take a complete set of $T^{-1}=\left\{t_{1}^{-1}, t_{2}^{-1}, \ldots, t_{m}^{-1}\right\}$ of right coset representatives of $H$ in $G$. Therefore,

$$
\begin{aligned}
R_{T^{-1}}(\alpha)_{i j} & =\sum_{g \in G} \dot{\chi}\left(t_{i}^{-1} g\left(t_{j}^{-1}\right)^{-1}\right) x_{g} t_{i}^{-1} g\left(t_{j}^{-1}\right)^{-1} \\
& =L_{T}(\alpha)_{i j}
\end{aligned}
$$

We obtain property $\left(3^{\prime}\right)$. As a result,

$$
\left(\operatorname{det} \circ \psi \circ R_{U}\right)(g)=\left(\operatorname{det} \circ \psi \circ L_{T}\right)(g)
$$

Therefore, we have

$$
\begin{aligned}
\widetilde{\operatorname{sgn}}(g) & =\operatorname{sgn}(g), \\
\widetilde{V}_{G \rightarrow H / K} & =V_{G \rightarrow H / K} .
\end{aligned}
$$

We obtain property (3).

## Chapter 5

## Capelli elements of the group algebra

### 5.1 Introduction

The Capelli identity is analogous to the product formula for the determinant in the Weyl algebra. The identity leads to the Capelli element. It is known that the Capelli element is a central element in the universal enveloping algebra of $\mathfrak{g l}_{n}$.

In recent years, An Huang gave Capelli-type identities associated with the quaternions and the octonions [7]. Inspired by his results, Tôru Umeda gave Capelli identities for group determinants [17]. There are Capelli identities for irreducible representations in the background of the Capelli identities for group determinants.

In this paper, we give a basis of the center of the group algebra of any finite group by using Capelli identities for irreducible representations. These identities lead to Capelli elements of the group algebra. These elements construct a basis.

First, we explain our motivation.

### 5.1.1 Motivation

Let $G$ be a finite group, $\widehat{G}$ a complete set of irreducible representations of $G$ over $\mathbb{C}$, $\mathbb{C} G=\left\{\sum_{g \in G} x_{g} g \mid x_{g} \in \mathbb{C}\right\}$ the group algebra, and $Z(\mathbb{C} G)$ the center of $\mathbb{C} G$. The following theorem is easily proved from Schur's orthogonal relations.
Theorem 5.1.1. Let $\chi_{\varphi}$ be the character of $\varphi \in \widehat{G}$. The set

$$
\left\{\operatorname{Tr}\left(\sum_{g \in G} \varphi(g) g\right) \mid \varphi \in \widehat{G}\right\}=\left\{\sum_{g \in G} \chi_{\varphi}(g) g \mid \varphi \in \widehat{G}\right\}
$$

is a basis of $Z(\mathbb{C} G)$ where we omit the numbering of the element of the basis.
At this point, we have a simple question. Is the $\operatorname{set}\left\{\operatorname{det}\left(\sum_{g \in G} \varphi(g) g\right) \mid \varphi \in \widehat{G}\right\}$ a basis of $Z(\mathbb{C} G)$ ? Our main result gives an answer.

### 5.1.2 Main result

Let $z$ be a complex variable, $|G|$ the order of $G, \varphi \in \widehat{G}, m=\operatorname{deg} \varphi, \alpha=\frac{|G|}{m}, u_{i}(z)=$ $\alpha(m-i)-z, u^{(i)}(z)=u_{m}(z) u_{m-1}(z) \cdots u_{m-i+1}(z)$, det the column determinant, and the Capelli element for $\varphi$ of the group algebra

$$
\bar{C}^{\varphi}(z)=\operatorname{det}\left(\sum_{g \in G} \varphi(g) g+\alpha\left(\left[\begin{array}{cccc}
m-1 & & & \\
& m-2 & & \\
& & \ddots & \\
& & & 0
\end{array}\right]\right)-z I_{m}\right) \in \mathbb{C}[z] \otimes \mathbb{C} G
$$

Then we can prove the following relation.
Theorem 5.1.2. We have

$$
\bar{C}^{\varphi}(z)=u^{(m)}(z)+\operatorname{Tr}\left(\sum_{g \in G} \varphi(g) g\right) u^{(m-1)}(z)
$$

The above relation leads to the following corollary.
Corollary 5.1.3. Suppose $k_{\varphi} \in \mathbb{C}$ such that $u^{(m-1)}\left(k_{\varphi}\right) \neq 0$. Then,

$$
\left\{\bar{C}^{\varphi}\left(k_{\varphi}\right) \mid \varphi \in \widehat{G}\right\}
$$

is a basis of $Z(\mathbb{C} G)$.
This is our answer. We provide some sections for the details.

### 5.2 Capelli identity and Capelli element

Here, we review the Capelli identity and the Capelli element.

### 5.2.1 Column determinant

First, we explain the column determinant. Let $R$ be an associative algebra.
Definition 5.2.1 (Column determinant). Let $A=\left(a_{i j}\right)_{1 \leq i, j \leq m} \in \operatorname{Mat}(m, R)$. We define the column determinant of $A$ by

$$
\operatorname{det} A=\sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma) a_{\sigma(1) 1} a_{\sigma(2) 2} \cdots a_{\sigma(m) m}
$$

Hence, we have det $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]=a d-c b$.

### 5.2.2 Weyl algebra

The Capelli identity is analogous to the product formula for the determinant in the Weyl algebra. Next, we explain the Weyl algebra $\mathbb{C}\left[x_{i j}, \partial_{k l} \mid 1 \leq i, j, k, l \leq m\right]$.

Let $x_{i j}(1 \leq i, j \leq m)$ be variables, $\partial_{i j}=\frac{\partial}{\partial x_{i j}}(1 \leq i, j \leq m)$ partial differential operators, and $\alpha \in \mathbb{C}$. We assume that these variables and operators are related as follows.

For all $1 \leq i, j, k, l \leq m$, we have

$$
\left[x_{i j}, x_{k l}\right]=0, \quad\left[\partial_{i j}, \partial_{k l}\right]=0, \quad\left[\partial_{i j}, x_{k l}\right]=\alpha \delta_{i k} \delta_{j l}
$$

where $\delta$ is the Kronecker delta. Usually, we take $\alpha=1$. Here, we will not assume that $\alpha=1$. The Weyl algebra is generated by these variables and operators.

### 5.2.3 Capelli identity

Next, we explain the Capelli identity. Let

$$
\begin{array}{ll}
X=\left(x_{i j}\right)_{1 \leq i \leq m, 1 \leq j \leq m}, & \partial=\left(\partial_{i j}\right)_{1 \leq i \leq m, 1 \leq j \leq m}, \\
\Pi={ }^{t} X \partial, & \natural_{m}=\operatorname{diag}(m-1, m-2, \ldots, 0) .
\end{array}
$$

The Capelli identity is as follows.
Theorem 5.2.2 (Capelli identity). We have

$$
\operatorname{det}\left(\Pi+\alpha \natural_{m}\right)=\operatorname{det} X \operatorname{det} \partial .
$$

Example 5.2.3. Let $m=2$ and $\alpha=1$. We have

$$
\operatorname{det}\left[\begin{array}{cc}
x_{11} \partial_{11}+x_{21} \partial_{21}+1 & x_{11} \partial_{12}+x_{21} \partial_{22} \\
x_{12} \partial_{11}+x_{22} \partial_{21} & x_{21} \partial_{12}+x_{22} \partial_{12}
\end{array}\right]=\operatorname{det}\left[\begin{array}{ll}
x_{11} & x_{12} \\
x_{21} & x_{22}
\end{array}\right] \operatorname{det}\left[\begin{array}{ll}
\partial_{11} & \partial_{12} \\
\partial_{21} & \partial_{22}
\end{array}\right] .
$$

### 5.2.4 Capelli element

The Capelli element is a characteristic polynomial of $\Pi$. Let $z$ be a variable.
Definition 5.2.4 (Capelli element). We define the Capelli element $C(z)$ by

$$
C(z)=\operatorname{det}\left(\Pi+\alpha \natural_{m}-z I_{m}\right) .
$$

The Capelli identity is conjugation invariant.
Theorem 5.2.5. For all $P \in G L(m, \mathbb{C})$, we have

$$
\operatorname{det}\left(P \Pi P^{-1}+\alpha \natural_{m}-z I_{m}\right)=C(z)
$$

The following theorem plays an important role in what follows.
Theorem 5.2.6. For all $1 \leq i, j \leq m$, we have

$$
\left[\Pi_{i j}, C(z)\right]=0 .
$$

Theorem 5.2.5 and 5.2.6 are obtained only by the following relations.
For all $1 \leq i, j, k, l \leq m,\left[\Pi_{i j}, \Pi_{k l}\right]=\alpha\left(\delta_{j k} \Pi_{i l}-\delta_{i l} \Pi_{k j}\right)$.

### 5.3 Capelli identity for irreducible representations

Here, we explain the Capelli identities for irreducible representations.
Let $G$ be a finite group, $x_{g}(g \in G)$ variable and $\partial_{g}=\frac{\partial}{\partial x_{g}}(g \in G)$ partial differential operator. We assume that the following relations hold.

For all $g, h \in G$,

$$
\left[x_{g}, x_{h}\right]=0, \quad\left[\partial_{g}, \partial_{h}\right]=0, \quad\left[\partial_{g}, x_{h}\right]=\delta_{g h} .
$$

Then, we have the Weyl algebra $\mathbb{C}\left[x_{g}, \partial_{h}\right]$. Next, we construct Weyl subalgebras of the Weyl algebra by using irreducible unitary representations of $G$.

Let $|G|$ be the cardinality of the set $G$ (that is, $|G|$ is the order of the group $G$ ), $\varphi$ a unitary matrix form of an irreducible representation of $G$,

$$
\alpha_{m}=\frac{|G|}{m}, \quad X^{\varphi}=\sum_{g \in G} \overline{\varphi(g)} x_{g}, \quad \partial^{\varphi}=\sum_{g \in G} \varphi(g) \partial_{g}, \quad \Pi^{\varphi}={ }^{t} X^{\varphi} \partial^{\varphi}
$$

where $\overline{\varphi(g)}$ is the complex conjugate matrix of $\varphi(g)$. Then, we have the following relations.

For all $1 \leq i, j, k, l \leq m$,

$$
\left[X_{i j}^{\varphi}, X_{k l}^{\varphi}\right]=0, \quad\left[\partial_{i j}^{\varphi}, \partial_{k l}^{\varphi}\right]=0, \quad\left[\partial_{i j}^{\varphi}, X_{k l}^{\varphi}\right]=\alpha_{m} \delta_{i k} \delta_{j l} .
$$

This leads us to the following identity.
Theorem 5.3.1 (Capelli identity for irreducible representations). We have

$$
\operatorname{det}\left(\Pi^{\varphi}+\alpha_{m} \not \natural_{m}\right)=\operatorname{det} X^{\varphi} \operatorname{det} \partial^{\varphi} .
$$

Let $C^{\varphi}(z)=\operatorname{det}\left(\Pi^{\varphi}+\alpha_{m} \natural_{m}-z I_{m}\right)$ be the Capelli element. From Theorem 5.2.5, the Capelli element is invariant under a change of a matrix form of the irreducible representation. This enables us to redefine the Capelli element as follows.
Definition 5.3.2 (Capelli element for irreducible representations). Let $\varphi \in \widehat{G}$ and $m=\operatorname{deg} \varphi$. We define $C^{\varphi}(z)$ by

$$
C^{\varphi}(z)=\operatorname{det}\left(\Pi^{\varphi}+\alpha_{m} \natural_{m}-z I_{m}\right) .
$$

We call $C^{\varphi}(z)$ the Capelli element for $\varphi$.

### 5.4 Capelli element of the group algebra

Let $\mathbb{C} G=\left\{\sum_{g \in G} x_{g} g \mid x_{g} \in \mathbb{C}\right\}$ the group algebra of $G, \widetilde{G}$ a complete set of irreducible unitary matrix representations of $G, \varphi \in \widetilde{G}$, and

$$
E^{\varphi}=\sum_{g \in G} \varphi(g) g \in \operatorname{Mat}(\operatorname{deg} \varphi, \mathbb{C} G) .
$$

From Schur's orthogonal relations, we have the following lemmas.

Lemma 5.4.1. $\left\{E_{i j}^{\varphi} \mid 1 \leq i, j \leq \operatorname{deg} \varphi, \varphi \in \widetilde{G}\right\}$ is a basis of $\mathbb{C} G$.
Lemma 5.4.2. Let $\varphi, \psi \in \widetilde{G}$, where $\varphi$ is not equivalent to $\psi$. For all $1 \leq i, j \leq \operatorname{deg} \varphi$ and $1 \leq s, t \leq \operatorname{deg} \psi$, we have

$$
E_{i j}^{\varphi} E_{k l}^{\varphi}=\alpha_{\operatorname{deg} \varphi} \delta_{j k} E_{i l}^{\varphi}, \quad E_{i j}^{\varphi} E_{s t}^{\psi}=0
$$

In particular, we have

$$
\begin{align*}
{\left[E_{i j}^{\varphi}, E_{k l}^{\varphi}\right] } & =\alpha_{\operatorname{deg} \varphi}\left(\delta_{j k}^{\varphi} E_{i l}-\delta_{i l} E_{k j}^{\varphi}\right)  \tag{5.1}\\
{\left[E_{i j}^{\varphi}, E_{k l}^{\psi}\right] } & =0 \tag{5.2}
\end{align*}
$$

Let

$$
\bar{C}^{\varphi}(z)=\operatorname{det}\left(E^{\varphi}+\alpha_{m} \natural_{m}-z I_{m}\right) \in \mathbb{C}[z] \otimes \mathbb{C} G
$$

Recall that Theorems 5.2 .5 and 5.2 .6 are obtained only by the relations $\left[\Pi_{i j}, \Pi_{k l}\right]=$ $\alpha\left(\delta_{j k} \Pi_{i l}-\delta_{i l} \Pi_{k j}\right)$. Hence, $\bar{C}^{\varphi}(z)$ is conjugation invariant from the relations (5.1), and we have

$$
\left[E_{i j}^{\varphi}, \bar{C}^{\varphi}(z)\right]=0
$$

for any $1 \leq i, j \leq \operatorname{deg} \varphi$.
Using the above conjugation invariance, we redefine $\bar{C}^{\varphi}(z)$.
Definition 5.4.3 (Capelli element of the group algebra). Let $\varphi \in \widehat{G}$. We define the Capelli element for $\varphi$ of the group algebra by

$$
\bar{C}^{\varphi}(z)=\operatorname{det}\left(E^{\varphi}+\alpha_{m} \natural_{m}-z I_{m}\right)
$$

From Lemma 5.4.1, conjugation invariance of $\bar{C}^{\varphi(z)}$, and relations (5.1) and (5.2), we can prove the following Lemma.
Lemma 5.4.4. For all $\varphi \in \widehat{G}, \bar{C}^{\varphi}(z) \in Z(\mathbb{C} G[z])$. That is, $\bar{C}^{\varphi}(z)$ is a central element of the group algebra.

Let $u_{i}(z)=\alpha_{m}(m-i)-z, u^{(i)}(z)=u_{m}(z) u_{m-1}(z) \cdots u_{m-i+1}(z), E_{i j}^{\varphi}\left(u_{j}(z)\right)=$ $E_{i j}^{\varphi}+\delta_{i j} u_{j}(z)$, and $[m]=\{1,2, \ldots, m\}$. The following is the main theorem.
Theorem 5.4.5 (Chapter 5, Theorem 5.1.2). We have

$$
\bar{C}^{\varphi}(z)=u^{(m)}(z)+\operatorname{Tr}\left(E^{\varphi}\right) u^{(m-1)}(z)
$$

Proof. From the definition of $\bar{C}^{\varphi}(z)$, we have

$$
\begin{aligned}
\bar{C}^{\varphi}(z) & =\sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma) E_{\sigma(1) 1}^{\varphi}\left(u_{1}(z)\right) E_{\sigma(2) 2}^{\varphi}\left(u_{2}(z)\right) \cdots E_{\sigma(m) m}^{\varphi}\left(u_{m}(z)\right) \\
& =\sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma)\left(E_{\sigma(1) 1}^{\varphi}+\delta_{\sigma(1) 1} u_{1}(z)\right) \cdots\left(E_{\sigma(m) m}^{\varphi}+\delta_{\sigma(m) m} u_{m}(z)\right) \\
& =\sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma) \sum_{\emptyset \neq T \subset[m]} \prod_{t \in T} E_{\sigma(t) t}^{\varphi} \prod_{s \in[m] \backslash T} \delta_{\sigma(s) s} u_{s}(z)+u^{(m)}(z)
\end{aligned}
$$

where $\prod_{t \in T} E_{\sigma(t) t}^{\varphi}=E_{\sigma\left(t_{1}\right) t_{1}}^{\varphi} E_{\sigma\left(t_{2}\right) t_{2}}^{\varphi} \cdots E_{\sigma\left(t_{|T|}\right) t_{|T|}}^{\varphi}$ and $T=\left\{t_{1}<t_{2}<\cdots<t_{|T|}\right\}$. We fix $T=\left\{t_{1}<t_{2}<\cdots<t_{|T|}\right\}(\neq \emptyset) \subset[m]$. From Lemma 5.4.2, we have

$$
\begin{aligned}
& \sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma) \sum_{T \subset[m]} \prod_{t \in T} E_{\sigma(t) t}^{\varphi} \prod_{s \in[m] \backslash T} \delta_{\sigma(s) s} u_{s}(z) \\
& \quad=\alpha_{m}^{|T|-1} \sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma) \delta_{\sigma\left(t_{2}\right) t_{1}} \delta_{\sigma\left(t_{3}\right) t_{2}} \cdots \delta_{\sigma\left(t_{|T|}\right) t_{|T|-1}} E_{\sigma\left(t_{1}\right) t_{|T|}}^{\varphi} \prod_{s \in[m] \backslash T} \delta_{\sigma(s) s} u_{s}(z) \\
& \quad=\left(-\alpha_{m}\right)^{|T|-1} E_{t_{|T|} t_{|T|}}^{\varphi} \prod_{s \in[m] \backslash T} u_{s}(z) .
\end{aligned}
$$

Therefore, there exists $a_{i} \in \mathbb{C}[z](1 \leq i \leq m)$ such that

$$
\bar{C}^{\varphi}(z)=\sum_{i=1}^{m} a_{i} E_{i i}^{\varphi}+u^{(m)}(z)
$$

We show that $a_{p}=a_{q}$ for all $p, q \in[m]$. From Lemma 5.4.2, we have

$$
\begin{aligned}
E_{p q}^{\varphi} \bar{C}^{\varphi}(z) & =E_{p q}^{\varphi}\left(\sum_{i=1}^{m} a_{i} E_{i i}^{\varphi}+u^{(m)}(z)\right) \\
& =\sum_{i=1}^{m} a_{i} \delta_{i q} \alpha_{m} E_{p i}^{\varphi}+u^{(m)}(z) E_{p q}^{\varphi} \\
& =a_{q} \alpha_{m} E_{p q}^{\varphi}+u^{(m)}(z) E_{p q}^{\varphi} \\
\bar{C}^{\varphi}(z) E_{p q}^{\varphi} & =\left(\sum_{i=1}^{m} a_{i} E_{i i}^{\varphi}+u^{(m)}(z)\right) E_{p q}^{\varphi} \\
& =\sum_{i=1}^{m} a_{i} \delta_{i p} \alpha_{m} E_{i q}^{\varphi}+u^{(m)}(z) E_{p q}^{\varphi} \\
& =a_{p} \alpha_{m} E_{p q}^{\varphi}+u^{(m)}(z) E_{p q}^{\varphi} .
\end{aligned}
$$

From Lemma 5.4.4, we have $a_{p}=a_{q}$ for all $p, q \in[m]$. We calculate $a_{1}$. From $\bar{C}^{\varphi}(z)=$ $\sum_{T \subset[m]}\left(-\alpha_{m}\right)^{|T|-1} E_{t_{|T|} t_{|T|}}^{\varphi} \prod_{s \in[m] \backslash T} u_{s}(z)$, we have

$$
\begin{aligned}
a_{1} E_{11}^{\varphi} & =\left(-\alpha_{m}\right)^{\{1\}-1} E_{11}^{\varphi} \prod_{s \in[m] \backslash\{1\}} u_{s}(z) \\
& =u^{(m-1)}(z) E_{11}^{\varphi} .
\end{aligned}
$$

This completes the proof.
In addition, we have the following corollary.
Corollary 5.4.6 (Chapter 5, Corollary 5.1.3). Suppose $k_{\varphi} \in \mathbb{C}$ such that $u^{(m-1)}\left(k_{\varphi}\right) \neq$ 0 . Then,

$$
\left\{\bar{C}^{\varphi}\left(k_{\varphi}\right) \mid \varphi \in \widehat{G}\right\}
$$

is a basis of $Z(\mathbb{C} G)$.

### 5.5 Relationship between column, row and double determinant

In this last section, we explain the relationship between column, row, and double determinants. The row and double determinants are as follows.

Definition 5.5.1 (Row determinant). Let $A=\left(a_{i j}\right)_{1 \leq i, j \leq m} \in \operatorname{Mat}(m, R)$. We define the row determinant of $A$ is defined as

$$
\operatorname{rdet} A=\sum_{\sigma \in S_{m}} \operatorname{sgn}(\sigma) a_{1 \sigma(1)} a_{2 \sigma(2)} \cdots a_{m \sigma(m)}
$$

Definition 5.5.2 (Double determinant). Let $A=\left(a_{i j}\right)_{1 \leq i, j \leq m} \in \operatorname{Mat}(m, R)$. The double determinant of $A$ is defined as

$$
\operatorname{Det} A=\frac{1}{m!} \sum_{\sigma, \tau \in S_{m}} \operatorname{sgn}(\sigma \tau) a_{\sigma(1) \tau(1)} a_{\sigma(2) \tau(2)} \cdots a_{\sigma(m) \tau(m)}
$$

Reference [10] describes that the relationship between column, row, and double determinants. Let

$$
\hbar^{*}=\left[\begin{array}{llll}
0 & & & \\
& 1 & & \\
& & \ddots & \\
& & & m-1
\end{array}\right], \quad \hbar_{\sigma}=\left[\begin{array}{llll}
\sigma(m) & & & \\
& \sigma(m-1) & & \\
& & \ddots & \\
& & & \sigma(1)
\end{array}\right] \quad\left(\sigma \in S_{m}\right)
$$

and $E \in \operatorname{Mat}(m, R)$, where we assume that $\left[E_{i j}, E_{k l}\right]=\delta_{j k} E_{i l}-\delta_{i l} E_{k j}$ for all $1 \leq$ $i, j, k, l \leq m$. We can prove the following theorem.

Theorem 5.5.3 ([10]). For all $\sigma \in S_{m}$, we have

$$
\begin{aligned}
\operatorname{det}\left(E+দ_{m}-z I_{m}\right) & =\operatorname{rdet}\left(E+\natural^{*}-z I_{m}\right) \\
& =\operatorname{Det}\left(E+দ_{\sigma}-(z+1) I_{m}\right)
\end{aligned}
$$

The above has the following implication.
Corollary 5.5.4. Let $\bar{C}^{\varphi}(z)$ be the Capelli element for $\varphi$ of the group algebra. For all $\sigma \in S_{m}$, we have

$$
\begin{aligned}
\bar{C}^{\varphi}(z) & =\operatorname{rdet}\left(E^{\varphi}+\alpha_{m} \natural^{*}-z I_{m}\right) \\
& =\operatorname{Det}\left(E^{\varphi}+\alpha_{m} \natural_{\sigma}-(z+1) I_{m}\right)
\end{aligned}
$$
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