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Abstract: Histogram equalization (HE) is a well-known technique for image contrast enhancement. However,
HE frequently over-enhances the contrast of a given image to produce false contours in the enhanced image. One
of the reasons for the production of false contours is the sparseness of the equalized histogram, which means that
there exist gaps in continuous-tone. In this paper, we propose three methods for interpolating the sparse histogram
obtained by HE, and utilize the interpolated histograms as the target ones for histogram specification or histogram
matching, which transforms the histogram of a given image into the specified target histogram. Filling the gaps in
equalized histogram by interpolation, we can reduce the occurrence of false contours. Experimental results show
that the proposed methods can alleviate the over-enhancement of the contrast, which occurs frequently when we
use HE. We also evaluate the quality of contrast-enhanced images by using three image quality measures, where
the proposed methods achieve better performance than HE in many cases.

Keywords: Contrast enhancement, Histogram equalization, Histogram specification, Histogram interpolation,
Image quality measures

1. Introduction

Contrast enhancement (CE) is an important issue in the field
of image processing. Histogram equalization (HE) [1] is a
well-known method for CE. However, HE tends to over-
enhance the contrast of low contrast images, and amplify
noise [2]. As a result, the enhanced images may have false
contours. We can find the footprint of the over-enhancement
in the histogram of the histogram-equalized image, i.e.,
the resultant histogram frequently becomes sparse, in other
words, a number of elements of the histogram are zero. The
sparsity of the histogram indicates that there exist gaps in
continuous-tone.

To overcome such a difficulty in HE, we have recently
proposed a histogram specification (HS) method [3] based
on the fast ordering algorithm by Nikolova and Steidl [4],
which bridges the gap by filling the empty bins in the equal-
ized histogram with piecewise constant non-zero values.
This HS method achieved better performance than conven-
tional HE for most of the tested images. However, the HS
method is computationally expensive compared to HE be-
cause Nikolova’s method [4] is a demanding procedure. The
CPU time of the HS method was eight times larger than HE
in our previous experiment [3].

To reduce the computational costs in the HS method [3],
we propose computationally efficient methods for appro-
priate image contrast enhancement without Nikolova’s
method [4] in this paper. First, we compute the histogram
of a histogram-equalized image, and then interpolate it with
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one of the three proposed interpolation methods: piecewise-
constant, -linear and local min-max interpolations. After
that, we use the interpolated histogram as a target histogram
for histogram specification method. Experimental results
show that the proposed method can suppress the contrast
over-enhancement, and attain good performance of image
contrast enhancement.

The rest of this paper is organized as follows. Section 2
briefly summarizes HE. Section 3 proposes three histogram
interpolation methods. Section 4 describes histogram spec-
ification method using the interpolated histogram as the tar-
get one. Section 5 describes image quality measures used
in our experiments. Section 6 shows experimental results.
Finally, Section 7 concludes this paper.

2. Histogram Equalization
Let G be a grayscale image, and let gi j be the intensity at
the position (i, j) of a pixel in G for i = 1, 2, . . . ,m and j =
1, 2, . . . , n, where gi j ∈ L = {0, 1, . . . , L − 1}, and L denotes
the number of intensity levels, e.g., L = 28 = 256 for 8-bit
images. Let h = [h0, h1, . . . , hL−1] be the histogram of G,
then the kth element of h is given by hk =

∑m
i=1
∑n

j=1 δgi j,k

where δgi j,k denotes the Kronecker delta such that δgi j,k = 1
if gi j = k, δgi j,k = 0 otherwise. Let H = [H0,H1, . . . ,HL−1]
be the cumulative histogram of h, where the kth element of
H is given by Hk =

∑k
k′=0 hk′ . Then the histogram-equalized

image GE = [gE
i j] of G is given by

gE
i j = round

(
aHgi j + b

)
, (1)
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where ‘round’ means to round a given argument toward the
nearest integer, and a and b are given by

a =
L − 1
mn
, b = 0 (2)

or

a =
L − 1

mn − Hgmin

, b = −aHgmin , (3)

where gmin = min{gi j ∈ G}. The intensity transformation in
(1) with (2) or (3) guarantees that gE

i j ∈ L.
Let ϕE be the intensity transformation in (1):

ϕE(k) = round (aHk + b) for k ∈ L. (4)

Then the lth element of the histogram hE of GE is given by

hE
l =


0, if l , ϕE(k) for all k ∈ L,∑
k: l=ϕE (k)

hk, otherwise, (5)

where
∑

k: l=ϕE (k) means to sum up the values with the indices
k satisfying l = ϕE(k). Let HE be the cumulative histogram
of hE , then the lth element of HE is given by

HE
l =

l∑
l′=0

hE
l′ =

l∑
l′=0

∑
k: l′=ϕE (k)

hk. (6)

Suppose that k1 = max{k | hk , 0 and ϕE(k) = ϕ1} and k2 =

max{k | hk , 0 and ϕE(k) = ϕ2} for ϕ1 ∈ {ϕE(k) | k ∈ L} and
ϕ2 ∈ {ϕE(k) | k ∈ L} such that ϕ1 < ϕ2. Then the derivative
of HE can be approximated by

HE
ϕE (k2) − HE

ϕE (k1)

ϕE(k2) − ϕE(k1)
=

ϕE (k2)∑
l=0

∑
k: l=ϕE (k)

hk −
ϕE (k1)∑
l′=0

∑
k′: l′=ϕE (k′)

hk′

round
(
aHk2 + b

) − round
(
aHk1 + b

)

≈

k2∑
k=0

hk −
k1∑

k′=0

hk′(
aHk2 + b

) − (aHk1 + b
)

=
Hk2 − Hk1

a
(
Hk2 − Hk1

) = 1
a
. (7)

Hence, the slope of HE is approximately constant similar
to that of the cumulative histogram of strictly equalized his-
togram.

In general, the intensity transformation in (4) is a many-
to-one mapping, and as long as it is not a one-to-one map-
ping, hE includes 0 as described in (5). Therefore, the his-
togram obtained by histogram equalization frequently be-
come sparse.

3. Histogram Interpolation
In the above section, we showed that the equalized his-
togram hE frequently includes 0 elements. The succes-
sive occurrence of 0 elements in hE can lead to discontinu-
ous tone which may cause false contours in the histogram-
equalized image GE . In this section, we propose three his-
togram interpolation methods for replacing the 0 elements
with positive values: piecewise-constant, piecewise-linear
and local min-max interpolations, which will be described
in the following subsections.

3.1 Piecewise-Constant Interpolation Let hPC =

[hPC
0 , h

PC
1 , . . . , h

PC
L−1] be an interpolated histogram which is

initialized by hE : hPC = hE . Then, for l = L−2, L−3, . . . , 0
in this order, we update the values of hPC

l as follows:

hPC
l =

{
hPC

l+1, if hPC
l = 0,

hPC
l , otherwise. (8)

The resultant hPC becomes piecewise-constant histogram
because a non-zero element hPC

l+1 is repeatedly copied to suc-
cessive 0 elements neighboring to the left side.

3.2 Piecewise-Linear Interpolation Let hPL =

[hPL
0 , h

PL
1 , . . . , h

PL
L−1] be the resultant histogram of piecewise-

linear interpolation for hE . Then the lth element hPL
l is given

by

hPL
l =


(lRT − l)hE

lLT + (l − lLT )hE
lRT

lRT − lLT , if hE
l = 0,

hE
l , otherwise,

(9)

where

lLT = max
l′

{
l′ | l′ < l, hE

l′ , 0
}
, (10)

lRT = min
l′

{
l′ | l′ > l, hE

l′ , 0
}
. (11)

3.3 Local Min-Max Interpolation In many cases,
the above two methods work well. However, if there are big
gaps and impulsive elements in the equalized histogram hE ,
then the two methods can change the shape of histogram
largely from that of hE . As a result, the resultant image
may be contradictory to the original image. We found such
examples in our experiments. For those images, in this sub-
section, we propose a local min-max interpolation method
as follows.

Let hMM = [hMM
0 , hMM

1 , . . . , hMM
L−1 ] be the resultant his-

togram of local min-max interpolation for hE . Then we first
compute an intermediate histogram hU = [hU

0 , h
U
1 , . . . , h

U
L−1]

of which the lth element hU
l is given by

hU
l = max

{
hE

l−1, h
E
l , h

E
l+1

}
, (12)

where we define that hE
−1 = hE

L = −∞. Next, we compute
hMM of which the lth element hMM

l is given by

hMM
l = min

{
hU

l−1, h
U
l , h

U
l+1

}
, (13)

where we define that hU
−1 = hU

L = ∞.
The above histogram modification is local because (12)

and (13) look both adjacent elements only. Therefore, this
modification preserves the original shape of histogram bet-
ter than piecewise-constant and piecewise-linear interpola-
tions.

4. Histogram Specification
In this section, we describe the procedure of histogram
specification using the above interpolated histograms as the
target histograms.
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Let hX = [hX
0 , h

X
1 , . . . , h

X
L−1] be one of the above three

interpolated histograms, i.e., X ∈ {PC, PL,MM}, and let
HX = [HX

0 ,H
X
1 , . . . ,H

X
L−1] be the cumulative histogram of

hX . Then the lth element HX
l of HX is given as HX

l =∑l
l′=0 hX

l′ . Let GX = [gX
i j] be the output image of the his-

togram specification with hX . Then the pixel values of GX

are given by

gX
i j = arg min

l

{∣∣∣HL−1HX
l − HX

L−1Hgi j

∣∣∣} (14)

for i = 1, 2, . . . ,m and j = 1, 2, . . . , n.

5. Image Quality Measures

In this section, we briefly summarize three image quality
measures used in our experiments.

5.1 Expected Measure of Enhancement by Gradient
Expected measure of enhancement by gradient (EMEG)
proposed by Celik [5] is defined by

EMEG(G) =
1

MN

M∑
I=1

N∑
J=1

1
β

max

 Gdx,h
I,J

Gdx,l
I,J + ϵ

,
Gdy,h

I,J

Gdy,l
I,J + ϵ

 ,
(15)

where Gdx,h
I,J (Gdy,h

I,J ) and Gdx,l
I,J (Gdy,l

I,J ) are the maximum and
minimum values of absolute valued derivatives in horizontal
(vertical) direction of w1 × w2 sub-block GI,J of an image
G, β = L − 1, and ϵ is a positive constant. We set ϵ =
1, w1 = w2 = 8, M = fix(m/w1) and N = fix(n/w2) where
fix denotes a function for rounding toward zero. The larger
EMEG is, the higher the image quality is.

5.2 Gradient Magnitude Similarity Deviation Gra-
dient magnitude similarity deviation (GMSD) proposed by
Xue et al. [6] is defined by

GMSD(G,G′) =

√√
1

mn

m∑
i=1

n∑
j=1

(
GMSG,G′

i j − GMSMG,G′
)2
,

(16)

where GMSMG,G′ denotes the average of GMSG,G′
i j which is

the value of GMS map at (i, j) defined by

GMSG,G′
i j =

2mG,i jmG′,i j + c

m2
G,i jm

2
G′,i j + c

, (17)

where mG,i j and mG′,i j denote the gradient magnitudes of
G and G′ at (i, j), respectively, and c is a positive constant
for numerical stability. The lower value of GMSD means
higher image quality.

5.3 EMEG over GMSD EMEG over GMSD pro-
posed by Yu et al. [3] is defined by

E/G(G,G′) =
EMEG(G′)

GMSD(G,G′)
. (18)

The larger E/G is, the higher the image quality is.

(a) Original (Girl) (b) HE

(c) Piecewise-const. (d) Piecewise-linear

Figure 1: Example of image contrast enhancement.

6. Experimental Results
In this section, we show experimental results with grayscale
images in the SIDBA standard image database [7]. First, we
show an example of contrast over-enhancement by HE and
its suppression by the proposed piecewise-constant and -
linear interpolation methods. Next, we show another exam-
ple of contrast over-enhancement still existing after the ap-
plication of the piecewise-constant and -linear interpolation
methods and its suppression by the local min-max interpo-
lation method. After that, we will show the results of quan-
titative evaluation of the quality of enhanced images based
on image quality measures described in the above section.

6.1 Suppressing Over-Enhancement in HE Fig. 1
shows an example of contrast enhancement, where we se-
lected a grayscale image of Fig. 1(a) as an input image
from the SIDBA standard image database [7]. Fig. 1(b)
shows the result of histogram equalization (HE), which en-
hances the contrast excessively. For example, the zoomed
regions of wall behind the girl (the region is surrounded
by a red frame in Fig. 1(a)) corresponding to the images
in Fig. 1 are shown in Fig. 2, where random noise is en-
hanced by false contouring effect. Figs. 1(c) and (d) show
the results of the proposed piecewise-constant and -linear
interpolations, respectively, both of which suppress the con-
trast over-enhancement caused by HE. The corresponding
zoomed parts are shown in Figs. 2(c) and (d), where the
random noise is not so noticeable as it in Fig. 2(b).

Figs. 3(a) and (b) show the histograms of Figs. 1(a) and
(b), respectively, where the vertical and horizontal axes de-
note the number of pixels and the intensity, respectively.
Fig. 3(b) given by HE is not equalized in a strict meaning,
but the cumulative histogram is approximately linearized or
the slope of the cumulative histogram is approximately con-

IIAE Journal, Vol.4, No.1, 2016
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(a) Original (b) HE

(c) Piecewise-const. (d) Piecewise-linear

Figure 2: Zoomed partial images.
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Figure 3: Histograms.

stant as shown in Section 2. Fig. 3(b) has many bins of 0, the
existence of which means that there are gaps in continuous-
tone in Fig. 1(b). Figs. 3(c) and (d) show the interpolated
histograms of hE in Fig. 3(b) by the piecewise-constant and
-linear interpolation methods, respectively. In the interpo-
lated histograms, 0-valued bins are filled with non-zero val-
ues by piecewise-constant and -linear interpolations. These
histograms are used for target ones in the histogram spec-
ification method described in Section 4, and the resultant
images are shown in Figs. 1(c) and (d).

6.2 Suppressing Over-Enhancement in Piecewise-
Constant and -Linear Interpolations The above
piecewise-constant and -linear interpolation methods can
alleviate the over-enhancement of contrast in HE well in
many cases. However, in our experiments, we found some
exceptions, for which the two methods still over-enhanced
the contrast, and we applied the local min-max interpolation
method to such images to suppress the over-enhancement.

Fig. 4 shows such an example, where Figs. 4(a) and (b)

(a) Original (Building) (b) HE

(c) Piecewise-const. (d) Piecewise-linear

(e) Local min-max

Figure 4: Example of image contrast enhancement.

show the original image and the resultant image of HE,
which enhances the contrast well. On the other hand, the
piecewise-constant and -linear interpolation methods en-
hance the contrast excessively as shown in Figs. 4(c) and
(d), respectively, where we can see the intensity saturation
on the holey wall of the building and the leaves of trees.
Fig. 4(e) shows the result of the proposed local min-max in-
terpolation method, where the over-enhancement is avoided
successfully, and the contrast is improved compared with
Fig. 4(b), e.g., the inside of the first floor of the building
can be seen in Fig.4(e) better than Fig. 4(b).

Fig. 5 shows the histograms of the images in Fig. 4.
Fig. 5(a) shows the original histogram which has a big im-
pulsive element at 255 on the horizontal axis. Fig. 5(b)
shows the histogram given by HE which generates a big
gap or 0-valued bins between 237 and 254 on the horizontal
axis, and also has the impulsive element as well as Fig. 5(a).
The results of histogram interpolation for Fig. 5(b) are
shown in Fig. 6, where the equalized histograms are denoted
by green lines, and the interpolated histograms are denoted
by red lines. The piecewise-constant and -linear interpola-
tions fill the gap between 237 and 254 with large values as

IIAE Journal, Vol.4, No.1, 2016
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(a) Original (b) HE

(c) Piecewise-const. (d) Piecewise-linear

(e) Local min-max

Figure 5: Histograms.

(a) Piecewise-const. (b) Piecewise-linear

(c) Local min-max

Figure 6: Histogram interpolation.

shown in Figs. 6(a) and (b), respectively. As a result, the
shapes of histograms are largely altered by those two meth-
ods. On the other hand, as we can see in Fig. 6(c), the lo-
cal min-max interpolation preserves the gap after the inter-
polation procedure. The resultant histograms after the his-
togram specification with the target interpolated histograms
in Figs. 6(a)-(c) are shown in Figs. 5(c)-(e), respectively,
where Figs. 5(c) and (d) have relatively large values in the
interval between 237 and 254 where the gap existed in the
equalized histogram (Fig. 3(b)), that indicates the occur-
rence of the intensity saturation in Figs. 4(c) and (d). On the
other hand, Fig. 5(e) preserves the gap, that indicates that
the local min-max interpolation method can avoid the in-
tensity saturation or the contrast over-enhancement caused
by the piecewise-constant and -linear interpolations.

Table 1 shows the CPU time for the compared four meth-

Table 1: CPU time (ms).
HE Piece.-const. Piece.-linear Local min-max
41 42 41 41

ods, which spent almost the same time. Therefore, the pro-
posed methods are computationally efficient as well as HE
is. In Table 1, each value is an average value over the twelve
images for processing a 256 × 256 pixel image. We per-
formed the experiments using C++ and Visual Studio 2015
IDE on an Intel Core i5-4590 CPU@3.30GHz machine.

6.3 Image Quality Evaluation In this subsection, we
show the results of the quantitative evaluation of image
quality by using three image quality measures described in
Section 5.

Fig. 7 shows the results of image contrast enhancement
with the SIDBA standard image database [7]. The first row
in Fig. 7 shows the original images, which are enhanced by
HE as shown in the second row, where some images are
enhanced excessively, for example, the wall of cabin in im-
age ‘Boat’ become difficult to see the details. The third and
fourth rows show the results of the piecewise-constant and -
linear interpolations, which suppress the over-enhancement
observed in most of the images in the second row, for exam-
ple, the contrast deterioration in ‘Boat’ of the second row is
avoided in the third and fourth rows. However, ‘Lighthouse’
is over-enhanced in the third and fourth rows similarly to the
example of ‘Building’ in Fig. 4. The lowest fifth row shows
the results of the local min-max interpolation, which sup-
presses the over-enhancement in ‘Lighthouse’, and give a
better result than the other methods.

The above compared methods have both advantages and
disadvantages. To compare the performance of these meth-
ods, we evaluated the image quality measures, the values
of which are collected in Table 2. We enhanced twelve
grayscale images in the SIDBA standard image database [7]
by four methods: HE, piecewise-constant and -linear, lo-
cal min-max interpolations, and evaluated the values of
three image quality measures: EMEG, GMSD and E/G.
The bottom row in Table 2 shows the average values of the
twelve images. For each image and each quality measure,
the largest value among the four methods is indicated in
boldface. For ‘Building’ and ‘Lighthouse’ both of which
are over-enhanced by the piecewise-constant and -linear in-
terpolations, the local min-max interpolation gets the best
GMSD and E/G values as indicated by underlines in Ta-
ble 2.

Among the three image quality measures, GMSD and
E/G require two images G and G′, e.g., an original and the
processed images, for computing their values as shown in
(16) and (18). Therefore, we cannot compute their values
before processing a given image. On the other hand, EMEG
can be computed for one image G before the processing as
shown in (15). Therefore, we can compute the EMEG val-
ues for original images, however, they are omitted for sim-
plicity in Table 2.

The number of the highest values indicated in boldface
in Table 2 for each method is shown in Fig. 8, where the

IIAE Journal, Vol.4, No.1, 2016
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Airplane Barbara Boat Bridge Cameraman Lax Lena Lighthouse Text Woman
Figure 7: Contrast enhancement results. The top row shows the original images from SIDBA [7], and the second to fifth rows
show the output images by HE, piecewise-constant, -linear interpolations and local min-max interpolation, respectively.

Table 2: The values of image quality measures.
Images EMEG GMSD E/G

HE Const. Linear Min-max HE Const. Linear Min-max HE Const. Linear Min-max
Airplane 0.3782 0.2611 0.2618 0.3834 0.2079 0.1149 0.1169 0.2353 1.8191 2.2727 2.2403 1.6292
Barbara 0.2740 0.255 0.255 0.2547 0.0404 0.0221 0.0222 0.0228 6.7873 11.540 11.48 11.181

Boat 0.4182 0.2804 0.2818 0.4394 0.2119 0.1356 0.1367 0.2336 1.9736 2.0669 2.0618 1.8809
Bridge 0.4612 0.3704 0.3721 0.5110 0.0556 0.0112 0.0096 0.0996 8.2985 33.155 38.7646 5.1308

Building 0.3194 0.3693 0.3705 0.2702 0.0738 0.1499 0.1734 0.0440 4.3281 2.4628 2.1368 6.1473
Cameraman 0.2808 0.3111 0.3130 0.2592 0.1167 0.1140 0.1150 0.1519 2.4069 2.7301 2.7216 1.7067

Girl 0.2466 0.1938 0.1939 0.2628 0.1409 0.0602 0.059 0.1758 1.7497 3.2189 3.2846 1.4947
Lax 0.6473 0.5632 0.5648 0.6222 0.1619 0.0671 0.0669 0.1899 3.9986 8.3901 8.4374 3.2768
Lena 0.2537 0.2295 0.2295 0.2317 0.0650 0.0330 0.0332 0.0348 3.9062 6.9466 6.9102 6.6646

Lighthouse 0.3848 0.4220 0.4372 0.3234 0.090 0.1727 0.2189 0.0413 4.2736 2.4432 1.9978 7.8330
Text 0.4101 0.5037 0.6053 0.3901 0.1716 0.1748 0.2636 0.1860 2.3896 2.8814 2.2965 2.0969

Woman 0.2869 0.2690 0.2721 0.2692 0.1171 0.0692 0.0704 0.0699 2.4506 3.8886 3.8655 3.8530
Average 0.3634 0.3357 0.3464 0.3514 0.1211 0.0937 0.107 0.1237 3.6985 6.8330 7.1833 4.4079

vertical and horizontal axes denote the number of the high-
est values and the compared methods, respectively. The
proposed three histogram interpolation methods achieved
larger numbers in the vertical axis than HE. This result
demonstrates the effectiveness of the proposed histogram
interpolation methods.

There can be several methods for selecting one of the
three proposed histogram interpolation methods. For ex-
ample, one candidate is to select one of the three methods
interactively on the basis of the shape of the equalized his-
togram of an input image. If there are big impulsive ele-
ments and/or big gaps in the equalized histogram, then we
will select the local min-max interpolation to avoid the con-
trast over-enhancement, or else we will select the piecewise-
constant or -linear interpolation. Another automatic method
is to enhance an input image with the three methods to ob-
tain three enhanced images, and then select the one which
achieves the best value of an adopted image quality mea-
sure.

Figure 8: Number of the highest values in Table 2.

7. Conclusion
In this paper, we proposed three histogram interpolation
methods for over-enhancement-suppressing image contrast
enhancement, and showed that the interpolated histogram
of the equalized histogram of a grayscale image can be used
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for the target histogram of histogram specification method
for appropriate image contrast enhancement. Experimen-
tal results demonstrated the effectiveness of the proposed
methods visually and numerically.

In the future work, we would like to apply the proposed
methods to color image contrast enhancement incorporating
gamut problems.
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