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Abstract. We revisit the local stability, to three-dimensional disturbances, of rotating flows with circular streamlines, whose rotation axis executes constant precessional motion about an axis perpendicular to itself. In the rotating frame, the basic flow is steady velocity field linear in coordinates in an unbounded domain constructed by Kerswell (1993), and admits the use of the WKB method. For small precession frequency, we recover Kerswell’s result. A novel instability is found at large frequency for which the axial wavenumber executes an oscillation around zero; drastic growth of disturbance amplitude occurs only in an extremely short time interval around the time where the axial wavenumber vanishes. In the limit of infinite precession frequency, the growth rate exhibits singular behavior with respect to a parameter characterizing the tilting angle of the wave vector.
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1. Introduction

The elliptical instability has been established as a universal mechanism for local instability of a rotating flow, with elliptically distorted streamlines, to three-dimensional disturbances of short wavelength. Bayly (1986) revealed that the stability problem of a velocity field linear in coordinates can be reduced to a system of ordinary differential equations. As a consequence, a general solution of the Euler equations linearized in disturbance amplitude is a linear superposition of the Floquet modes, and the growth rate is given by the exponents of a matrix Floquet problem. A through asymptotic analysis was implemented by Waleffe (1990). As an extension of Bayly’s analysis, the geometric optics (WKB) method for time-evolution of localized disturbances on a general flow was developed (Friedlander and Vishik 1991, Lifschitz and Hameiri 1991) and now becomes a standard tool for studying local stability. A stability criterion is supplied by the solution of the initial-value problem of a system of the characteristic equations.

The stabilizing and destabilizing effect of the Coriolis force on the elliptical instability was studied for the case of the axis of the rotating frame being parallel to the vorticity vector of the basic flow relative to it, (Craik 1989, Miyazaki 1993, Fukumoto and Miyazaki 1996).

Understanding of response of rotating flows to precession has attracted attention from the viewpoints of planetary flows, dynamo and stability of spinning spacecraft containing a liquid (Meunier et al. 2008). In case the precession axis is perpendicular to the rotating axis of the basic flow, there are two types of precessing flows, with velocity field linear in coordinates and with streamlines of the relative flow projected to the plane normal to the rotation axis being of circular shape (Kerswell 1993, Mahalov 1993). In the rotating frame, these flows are realizable as a steadily rotating flow, subjected to the external Coriolis force, imposed by linear straining field of different types. The local stability of one of these flows was examined by Kerswell (1993), under the restriction that the precession frequency $\epsilon$ is small in magnitude compared with the angular velocity of the main rotation. Mahalov (1993) addressed the global stability of the other flow, under the same restriction, and clarified occurrence of parametric resonance instability between Kelvin waves whose azimuthal wavemumber are separated by one. The local stability of the latter flow, which corresponds to the short-wave limit of the global stability, was examined by Me Me Naing and Fukumoto (2009). The both flows suffer from the local instabilities of precession origin, and the growth rate takes the common value of $5\sqrt{15}|\epsilon|/32$. Me Me Naing and Fukumoto (2009) investigated a combined influence of the Coriolis force and linear straining field, and found that the growth rate is larger for the case of precession about the minor axis than for that about the major axis. An asymptotic analysis was carried through with use of Mathieu’s method (Ince 1956) as applied to the reduced system built in the framework of Bayly et al. (1996).

In the absence of the elliptical straining field, the both flows are exact solutions of the Euler equations and of the Navier-Stokes equations as well. Me Me Naing and
Fukumoto (2009) further entered into the regime of large precession angular frequency for Mahalov’s flow, and uncovered a new instability mechanism; the most unstable mode occurs when the wave vector is perpendicular to the rotating axis of the flow and its growth rate coincides with the angular velocity of the flow rotation.

This paper focuses on Kerswell’s flow and, in particular, on the local stability at large precession frequencies. If the geometric optics approximation is applied to Kerswell’s flow, depending on the precession frequency and the initial tilting angle of the wave vector, there may emerge moments of vanishing axial component of the wave vector, at which the reduced equations obtained by the dependent-variable transformation of Bayly et al. (1996) break down. In such a case, we cannot use the reduction method in order to grasp stability characteristics for a wide parameter range. Concomitantly with this breakdown, a novel feature of the instability, which exhibits a marked difference from the case of Mahalov’s flow in the limit of high precession frequency, shows up. Numerical calculation shows that, at the large value of precession frequencies, the growth rates are different between Mahalov’s and Kerswell’s flows. The growth rate of Kerswell’s flow is larger, though evaluation of the high precession-frequency limit is not as yet completed. The way of disturbance amplification is entirely different. Disturbances on Mahalov’s flow exhibit smooth exponential growth in time. A distinguishing feature of the instability of Kerswell’s flow is that explosive amplification of disturbances takes place only in an extremely short time interval about the moment of vanishing axial wavenumber, being possibly a new type of instability.

The reduction method is feasible for small values of precession frequency and for the tilting angle of the wave vector away from $\pi/2$. We corroborate the instability result by Kerswell (1993) by applying Mathieu’s method to the reduced Floquet problem. After stating a brief formulation of the WKB method and writing down the characteristic equations, along with the reduced ones, applicable for flows in a rotating frame in §2, we start with the local stability analysis for slow precession. By numerical calculation and an asymptotic analysis, we recover Kerswell’s result and extend the asymptotic expansions. Section 4 makes an excursion to fast precession and manifest the new instability mechanism prevailing rotating flows for which axial wavenumber passes through zero in a period. Section 5 makes a comparison of Kerswell’s with Mahalov’s flows. The last section (§6) is devoted to an overview of and discussions on the results.

2. Formulation and WKB characteristic equations

Let us consider a precessing rotating flow, of infinite expanse, whose velocity field is linear in coordinates, with angular velocity equal to unity, and whose rotating axis itself is rotated about an axis perpendicular to itself, with angular frequency $\epsilon$. Otherwise stated, we are concerned with local stability of a rotating flow subjected to an external Coriolis force.

We choose, as the basic state relative to the rotating frame, $\mathbf{U}(x, y, z) = (-y, x - 2\epsilon z, 0)$, the same one analyzed by Kerswell (1993). The flow is rotating about the $z$-axis
which is itself rotating at constant angular velocity \( \epsilon \) about the \( x \)-axis. The precessional angular velocity is written vectorially as \( \Omega = (\epsilon, 0, 0) \). The basic flow is an exact solution of the Euler and even of the Navier-Stokes equations, augmented by the Coriolis force, for an arbitrary value of \( \epsilon \). We pose no restriction on \( \epsilon \). Calculation is made of the growth rate of three-dimensional disturbances of infinitesimal amplitude for both small and large values of precession frequency \( |\epsilon| \). The emphasis is put on a demonstration of instability for large values \( |\epsilon| \), the other extreme from Kerswell’s result (1993). We assume that the fluid is inviscid and incompressible.

In the rotating frame, the basic rotating axis is maintained at the \( z \)-axis. The pressure varies along the \( z \) axis as \( p = (x^2 + y^2)/2 + 2\epsilon^2 z^2 - 2\epsilon x z \). Incidentally Mahalov (1993) considered the basic flow \( U_{Ma}(x, y, z) = (-y, x, -2\epsilon y) \) for precessing rotating with the same precessional angular velocity \( \Omega = (\epsilon, 0, 0) \). The boundary condition and the imposed far field pressure would select a realizable local field. The local stability of Mahalov’s flow was investigated in our previous investigation (Me Me Naing and Fukumoto 2009).

The disturbance is governed by the Euler equations augmented by the Coriolis force. Owing to the linear dependence, in coordinates, of the velocity profile of the basic flow, we may superimpose the following form of three-dimensional localized disturbance velocity \( u' \) and pressure \( p' \)

\[
[u'(x, t), p'(x, t)] = \exp(ik(t) \cdot x)[a(t), \tilde{p}(t)],
\]

on the basic flow, where \( k(t) \) is the time dependent wave vector (Bayly 1986). We are concerned with amplification or non-amplification of the amplitude \( a(t) \) and \( \tilde{p}(t) \). These are substituted into the Euler equations and terms quadratic in disturbance amplitude are neglected. Then the linearized Euler equations are reduced to a coupled system of ordinary differential equations:

\[
\frac{d\mathbf{k}}{dt} = -D^T \mathbf{k},
\]

\[
\frac{d\mathbf{a}}{dt} = \left( \frac{2kk^T}{k^2} - I \right) D\mathbf{a} - 2 \left( \Omega \times \mathbf{a} - [(\Omega \times \mathbf{a}) \cdot \mathbf{k}] \frac{k}{k^2} \right),
\]

together with the incompressibility condition

\[
\mathbf{k} \cdot \mathbf{a} = 0,
\]

where \( k = |\mathbf{k}| = (k_1^2 + k_2^3 + k_3^2)^{1/2} \), \( I \) is the 3x3 unit matrix, superscript \( T \) stands for taking the transpose, and \( D \) is a 3x3 constant matrix defined by

\[
D = \left[ \frac{\partial U_i}{\partial x_j} \right] = \begin{bmatrix} 0 & -1 & 0 \\ 1 & 0 & -2\epsilon \\ 0 & 0 & 0 \end{bmatrix}.
\]

By using an overdot for differentiation in \( t \), equation (2) is written in component wise
as \((\bar{k}_1, \bar{k}_2, \bar{k}_3) = (-k_2, k_1, 2\epsilon k_2)\) and equation (3) is written as follows:

\[
\begin{bmatrix}
\dot{a}_1 \\
\dot{a}_2 \\
\dot{a}_3
\end{bmatrix} = \frac{1}{k^2} \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{bmatrix} \begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix},
\]

where

\[
A_{11} = 2k_1 k_2, \quad A_{12} = -k_1^2 + k_2^2 + k_3^2 + 2\epsilon k_1 k_3, \quad A_{13} = -6k_1 k_2,
\]

\[
A_{21} = -k_1^2 + k_2^2 - k_3^2, \quad A_{22} = -2k_1 k_2 + 2\epsilon k_2 k_3, \quad A_{23} = 4\epsilon k_1^2 - 2\epsilon k_2^2 + 4\epsilon k_3^2,
\]

\[
A_{31} = 2k_2 k_3, \quad A_{32} = -2k_1 k_3 - 2\epsilon(k_1^2 + k_2^2), \quad A_{33} = -6\epsilon k_2 k_3.
\]

Equation (2) has the following general solution:

\[
k = (\sin \theta \cos t, \sin \theta \sin t, \cos \theta - 2\epsilon \sin \theta \cos t),
\]

where \(\theta\) is a constant close, if \(|\epsilon| \ll 1\), to the inclination angle of the wave vector \(k\) from the rotation \((z-)\) axis. With this form, (3) serves as a matrix Floquet problem. For handling these characteristic equations, it may be expedient to employ variables introduced by Bayly et al. (1996) that reduce equations (2)-(4) to a two-component system of periodic coefficients with period \(2\pi\). We decompose vectors into components in the \(xy\)-plane denoted by subscript \(\perp\) and the scalar component parallel to the \(z\)-axis denoted by subscript \(\parallel\) and write

\[
U = \begin{bmatrix} U_\perp \\ -2\epsilon y \end{bmatrix}, \quad D = \begin{bmatrix} 0 & 0 & 0 \\ 0 & -2\epsilon & 0 \end{bmatrix}.
\]

This decomposition manifests a peculiar feature of the problem by rewriting (2) into

\[
dk_\perp /dt = -D_\perp^T k_\perp + 2\epsilon k_2, \quad dk_\parallel /dt = 2\epsilon \sin \theta \sin t.
\]

The perpendicular component \(k_\perp\) of \(k\) decouples from the parallel component. Notably, the \(z\)-component \(k_\parallel\) of \(k\) varies with time \(t\), unlike the cases so far investigated. This is the source for an unusual behavior of the growing mode at large values of \(|\epsilon|\).

Denote the amplitude of the disturbance vorticity to be \(\mathbf{b} = k \times a\) and introduce new variables

\[
p = \frac{k}{k_\perp} k_\perp \cdot a_\perp, \quad q = \frac{k}{k_\parallel} b_\parallel,
\]

where use has been made of \(k_\perp = |k_\perp|\). As a consequence, (2) and (3) are reduced to

\[
\frac{d}{dt} \begin{bmatrix} p \\ q \end{bmatrix} = \begin{bmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{bmatrix} \begin{bmatrix} p \\ q \end{bmatrix},
\]

where the matrix entries are

\[
L_{11} = \frac{d}{dt} \log \frac{k_\perp}{k} - \frac{4\epsilon k_2 k_3}{k_\perp^2} + \frac{2k_3 k_\perp^2}{k_\perp^2} + \frac{k_3}{k},
\]

\[
L_{12} = \frac{2k_3^2}{k_\perp^2} k_\perp^T \mathcal{H} k_\perp + \frac{2\epsilon k_1 k_3}{k^2},
\]

\[
L_{21} = -\frac{1}{k_3}(2k_3 + 4\epsilon k_4), \quad L_{22} = -\frac{d}{dt} \log \frac{k_\perp}{k},
\]

\[
\mathcal{H} = \begin{bmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]
supplemented by
\[ \mathcal{H} = \mathcal{D}_\perp \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}. \]
The detail of calculation may be referred to Bayly et al. (1996) and Lifschitz (1994).

From equation (7), the magnitude \( k_\perp = |\sin \theta| \) of the horizontal wave vector never vanishes unless \( \theta = 0 \). But the axial wavenumber \( k_\parallel \) passes through zero at the time \( t^* \) when \( \cos \theta - 2\epsilon \sin \theta \cos t^* = 0 \) is satisfied. Given \( \theta \) \((0 \leq \theta \leq \pi)\), this occurs twice per period if \( \epsilon > \cot \theta/2 \). Given \( \epsilon \) of whatever small value in magnitude, \( k_\parallel = 0 \) occurs for \( \theta_c < \theta \leq \pi/2 \) with \( \theta_c \) defined by \( \cot \theta_c = 2\epsilon \). If \( k_\parallel = 0 \), \( L_{11} \) and \( L_{21} \) at least diverge and equation (11) is no longer validated. We have but to appeal to the original system (6) in order to draw stability diagram over a wide range of the parameter space \((\epsilon, \theta)\).

3. Influence of weak precession

This section is concerned with the case of a weak external Coriolis force. The Floquet method is directly applicable to the original equation (6). We apply the Floquet method to the original equation (6) and calculate numerically the stability boundary and contours of the growth rate in the parameter space \((\epsilon, \theta)\).

![Figure 1](image)

**Figure 1.** Contours of the growth rate, in the \((\epsilon, \theta)\) plane, calculated from (6) for small values of \( \epsilon \) \((0 \leq \epsilon \leq 0.3)\). The stability region is marked with S. For given \( \epsilon \), the maximum growth rate is attained at the inclination angle \( \theta \) shown by the dashed line. The boundary curves correspond to \( \sigma = 0 \). The increment of \( \sigma \) between neighboring contours is \( \Delta \sigma = 0.2/2\pi \).

Figure 1 draws the contours of the growth rate for \( \epsilon \leq 0.3 \). The diagram is symmetric with respect to the \( \theta \)-axis \((\epsilon \rightarrow -\epsilon)\). The instability occurs between
the two solid lines. The stability region is marked with S. Three instabilities
regions, emanating from $\theta = \cos^{-1}(1/4), \cos^{-1}(1/2)$ and $\cos^{-1}(3/4)$, are identified. The
uppermost instability band starts from $\theta = \cos^{-1}(1/4)$ ($\theta/\pi \approx 0.41956938$). Given $\epsilon$,
the largest growth rate occurs at the value of the inclination angle $\theta$ in the midway of
the uppermost instability band, which is displayed with the dashed line.

For very small values of $|\epsilon|$, when expanded in powers of $\epsilon$, (11) is approximated by
the Mathieu equation:

$$\ddot{q} + (u + 2\epsilon a_1 \cos t) q = 0,$$

where

$$u(\theta) = 4 \cos^2 \theta, \quad a_1(\theta) = -3 \cos \theta \sin \theta + 8 \cos^3 \theta \sin \theta.$$

We invoke the Mathieu method (Ince 1956) to seek parametric resonance and to calculate
its growth rate. First, we assume the solution of (13) in the following form:

$$q = e^{\sigma t}(... + b_{-\frac{1}{2}} e^{-\frac{1}{2} \sigma t} + b_{\frac{1}{2}} e^{\frac{1}{2} \sigma t} + b_{2} e^{2 \sigma t} ...).$$

With this form, (13) is converted to Hill’s determinantal matrix form:

$$\begin{bmatrix} f_1 & \epsilon a_1 & 0 & 0 \\ \epsilon a_1 & f_2 & \epsilon a_1 & 0 \\ 0 & \epsilon a_1 & f_3 & \epsilon a_1 \\ 0 & 0 & \epsilon a_1 & f_4 \end{bmatrix} \begin{bmatrix} b_{-\frac{1}{2}} \\ b_{\frac{1}{2}} \\ b_1 \\ b_2 \end{bmatrix} = 0,$$

where

$$f_1 = \left( \sigma - \frac{3}{2} \right)^2 + u, \quad f_2 = \left( \sigma - \frac{1}{2} \right)^2 + u,$$

$$f_3 = \left( \sigma + \frac{1}{2} \right)^2 + u, \quad f_4 = \left( \sigma + \frac{3}{2} \right)^2 + u.$$

In the absence of the precession($\epsilon = 0$), the requirement of vanishing determinant of the
matrix in (14) provides the eigenvalues

$$\sigma^2 = - \left( \sqrt{u} \pm \frac{1}{2} \right)^2, - \left( \sqrt{u} \pm \frac{3}{2} \right)^2.$$

When the parameter $|\epsilon|$ is small in magnitude, the instability is possible only around
$u = 1/4$ and 9/4. We consider the effect of the small Coriolis force, to $O(\epsilon^4)$, on $\sigma^2$.

(i) at $u = \frac{1}{4}$ or $\cos \theta = \pm \frac{1}{\sqrt{2}}$, $\sigma^2 = (\epsilon a_1)^2 - \frac{15}{4} (\epsilon a_1)^4$ or $\sigma \approx \frac{5\sqrt{15}}{32} |\epsilon|(1 - \frac{75}{64} \epsilon^2),$

(ii) at $u = \frac{9}{4}$, $\sigma^2 = -\frac{1}{36} (\epsilon a_1)^4$.

The latter indicates neutral stability to $O(\epsilon^2)$. The former is the subharmonic instability,
being the primary mode of precession origin, with $\sigma \approx \frac{5\sqrt{15}}{32} |\epsilon|/32$ at $\cos \theta = \pm 1/4$. Thus
Kerswell’s result (1993) is restored by the asymptotic analysis. In the slow precession
limit, Kerswell’s flow shares the same growth-rate value with Mahalov’s flow (Me Me
Naing and Fukumoto 2009).
Second, we pose an alternative form of the solution of (13) as

\[ q = e^{\sigma t}(\ldots + b_{-2}e^{-2it} + b_{-1}e^{-it} + b_0 + b_1e^{it} + b_2e^{2it} + \ldots). \]

Upon substitution, equation (13) gives way to

\[
\begin{bmatrix}
  h_1 & \epsilon a_1 & 0 & 0 & 0 \\
  \epsilon a_1 & h_2 & \epsilon a_1 & 0 & 0 \\
  0 & \epsilon a_1 & h_3 & \epsilon a_1 & 0 \\
  0 & 0 & \epsilon a_1 & h_4 & \epsilon a_1 \\
  0 & 0 & 0 & \epsilon a_1 & h_5
\end{bmatrix}
\begin{bmatrix}
  b_{-2} \\
  b_{-1} \\
  b_0 \\
  b_1 \\
  b_2
\end{bmatrix} = 0,
\]

where

\[ h_1 = (\sigma - 2i)^2 + u, h_2 = (\sigma - i)^2 + u, \]
\[ h_3 = \sigma^2 + u, h_4 = (\sigma + i)^2 + u, h_5 = (\sigma + 2i)^2 + u. \]

In order for a non-trivial solution \((b_{-2}, b_{-1}, b_0, b_1, b_2) \neq 0\) to be gained, the determinant of the matrix in (15) must be zero. When \(\epsilon = 0\), the eigenvalue \(\sigma\) is obtained at once as

\[ \sigma^2 = -u, -\left(\sqrt{u} \pm 1\right)^2, -\left(\sqrt{u} \pm 2\right)^2. \]

The instability possibly comes out only through \(u = 0, 1\) and 4, when the precession \((\epsilon \neq 0)\) is called into play.

Performing expansions of \(\sigma^2\) in powers of \(\epsilon\) to \(O(\epsilon^4)\), we have

(i) at \(u = 0\), \(\sigma^2 = -2\epsilon^2 - \frac{25}{2}(\epsilon a_1)^4\),

(ii) at \(u = 1\) or \(\cos \theta = \pm \frac{1}{2}, \sigma^2 = \frac{5}{36}(\epsilon a_1)^4\) or \(\sigma \approx \frac{9\sqrt{5}}{32}\epsilon^2\),

(iii) at \(u = 4\), \(\sigma^2 = -\frac{1}{144}(\epsilon a_1)^4\).

It is likely that no instability is admitted at \(u = 0\) and \(u = 4\). The instability is driven only at \(u = 1\) for which \(\cos \theta = \pm 1/2\) or \(\theta = \pi/3\) and \(2\pi/3\), and its growth rate is \(\sigma \approx 9\sqrt{5}\epsilon^2/32\), being of second order in \(\epsilon\). This mode corresponds to the middle instability band issuing from about \(\theta \approx \pi/3\) in figure 1. This band is narrower, with growth rate smaller by an order in \(\epsilon\), than the subharmonic instability band issuing from \(\theta = \cos^{-1}(1/4)\).

4. Influence of strong precession

The method of reducing to the variables to \(p\) and \(q\) gets into trouble when \(k_3\) becomes zero at some moment, in the sense that equation (10) is not invertible for \(a\) and \(b\). For large value of \(|\epsilon|\), \(k_3 = 0\) necessarily occurs and use of the reduced amplitude equation (11) is forbidden, as suggested by divergences of \(L_{11}\) and \(L_{21}\). We have no way but to appeal to the original amplitude equation (6), supplemented by (7).

Figure 2 shows the growth-rate contours calculated from (6) over a wider range of \(\epsilon\) \((0 \leq \epsilon \leq 5)\). As \(|\epsilon|\) is increased, contours become rather involved. Given \(\epsilon\), the maximum value of Floquet exponent, as a function of \(\epsilon\), is shown up to as large as \(\epsilon = 1000\), in figure 3. The angle \(\theta\) at which the maximum exponent is attained is drawn in figure 4.
Figure 2. Contours of the growth rate, in the $(\epsilon, \theta)$ plane, calculated from (6) for a wider range of $\epsilon$ ($0 \leq \epsilon \leq 5$). The stability region is marked with S. The boundary curves correspond to $\sigma = 0$. The increment of $\sigma$ between neighboring contours is $\Delta \sigma = 0.2/2\pi$.

Figure 3. Maximum instability growth rate as a function of $\epsilon$, calculated from (6).

We observe from figure 3 that the maximum growth rate increases monotonically with $\epsilon$ and that it exhibits a tendency of saturation. At this stage, it is hard to conclude whether $\sigma$ tends to a finite value or not in the limit of $|\epsilon| \to \infty$. To have an idea of the amplification of the eigenfunction amplitude, we display, in figure 5, the $x$-component, $a_1(t)(0 \leq t \leq 2\pi)$, of the numerical solution for $\epsilon = 100$ and $\theta = 0.011983\pi$ of the most unstable mode. It is seen from figure 5 that the amplitude grows drastically during a very short time around $t^*$ at which $k_3 = \cos \theta - 2\epsilon \sin \theta \cos t^* = 0$. This occurs at $t^* \approx 4.77601$ being consistent with figure 5.
Figure 4. The inclination angle of maximum instability growth rate as a function of $\epsilon$, calculated from (6).

Figure 5. The $x$ component of the solution of (6) for $\epsilon = 100$ and $\theta = 0.011983\pi$. During in a short time interval $a_1(t)$ growth rapidly.

Figure 6. Close-up view of $a_1(t)$ around $t \approx 1.59493$.

and the other time is $t^* \approx 1.59493$. The same drastic growth around its moment $t^*$ is observed as shown in figure 6.
As is read off from figures 5 and 6, the amplitude grows gradually in almost the whole period except for these short time intervals around \( t^* \). In order to answer the question of whether the growth rate is finite or not, it may suffice to estimate the solution, during the short time range centered on \( t = t^* \). We will make an attempt to estimate the growth rate of the amplitude of the solution, with the aid of numerical results.

Consider the amplitude equations for the time ranges divided into two parts: the almost whole except for short time intervals around \( t^* \) and for the very short time. Since the largest growth rate occurs at \( |\theta| \ll 1 \) for \( |\epsilon| \gg 1 \), during the most of time except around \( t = t^* \), the term proportional to \( \epsilon \sin^2 \theta \) and \( \sin^2 \theta \) are negligibly small compared with \( |k_3| \) and \( |k_3|^2 \), and we may use a simpler version of the amplitude equation as

\[
\begin{bmatrix}
\dot{a}_1 \\
\dot{a}_2 \\
\dot{a}_3
\end{bmatrix} \approx \frac{1}{k_3^2} \begin{bmatrix}
0 & k_3 & 0 \\
-k_3^2 & 2\epsilon k_2 k_3 & 4\epsilon k_3^2 \\
2k_2 k_3 & -2k_1 k_3 & -6\epsilon k_2 k_3
\end{bmatrix} \begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix}.
\]

(16)

The situation is rather subtle when \( t \) comes close to \( t^* \). During the extremely short time around \( t = t^* \), \( |k_3| \) becomes comparable with \( |\theta| \) or even smaller than \( |\theta| \) and therefore we must keep the terms proportional to \( \sin \theta, k_1 k_2, k_1^2 \) and \( k_2^2 \), say, in the amplitude equation. Taking \( \cos \theta \rightarrow 1 \) and \( \sin \theta \rightarrow 0 \), equations (6) and (7) become

\[
\begin{bmatrix}
\dot{a}_1 \\
\dot{a}_2 \\
\dot{a}_3
\end{bmatrix} \approx \frac{1}{k^2} \begin{bmatrix}
0 & k_3 & 0 \\
-k_3^2 & 2\epsilon k_2 k_3 & 4\epsilon k_3^2 \\
2k_2 k_3 & -2k_1 k_3 & -6\epsilon k_2 k_3
\end{bmatrix} \begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix},
\]

(17)

where the modulus of the wave vector is

\[ k^2 = \sin^2 \theta + k_3^2. \]

By taking \( \sin \theta \rightarrow \theta \) for the short moments around \( t^* \), the wave vector becomes

\[
k \approx (\theta \cos t, \theta \sin t, 1 - 2\epsilon \theta \cos t), \]

(19)

\[
k^2 \approx \theta^2 + k_3^2 = \theta^2 + (1 - 2\epsilon \theta \cos t)^2.
\]

(20)

The amplitude equation (17) then gives way to

\[
\begin{bmatrix}
\dot{a}_1 \\
\dot{a}_2 \\
\dot{a}_3
\end{bmatrix} \approx \begin{bmatrix}
\theta^2 & 0 & 0 \\
0 & 4\cos^2 t^* - 2\sin^2 t^* & -2 \\
0 & -2 & 0
\end{bmatrix} \begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix},
\]

(21)

We keep in mind from the definition that \( k_3 = 1 - 2\epsilon \theta \cos t^* \approx 0 \) or \( \cos t^* \approx 1/(2\epsilon \theta) \).

We can make a crude estimate, based on (21), of how the velocity amplitude \( a(t) \) is amplified during the short time interval around \( t = t^* \). Define the local time \( \alpha \) around \( t^* \) by \( t = t^* + \alpha \). Then \( k_3 = 1 - 2\epsilon \theta \cos(t^* + \alpha) \) is expanded in a power series in \( \alpha \) as

\[
k_3 = 1 - 2\epsilon \theta \cos(t^* + \alpha) = 2\epsilon \theta \sin t^* \alpha + \frac{1}{2} \alpha^2 + O(\alpha^3).
\]

(22)

From \( \epsilon \theta \cos t^* = 1/2 \), \( \sin t^* = \sqrt{1 - 1/(4\epsilon^2 \theta^2)} \). The integration range is \( t^* - \delta t < t^* + \alpha < t^* + \delta t \), or \( -\delta t < \alpha < \delta t \), for a short but sufficient time interval \( 2\delta t \) for the drastic amplification process to be completed.
Once the largest eigenvalue $\lambda(t)$ is found, the velocity amplitude is estimated from above as $|\alpha(t)| \leq e^{\int_{t_0}^{t} \lambda(t) dt} |\alpha(0)|$. This rapid amplification takes place at the two short intervals around $t^*$ during one period $T$. To translate this short-time interval analysis into the Floquet exponent, it suffices to calculate

$$\sigma = 2 \int_{-\delta t}^{\delta t} \lambda(t) dt / T,$$

where $\lambda$ is the largest eigenvalue.

In view of equation (21) for $|k_3| \ll \theta$ in the immediate neighborhood of $t = t^*$, the eigenvalue $\lambda(t)$ could be of the same order as

$$\lambda \approx C \frac{|\epsilon| \theta^2}{\theta^2 + k_3^2},$$

for some constant $C$, $C = 2$ say. We retain $k_3 \approx 2 \epsilon \theta \sin t^* \alpha$ to first order in $\alpha$ for $|\alpha| \ll 1$, and evaluate the integral $\int_{-\delta t}^{\delta t} \lambda dt$ in the following way,

$$\int_{-\delta t}^{\delta t} \lambda dt \approx C |\epsilon| \theta^2 \int_{-\delta t}^{\delta t} \frac{d\alpha}{\theta^2 + 4 \epsilon^2 \theta^2 \sin^2 t^* \alpha^2} = \frac{C}{4 |\epsilon| \sin^2 t^*} \int_{-\delta t}^{\delta t} \alpha^2 + \frac{d\alpha}{4 \epsilon^2 \sin^2 t^*}. (25)$$

According to our numerical solution, $\epsilon \theta$, with $\theta$ for the maximum amplification, is some finite value around 3 or 4 in $\sin t^* \approx \sqrt{1 - 1/(4 \epsilon^2 \theta^2)}$, it follows that $1/(4 \epsilon^2 \sin^2 t^*) \ll 1$ for $|\epsilon| \gg 1$. The integral in (25) is evaluated as

$$\int_{-\delta t}^{\delta t} \alpha^2 + \frac{d\alpha}{4 \epsilon^2 \sin^2 t^*} \approx 2 |\epsilon| \pi \sin t^*, (26)$$

for $\delta t \gg 1/(2|\epsilon| \sin t^*)$. Note that $\delta t$ may be very small value for $|\epsilon| \gg 1$. Consequently

$$\int_{-\delta t}^{\delta t} \lambda dt \approx \frac{C \pi}{2 \sin t^*}. (27)$$

As $\sin t^*$ is close to 1, the Floquet exponent could be finite in the limit of $|\epsilon| \rightarrow \infty$.

As an illustration, we choose a large value $\epsilon = 100$, for which $\theta \approx 0.011916 \pi$ for the maximum growth rate as is seen from figure 4. Thus $\epsilon \theta \approx 3.74352$, and, with the choice of $C = 2$ for instance, we have

$$\int_{-\delta t}^{\delta t} \lambda dt \approx 3.19865, \quad e^{\int_{-\delta t}^{\delta t} \lambda dt} \approx e^{3.19865} \approx 24.4995, (28)$$

which is not very different from the numerical solution (figures 5 and 6). The contribution to the Floquet exponent is

$$2 \int_{t^* - \delta t}^{t^* + \delta t} \lambda dt / T \approx (2 \times 3.19865)/2 \pi = 1.01816. (29)$$

This value accounts for a substantial part of the growth rate $\sigma = 1.70144$ for $\epsilon = 100$ (see figure 3).

For reference, we make the estimation of a possible contribution from the term including $k_3$ in eigenvalue $\lambda$ of equation (17),

$$\int_{-\delta t}^{\delta t} \frac{|k_3|}{\theta^2 + k_3^2} d\alpha = 2 \int_{0}^{\delta t} \frac{2 |\epsilon| \theta \sin t^* \alpha}{\theta^2 + 4 \epsilon^2 \theta^2 \sin^2 t^* \alpha^2} d\alpha. (30)$$
After integration, we get
\[
\int_{\delta t}^{\delta t} \frac{|k_3|}{\theta^2 + k_3^2} \, d\alpha = \frac{1}{|\epsilon| \sin \theta t} \log(|\epsilon| \sin t^* \delta t). \tag{31}
\]
This may bring in logarithmic divergence, in \( \epsilon \), of the Floquet exponent. However the relevant contribute would not be equation (31) but \( \int_{-\delta t}^{\delta t} k_3/(k_3^2 + \theta^2) \, d\alpha = 0 \).

5. Comparison with the case of Mahalov’s flow

Let us compare the solution of the amplitude equations of Mahalov’s and Kerswell’s flows for large value of precession frequency \( |\epsilon| \). The numerical computation tells us that, for Mahalov’s flow, we can restrict the inclination angle to \( \theta = 0 \) at which the maximum growth rate is attained in the limit of \( |\epsilon| \to \infty \) (Me Me Naing and Fukumoto 2009). With this restriction, the wave vector and the amplitude equations of Mahalov’s flow approaches, for \( |\epsilon| \gg 1 \).

\[
k = (-2\epsilon, 0, 1), \tag{32}
\]

and
\[
\begin{bmatrix}
\dot{a}_1 \\
\dot{a}_2 \\
\dot{a}_3
\end{bmatrix} \approx \frac{1}{4\epsilon^2} \begin{bmatrix}
0 & 1 & 0 \\
-4\epsilon^2 - 1 & 0 & 2\epsilon(4\epsilon^2 + 1) \\
0 & 2\epsilon & 0
\end{bmatrix} \begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix}. \tag{33}
\]

We exemplify in figure 7 the temporal evolution of \( a_2(t)(0 \leq t \leq 2\pi) \) for the initial condition \( a(0) = (0, 1, 0) \).

![Figure 7. The y component of the solution of equation (33) for \( \epsilon = 100 \) and \( \theta = 0 \).](image)

The solution grows exponentially, in striking contrast with Kerswell’s flow (figures 5 and 6).

To gain an insight into behavior of this simple exponential growth, we deduce the solution of equation (33) for \( |\epsilon| \gg 1 \). In this regime, (33) simplifies to

\[
\begin{bmatrix}
\dot{a}_1 \\
\dot{a}_2 \\
\dot{a}_3
\end{bmatrix} \approx \begin{bmatrix}
0 & 0 & 0 \\
-1 & 0 & 2\epsilon \\
0 & \frac{1}{2\epsilon} & 0
\end{bmatrix} \begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix}. \tag{34}
\]
The general solution of equation (34) is

\[ a_1 = C_1, \quad a_2 = C_2 e^t + C_3 e^{-t}, \quad a_3 = (C_1 + C_2 e^t - C_3 e^{-t})/2\epsilon, \]

where \( C_1, \, C_2 \) and \( C_3 \) are arbitrary constants. This solution indicates that the growth rate is

\[ \sigma = 1. \]  

(35)

We see from figure 7 for \( a_2(t)(0 \leq t \leq 2\pi) \) that the amplitude grows monotonically. By contrast, in the case of Kerswell’s flow, the amplitude grows explosively for very short time intervals around the time of \( k_3 = 0 \) for very small but non-zero \( \theta \) in the limit of \( |\epsilon| \to \infty \) (figures 5 and 6). Here we remark that the growth rate is \( \sigma = 0 \) for \( \theta = 0 \) for the case of Kerswell’s flow. Taking \( \theta = 0 \) for \( |\epsilon| \gg 1 \), equation (7) becomes \( k = (0, 0, 1) \) and equation (6) is written as

\[
\begin{bmatrix}
\dot{a}_1 \\
\dot{a}_2 \\
\dot{a}_3
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
-1 & 0 & 4\epsilon \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix}.
\]  

(37)

The general solution of equation (37) is

\[ a_1 = c_1 \sin t - 4\epsilon c_3, \quad a_2 = c_1 \cos t, \quad a_3 = c_3, \]

where \( c_1, \, c_2 \) and \( c_3 \) are arbitrary constants. This solution indicates that the growth rate is \( \sigma = 0 \). The result of §4 demonstrates that, for \( |\epsilon| \gg 1 \), the behavior of the solution with small but non-zero \( \theta \) is totally different from that with \( \theta = 0 \). The maximum growth rate is discontinuous with respect to \( \theta \) at \( \theta = 0 \) in the limit of \( |\epsilon| \to \infty \).

Mahalov’s and Kerswell’s flows are rotating flows subjected to the same form of precessional perturbation and the difference lies only in the linear shear flow induced by the perturbation. It is revealed that the occurrence of \( k_3 = 0 \) brings about singular behaviour, while that a smooth exponential-type growth is realized in the absence of moments of \( k_3 = 0 \).

6. Conclusion

We have studied the stability of precessing rotating flows with respect to short-wave three-dimensional disturbances by adopting the geometrical optics technique. This technique converts the partial differential equations for linear hydrodynamic stability into a system of ordinary differential equations, or the characteristic equations. There are two steady solutions, Mahalov’s and Kerswell’s flows, linear in coordinates relative to the rotating frame, of the Euler equations for motion of rigid-body rotation subject to precession, of frequency \( \epsilon \), about the axis normal to the axis of rigid-body rotation. For a rotating basic flow with closed streamlines, these equations have coefficients periodic in time, and are amenable to the Floquet theory. The resulting matrix eigenvalue problem has been solved numerically for arbitrary values of \( |\epsilon| \), and asymptotically for \( |\epsilon| \ll 1 \) and for \( |\epsilon| \gg 1 \).
For small values of the precession frequency $|\epsilon|$, the set of the characteristic equations are reduced to the Mathieu equation for any value of $\theta$, the tilting angle of wave vector from the $z$-axis, for Mahalov’s flow and except for values of $\theta$ close to $\pi/2$ for Kerswell’s flow. Although the appearances of Mahalov’s and Kerswell’s flows are different, the growth rate takes a common value $\sigma = 5\sqrt{15}\epsilon/32$, to leading order in $\epsilon$, and the instability of precession origin was identified. We remark that this primary instability mode shares a common mathematical structure also with the curvature instability of a vortex ring (Hattori and Fukumoto 2003, Fukumoto and Hattori 2005). A distinction makes its appearance between Mahalov’s and Kerswell’s flows when we enter into the region of large precessional frequency $|\epsilon|$. For Kerswell’s flow, the growth rate exceeds angular velocity of the basic rotation and increases monotonically with $|\epsilon|$, which surpasses Mahalov’s flows. For the latter, $\sigma = 1$, the angular velocity of the basic flow rotation, in the limit of $|\epsilon| \to \infty$. A novel feature of the disturbance growth for Kerswell’s flow is drastic amplification of disturbance for a very short time around the moment of $k_3 = 0$. This happens to be the reason why the reduction method of Bayly et al. (1996) is permitted.

Recently, global stability analysis has been developed and has been extended to weakly nonlinear regime for the elliptical instability (Mason and Kerswell 1999, Fukumoto et al. 2005, Rodrigues and Luca 2009) and for the precessional instability with no strain (Mason and Kerswell 2002, Meunier et al. 2008). The nonlinear interaction of disturbances, the modification of mean flow by the nonlinear and the boundary layer effects, and the viscous dissipation may significantly alter the evolution of linearly excited waves. The nonlinear excitation of waves via the secondary and the tertiary instability brings in chaotic behavior of rotating flows and in transition to turbulence (Mason and Kerswell 1999, Mason and Kerswell 2002, Fukumoto et al. 2005). This paper suggests a rich behavior of unstable waves on a precessing rotating flow of arbitrary precession frequency, but the knowledge has been limited to the linear, in amplitude, regime. The nonlinear stage of evolution of excited waves calls for an individual investigation.
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