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Abstract— Thispaper proposesan automaticfuzzy sys-
tem design method that uses a Genetic Algorithm and in-
tegrates three design stages; our method deter mines mem-
ber ship functions, the number of fuzzy rules, and therule-
consequent parameters at the same time. Because these
design stagesmay not beindependent, it isimportant to con-
sider them simultaneously to obtain optimal fuzzy systems.
The method includes a genetic algorithm and a penalty
strategy that favors systems with fewer rules. The pro-
posed method is applied to the classic inverted pendulum
control problem and hasbeen shown tobe practical through
a comparison with another method.
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1 INTRODUCTION

Fuzzy systems have become popular components of consumer
products because they are inexpensive to implement, able to
solve difficult non-linear control problems, and exhibit robust
behavior. Designers are especially attracted to fuzzy systems
because fuzzy systems allow them to capture domain knowl-
edge quickly using rules that contain fuzzy linguistic terms.
These attributes allow products with embedded fuzzy systems
to be both cost effective and high performance.

While it is easy to describe human knowledge with fuzzy
linguisticterms, itis not easy to define the terms by membership
functions. In addition, fuzzy system design requires two other
stages: determining the number of rules and determining the
rule-consequent parameters. Some papers propose automatic
methods using neural networks [5, 6, 7, 18], fuzzy clustering
[4], genetic algorithms [8, 9, 10, 11, 12, 14, 16, 17, 22], or
gradient methods[1, 13, 15]. Although these methods produce
systems that perform better than systems designed by humans,
they may be suboptimal because they treat only one or two of
the three design stages.

*The author is a Visiting Industrial Fellow at the University of Califor-
nia at Berkeley and a Senior Researcher for Central Research Laboratories,
Matsushita Electric Industrial Co., Ltd.

1This paper appeared in the Proc. of the 2nd Int’l Conf. on Fuzzy Systems
(FUZZ-IEEE93), Vol.1, pp. 612-617 (1993)

This paper proposes an automatic fuzzy system design
method that uses a Genetic Algorithm and integrates three
design stages; our method determines membership functions,
the number of fuzzy rules, and the rule-consequent parame-
ters at the same time. As a sample fuzzy system, we use the
Takagi-Sugeno-Kang (TSK) fuzzy model [19]. Rules ina TSK
fuzzy model use traditional fuzzy variables for antecedents.
However, the consequent values are computed by summing
weighted combinations of the input values. We have formulated
a TSK fuzzy model representation that parameterizes member-
ship function shape and position and rule-consequent param-
eters. By combining our representation with the target appli-
cation’s boundary conditions, we can represent fuzzy systems
with different numbers of rules. A genetic algorithm operates
on this representation and optimizes the fuzzy system parame-
ters with respect to performance and resource requirements. We
chose a genetic algorithm optimization technique because ge-
netic algorithms because genetic algorithms are robust, search
many points simultaneously, and able to avoid local minima.

In the following sections we briefly review genetic algorithms
and automatic fuzzy system design research. Next we discuss
our TSK fuzzy model, how we incorporated genetic algorithms
into the design process, and parameters of our design method.
We demonstrate our method by deriving a four rule fuzzy system
that balances an inverted pendulum. We conclude by comparing
the performance of our controller with a controller derived by
Another method.

2 REVIEW
2.1 Genetic algorithms

A genetic algorithm is a probabilistically guided optimization
technique modeled after the mechanics of genetic evolution.
Unlike many classical optimization techniques, genetic algo-
rithms do not rely on computing local derivatives to guide the
search process. Genetic algorithms also include random ele-
ments, which helps avoid getting trapped in local minima.
Genetic algorithms explore a population of solutions in paral-
lel. The size of the population is a free parameter, which trades
off coverage of the search space against the time required to
compute the next generation. Each solution in the population is
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coded as a binary string or gene, and a collection of genes forms
a generation. A new generation evolves by performing genetic
operations, such as reproduction, crossover, and mutation, on
genes in the current population and then placing the products
into the new generation.

In a simple genetic algorithm, operations are performed in
the following order; reproduction, crossover, and then muta-
tion. Reproduction involves selecting two parent genes from
the current population. Selection is based probabilistically on
a gene’s fitness value; the higher the fitness of a gene, the more
likely it can reproduce. After selecting two parents, crossover is
performed according to a crossover probability. If crossover is
to be performed, offspring are constructed by copying portions
of parent genes designated by random crossover points (single
point crossover shown in Figure 1). Otherwise, an offspring
copies its entire gene from one of the parents. As each bit is
copied from parent to offspring, the bit has the probability of
flipping, or mutating. Mutation is believed to help reinject any
information that may have been lost in previous generations [3].
Variations of these operators are discussed in [2].

A gene’s fitness is evaluated by decoding the gene’s binary
representation and then passing it through a fitness function.
The fitness function is a means of ranking solutions in the
population and can include penalty terms in addition to raw
performance measures. In our method, we included a penalty
strategy that favors production of systems with fewer mem-
bership functions and rules. More details are given in section
3. (See [3] for extensive discussions on constructing genetic
objective functions.)

2.2 Automatic design of fuzzy systems

Several papers, mentioned in section 1 , have proposed au-
tomatic design methods. Much of the work has focused on
tuning membership functions. For example, [18] uses neu-
ral networks as a membership values generator and [15] treats
fuzzy systems as networks and use back-propagation techniques
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Figure 2: System diagram

to adjust membership functions. Nodes in these networks per-
form parameterized functions. These parameters are tuned by
computing derivatives of the network, with respect to these pa-
rameters, and then back-propagating the error as in traditional
neural networks.

Other methods use genetic algorithms to determine the num-
ber of fuzzy rules [9, 20]. Karr has developed a method for
determining membership functions and number of fuzzy rules
using genetic algorithms [9]. In this paper, Karr’s method first
uses a genetic algorithm to determine the number of rules ac-
cording to a predefined rule base. Following this stage, the
method uses a genetic algorithm to tune the membership func-
tions. Our method differs from Karr’s in that we perform both
operations simultaneously, as opposed to sequentially, and we
include a penalty strategy that favors systems with fewer rules.

Although many of the proposed methods offer an improve-
ment on human designed fuzzy systems, they usually combine
only one or two of the design stages. Because these design
stages may not be independent, it is important to consider them
simultaneously to find the optimal solution.

3 EXPERIMENTAL ENVIRONMENT AND REPRESENTATIONS

The goal of our work is to develop an automatic fuzzy system
design that uses minimal knowledge of the system to be con-
trolled. As a sample fuzzy system, we chose the TSK fuzzy
model, which is widely used in actual applications. In this sec-
tion we first introduce our TSK fuzzy model representation used
in our experiments. Second we present the inverted pendulum
application used to illustrate our technique. Lastly we present
our method for evaluating a fuzzy system’s performance in our
application context. A system diagram showing the relation-
ship between the components discussed in this section is given
in Figure 2.

3.1 Fuzzy system representation for automatic design

We based our fuzzy system on the TSK fuzzy model. In this
model the input variables are traditional fuzzy sets, however
output variables are computed from linear combinations of the
input values. For example, a typical rule ina TSK fuzzy system
might be:
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where w,, are rule-consequent parameters.

The representation we formulated provides the flexibility to
parameterize membership functions, number of fuzzy rules, and
consequent parameters. Each membership function is triangu-
lar and parameterized by left base, right base, and distance from
the previous center point (see Figure 3(a)). By encoding the
centers as a distance from the previous center (the first center
was given as an absolute position) and the base values as the dis-
tance from the corresponding center point (see Figure 3(a)), we
can use the boundary conditions of the application to eliminate
necessary membership functions, which has the direct effect
of eliminating rules. For example, all # membership functions
sets with center positions greater than 90° can be eliminated.

Each membership function requires three parameters, and the
consequent part of each fuzzy rule requires three parameters.
Consider a two dimensional input space: one input dimension
fuzzy-partitioned into ' and the other into n. The number of
membership functions are m + n and the number of rules are
nm. The total number of system parameters is 3(1m—+n)+3mn.

Unlike most other methods, overlap restrictions were not
placed on the sets in our system and the possibility of com-
plete overlap existed (see Figure 3(b)). The final output values
are computed by summing the weighted output of each rule
according to its firing strength.

3.2

For experimental purposes, we applied our method to the in-
verted pendulum problem. The inverted pendulum represents
a classic non-linear control problem that can be described as
the task of balancing a pole on a movable cart. In this simula-
tion, the movement of both the pole and the cart is restricted to
the vertical plane. The state of the system is described by the
pole’s angle and angular velocity (in this simulation, the cart is
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allowed to move infinitely in the left or right direction). The
controller can exert only a constant force on the cart in either
the left or right direction. The objective of the controller is to
balance the pole as quickly as possible (see Figure 2 for system
diagram).

The state equations for the inverted pendulum can be ex-
pressed as [6]:
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where ¢ is 9.8 meters/sec?, m. is the mass of the cart, m is the
mass of the pole, [ is half the length of the pole, and force is
the applied force in Newtons.

In this simulation, the equations of motion are defined by
differential equations. A two-step forward Euler integration
can be used to approximate its state at ¢ + h:

h h
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where h is the time step.

3.3 Evaluating fuzzy system performance

Unlike the fuzzy system representation, the evaluation function
relies directly on the application. In this experiment, the func-
tion must be capable of ranking the fuzzy systems in the context
of the inverted pendulum task. The objective of controlling an
inverted pendulum is to balance it in the shortest amount of
time for a wide range of initial conditions. To evaluate our
fuzzy systems, we tried the fuzzy system on the inverted pen-
dulum starting with eight different initial conditions (positions
of Table 1 and their symmetric positions). Each trial terminated
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under one of the following three conditions: either the pole fell
over, time expired, or the system balanced the pole (using some
epsilon criteria). Depending on the termination condition, we
scored a trial in the following manner (see Figure 5):

a1 tmaz — tena) + agreward (1)
reward (2)

b- tend (3)

score(tend) =

where ay, ap, band reward are constants, and (1) pole balanced,
(2) tinaw = tend, and (3) pole fell over (|#] > 90°).

The general idea is that if the system balances the pole, a
shorter time is better than a longer time. If the pole falls over,
we recognize potential success and credit the system according
to the time it kept it from falling. We then added additional
terms to consider steady state error and to penalize systems
according to the number of rules in the system. The resulting
fitness score for one trial was computed as follows:

(SCOTeraw (tend) +c Z(t)end |6f |)
number of rules + offsetyjes

score(tend) =

The steady state error was a simple summation of the pole an-
gle displacement and weighted with constant ¢. The offsetyyjes
parameter controls the degree of penalty for number of rules.
The scores from the eight trials were accumulated to form a
composite score, which was used as a controller’s overall fit-
ness. We varied the offsetyes parameter in our experiments and
results are discussed in section 6.

4 INCORPORATING GENETIC ALGORITHMS INTO Fuzzy
SYSTEM DESIGN

To incorporate genetic algorithms into fuzzy system design, we
must find a suitable genetic coding and determine a method
to evaluate its fitness. An evaluation method was discussed in
section 3.3 and can be used directly to determine fitness values.
To address the coding problem, we first define a chromosome

center left base right base
| 10100110 | 10011000 | 01011000 |
membership function chromosome (MFC)

w1 w) w3
| 10100110 | 10011000 | 01011000 |
rule-consequent parameters chromosome (RPC)

Figure 6: Composite chromosomes

as a set of parameters that represent a higher level entity, such
as a membership function or rule-consequent parameters set
(see Figure 6). By linking these chromosomes together, we
can form the entire fuzzy system representation (see Figure 7).
In our experiments, all parameter values are encoded as 8 bit
numbers.

The maximum number of fuzzy sets per input variable was
set to ten in our experiments. This limit was set through ex-
perience with the inverted pendulum application. Because we
included a penalty strategy that involves the number of rules,
setting this number is not so critical. There is no danger in
setting this to an arbitrarily large number (with the exception of
consuming excessive computing resources). The resulting ge-
netic representation for fuzzy systems used in our experiments
consisted of 360 parameters or 2880 bits (see Figure 6 and 7).

5 EXPERIMENTAL RESULTS

Our method combines a genetic algorithm, a penalty strategy,
and unconstrained membership function overlap to automati-
cally design fuzzy systems. In this section, we present results
of our method applied to the inverted pendulum problem.

In our experiments, we used a genetic algorithm with two-
point crossover and mutation operators. Population size was
set to 10 and crossover and mutation probabilities were 0.6
and 0.0333 respectively. We also used an elitist strategy in
which the member with the highest fitness value automatically
advanced to the next generation. All members were initialized
with random values in most experiments. In some experiments
we used apriori knowledge to initialize one member of the
population with seven uniformly spaced fuzzy sets for both ¢
and 66/ét. Each of its 49 rules were initialized with w; =
wy = 0 and w3 equal to a value computed using the center
points of the antecedent membership functions and the control
law: force = ¢y sin(f) + e 22

The automatic design process was initiated by first setting
the offsetyyes parameter and then letting the genetic algorithm
generate 5000 generations of solutions. The best solution was
kept and the rest were discarded. In one experiment with the
offsetryes parameter set to 100, the method produced a sym-
metric system with only four rules. Figure 8 shows the fitness
level as a function of generation for this experiment comparing
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Table 1: Initial conditions of pendulum
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Figure 8: Fitnessvs. generation: (a) symmetric rules + heuristic
initialization, (b) symmetric rules + random initialization, (c)
asymmetric rules + heuristic initialization, and (d) asymmetric
rules + random initialization.

combinations of heuristic initializationand structural symmetry
constraints. Figures 9 and 10 show trajectory plots for several
initial conditions using this system. The symmetric rules are:
IF6is A; and % is B; THEN Yy = wyf + wzl'% + ws;,

where i = 1 ~ 4. The obtained parameters in four conse-
quent parts were (ws;, wy;, ws;) = (0.44, 1.02, -31.65), (1.54,
-0.61, -30.14), (1.54, -0.61, 30.14), and (0.44, 1.02, 31.65).
The obtained triangular membership functions, A; and B; were
Ay = A3 = {-119.65, -62.12, 4.59}, A, = A4 = {-4.59, 62.12,
119.65}, By = B; = {-219, -1.99, 238.56}, and B, = By =
{-238.56, 1.99, 219.64}.

6 DISCUSSION

Our results show that our proposed fuzzy system design method
can automatically determine fuzzy system membership func-
tions, number of rules, and consequent parameters simulta-
neously. In one experiment, the resulting system balanced a
pendulum for all initial angles in about 0.4 seconds. This per-
formance compares favorably with a system produced by Jang
[6, 7]. Both methods produce fuzzy systems that have four
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rules, however our system automatically determines the num-
ber of rules while Jang sets the rule number by hand.

Although the inverted pendulum involved only two input and
one output variable, our design method can be extended to
handle problems of higher dimension. The mechanics of the
genetic algorithm remains unchanged, only the fitness function
evaluation changes.

In our experiments we also found that the time to find a solu-
tion that balances all initial conditions was not correlated with
the rule penalty weight. In some cases, the experiments with
higher rule penalty settings found solutions before experiments
with lower penalties settings. This may be due to initial con-
dition effects due to the small population or due to the nature
of the application. The sensitivity of our method to penalty
settings must be studied in more detail.

A large percentage of the computing resources is devoted to
evaluating population members simulating the pendulum. The
time to perform the genetic operations is small compared to
time to simulate the pendulum under the eight different initial
conditions. If the epsilon criteria for determining whether the
pendulum was balanced were relaxed, some trials might require



fewer time steps.

7 CONCLUSIONS AND FURTHER RESEARCH

We have proposed a method for automatically designing com-
plete fuzzy systems. Our method uses a genetic algorithm
and a penalty strategy to determine membership function shape
and position, number of fuzzy rules, and consequent parame-
ters simultaneously. Our experimental results demonstrate the
practicality of our method, by producing systems that perform
comparably to a system produced by another method.

Other extensions to this work that need to be explored include
applying this method to more complex tasks, directly comparing
results with a sequential method, applying this method to other
types of fuzzy systems, and eliminating unnecessary rules by
considering overlap.
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