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## Chapter 1

## Introduction

The dissipative structure of symmetric hyperbolic systems

$$
A^{0}(u) u_{t}+\sum_{j=1}^{n} A^{j}(u) u_{x_{j}}+L(u) u=0
$$

which include the discrete velocity model of the Boltzmann equations, and symmetric hyperbolicparabolic systems of conservation laws

$$
A^{0}(u) u_{t}+\sum_{j=1}^{n} A^{j}(u) u_{x_{j}}+L(u) u=\sum_{j, k=1}^{n} B^{j k}(u) u_{x_{j} x_{k}},
$$

which include the compressible Navier-Stokes equations, was completely characterized by the stability condition called the Shizuta-Kawashima condition (see [58, 67]), which gives us the asymptotic stability result and the explicit rate of convergence: if the degenerate dissipation matrix $L$ is symmetric, Y. Shizuta and S. Kawashima designed the compensating matrix $K$ to capture the dissipation of systems over the degenerate kernel space of $L$.

Now we are concerned with the dissipative structure and asymptotic behavior of these systems that abound in great interests.

In order to investigate the dissipative structure, which is the key concept to consider the stability for $t \rightarrow \infty$, we define dissipativity or strict dissipativity by using the eigenvalue $\lambda=\lambda(i \xi)$ of each system as follows:

Definition 1.0.1 (Dissipative structures: Key to the stability for $t \rightarrow \infty$ ). Let $\lambda=$ $\lambda(i \xi)$ be the eigenvalue. Then "dissipativity" or "strict dissipativity" is defined by $\lambda$, which characterises the dissipative structures as follows, respectively:

- Dissipativity: $\operatorname{Re} \lambda(i \xi) \leq 0$ for any $\xi$.
- Strict dissipativity: $\operatorname{Re} \lambda(i \xi)<0$ for any $\xi \neq 0$.

Moreover, in order to discuss strict dissipativity in detail, we characterize it by introducing the following inequality of Type $(p, q)$ :

Definition 1.0.2 (Strict dissipativity of Type $(p, q)$ ). We define strict dissipativity as the following inequality of Type $(p, q)$ :

$$
\operatorname{Re} \lambda(i \xi) \leq-\frac{c|\xi|^{2 \mathbf{p}}}{\left(1+|\xi|^{2}\right)^{\mathbf{q}}},
$$

where $c$ is a constant.
Y. Shizuta and S. Kawashima concluded that the dissipative structure of symmetric hyperbolic systems or symmetric hyperbolic-parabolic systems could be characterized as Type ( 1,1 ) in their general theory.

Recentry, however, we found some physical models to which the general theory of dissipative structure could not be applicable. Moreover, it has been shown that the dissipative structures of these systems are very different from that obtained in the general theory as follows:

| Dissipative structure | Type $(p, q)$ | Examples |
| :---: | :---: | :--- |
| General theory | $\mathbf{p}=\mathbf{1}, \mathbf{q}=\mathbf{1}$ | Boltzmann equations, |
|  |  | Compressible Navier-Stokes equations, etc. |
| New dissipativity | $\mathrm{p}=1, \mathrm{q}=2$ | Dissipstive Timoshenko system, |
|  |  | $\mathrm{p}=2, \mathrm{q}=3$ |
|  |  | Euler-Maxwell equations |
|  |  | Timoshenko-Fourier system, |
|  |  | Timoshenko-Cattaneo system, |
|  |  |  |

Inspired by recent concrete examples, such as dissipative Timoshenko systems and compressible Euler-Maxwell equations and so on, the matrix $L$ has the skew-symmetric part and is not symmetric. In this case, the partial positivity on $\operatorname{Ker}\left(L_{1}\right)^{\perp}\left(L_{1}:=\right.$ the symmetric part of $L$ ) is available only. For this problem Y. Ueda, R. Duan and S. Kawashima [64] found a real compensating matrix $S$ to make up the full positivity on $\operatorname{Ker}(L)^{\perp}$. Consequently, they developed decay properties of Type $(1,2)$ with weaker dissipative mechanism. However, it has been an open problem to develop a general way to capture the dissipation of the systems with decay properties of Type $(2,3)$, which is of much weaker dissipativity also in the low frequency region.

Indeed, the new dissipative strudtures are very weak in the high frequency region, which causes regularity-loss in the dissipation terms of the energy estimate and the time decay estimate of the solutions to the linearized system: therefore we call the dissipative structure of Type $(1,2)$ or Type $(2,3)$ regularity-loss type.

The difficulty caused by this fact prevents us from establishing the new method to analyze symmetric hyperbolic systems and symmetric hyperbolic-parabolic systems generally.

### 1.1 Examples of regularity-loss type

Typical examples of the models which have the dissipative structures of regularity-loss type are the Timoshenko system, which describes the vibration of the beam, and the EulerMaxwell system, which describes the plasma phenomenon. In this section, we give the short introductions for these systems.

### 1.1.1 Timoshenko system

The original Timoshenko system was first introduced by S.P. Timoshenko (see $[62,63]$ ) as the model system which describes the vibration of the beam called the Timoshenko beam. The Timoshenko beam theory has the advantage of describing not only the transversal movement but also the shear deformation and the rotational inertia effects. He described it in the form

$$
\begin{cases}\rho \varphi_{t t}=\left\{K\left(\varphi_{x}-\psi\right)\right\}_{x} & (t, x) \in \mathbb{R}^{+} \times(0, L),  \tag{1.1.1}\\ I_{\rho} \psi_{t t}=\left(E I \psi_{x}\right)_{x}+K\left(\varphi_{x}-\psi\right) & (t, x) \in \mathbb{R}^{+} \times(0, L)\end{cases}
$$

with the boundary conditions

$$
\begin{equation*}
E I \psi_{x}=0, \quad K\left(\varphi_{x}-\psi\right)=0 \quad \text { on } \quad x=0, L \tag{1.1.2}
\end{equation*}
$$

Here $t$ is the time variable and $x$ is the spacial variable which denotes a point on the center line of the beam. The unknown functions $\varphi=\varphi(t, x)$ and $\psi=\psi(t, x)$ denote the transversal displacement of the beam from the equilibrium state and the rotation angle of the filament of the beam, respectively. Note that the term $\varphi_{x}-\psi$ denotes the shearing stress. The coefficients $\rho, I_{\rho}, E, I$ and $K$ denote the density (the mass per unit length), the polar moment of inertia of a cross section, Young's modulus of elasticity, the moment of inertia of a cross section, and the shear modulus, respectively. We see that the system (1.1.1) with the boundary condition (1.1.2) is conservative so that the total energy of the beam remains constant in time. For a physical derivation of the system, we refer to [20].

In recent years, the subject of the stability of the Timoshenko-type systems has received lots of attention. Especially for bounded reference configurations, we have many papers not only for the linear systems but also the nonlinear systems with relaxation parameters or memory terms, concerning uniform and decay of energy; see [3, 52, 56]. For similar problems dealing with the stability theory for the Timoshenko system with thermal dissipation, we refer to [51]. All the above mentioned papers treated the Timoshenko system in a bounded domain in which the Poincare inequality and the type of the boundary conditions play a decisive role.

### 1.1.2 Euler-Maxwell system

Compressible Euler-Maxwell equations appear in the mathematical modelling of semiconductor sciences. When semiconductor devices are operated under some high frequency conditions,
such as photoconductive switches, electro-optics, semiconductor lasers and high-speed computers, etc., the electron transport in devices interacts with the propagating electromagnetic waves. Consequently, the Euler-Maxwell equations

$$
\begin{cases}\partial_{t} n+\nabla \cdot(n u)=0 & (t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{3}, \\ \partial_{t}(n u)+\nabla \cdot(n u \otimes u)+\nabla p(n)=-n(E+u \times B)-n u, & (t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{3}, \\ \partial_{t} E-\nabla \times B=n u & (t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{3}, \\ \partial_{t} B+\nabla \times E=0 & (t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{3}\end{cases}
$$

with constraints

$$
\nabla \cdot E=n_{\infty}-n, \quad \nabla \cdot B=0 \quad(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{3}
$$

which take the the form of Euler equations for the conservation laws of mass density, current density and energy density for electrons, coupled to Maxwell's equations for self-consistent electromagnetic field, are introduced to describe the transport process. Here the unknowns $n>0, u \in \mathbb{R}^{3}$ are the density and the velocity of electrons, and $E \in \mathbb{R}^{3}, B \in \mathbb{R}^{3}$ denote the electric field and magnetic field, respectively. The pressure $p(n)$ is a given smooth function of $n$ satisfying $p^{\prime}(n)>0$ for $n>0$ and $n_{\infty}$ is assumed to be a positive constant, which stands for the density of positively charged background ions. The reader is also referred to $[8,36]$ for more explanation.

### 1.2 Aim \& Abstract

Our goal of this sybject is, based on the former theory of the Shizuta-Kawashima condition, to clarify the new decay property of regularity-loss type represented by the Timoshenko system, and build up the general way to overcome the difficulty of the weak dissipation caused by the regularity-loss property and show the corresponding energy decay structures precisely.

To this end, we start with seeking the lowest regularity index for the optimal time decay rate of the solutions in $L^{2}$ to the compressible Euler-Maxwell equations with the weaker dissipative mechanism. In Chapter 2, we develop a new time-decay estimate of $L^{p}\left(\mathbb{R}^{n}\right)$ $L^{q}\left(\mathbb{R}^{n}\right)$ - $L^{r}\left(\mathbb{R}^{n}\right)$ type by using the low-frequency and high-frequency analysis in Fourier spaces, and apply it to the equations to show that the minimal decay regularity coincides with the critical regularity for the global-in-time solutions. Due to the dissipative structure of regularity-loss, extra higher regularity than that for the global-in-time existence is usually imposed to obtain the optimal time decay rates of classical solutions to dissipative systems. Consequently, a notion of minimal decay regularity for dissipative systems of regularity-loss is firstly proposed. Moreover, the recent decay property for symmetric hyperbolic systems with non-symmetric dissipation is also extended to be the $L^{p}$-version.

From Chapter 3, we investigate the decay property and the nonlinear stability of the Timoshenko system by introducing various dissipative mechanism.

In Chapter 3, we consider the nonlinear version of the Timoshenko system with a frictional damping as the dissipative mechanism. We prove the global-in-time existence and uniqueness of the solutions under smallness assumption on the initial data in the Sobolev space $H^{2}$ (with the critical regularity-index) by employing the energy method. To this end, we first make a refinement of the energy method in the Fourier space employed in Ide-HaramotoKawashima for the linearized system, which gives an improvement on the energy estimate in Ide-Haramoto-Kawashima. Moreover, for initial data in $H^{2} \cap L^{1}$, we show that the solutions decay in $L^{2}$ at the the optimal time decay rate $t^{-1 / 4}$ for $t \rightarrow \infty$. The proof starts with obtaining the precise estimate of the nonlinear solutions by employing the energy method in the Fourier space. And then, we apply the refined time-decay estimate of $L^{p}\left(\mathbb{R}^{n}\right)$ - $L^{q}\left(\mathbb{R}^{n}\right)$ $L^{r}\left(\mathbb{R}^{n}\right)$ type developped in Chapter 2 to the linear part and the nonlinear part of the energy estimate of the solutions, respectively.

In Chapter 4 and Chapter 5, we first show the global-in-time existence and uniqueness, and optimal decay rates of the solutions to the dissipative Timoshenko system in the framework of Besov spaces.

In Chapter 4, we consider the case of equal wave speeds, and construct the global solutions to the Cauchy problem pertaining to data in the spatially Besov spaces. Furthermore, the dissipative structure enables us to give a new decay framework which pays less attention on the traditional spectral analysis. Consequently, the optimal decay estimates of the solution and its derivatives of fractional order are shown by time-weighted energy approaches in terms of low-frequency and high-frequency decompositions. As a by-product, the usual decay estimate of $L^{1}(\mathbb{R})-L^{2}(\mathbb{R})$ type is also shown.

In Chapter 5, as a continued work of Chapter 4, we are concerned with the dissipative Timoshenko system in the case of non-equal wave speeds. Firstly, with the modification of a priori estimates in Chapter 4, we construct global solutions to the Timoshenko system pertaining to data in the Besov space with the regularity $s=3 / 2$. Owing to the weaker dissipative mechanism, extra higher regularity than that for the global-in-time existence is usually imposed to obtain the optimal decay rates of classical solutions, and therfore it is almost impossible to obtain the optimal decay rates in the critical space. To overcome the outstanding difficulty, we develop a new frequency-localization time-decay inequality, which captures the information related to the integrability at the high-frequency part. Furthermore, by the energy approach in terms of high-frequency and low-frequency decomposition, we show the optimal decay rate for Timoshenko system in critical Besov spaces, which improves previous works greatly.

In Chapter 6 we study the Timoshenko system with Fourier's type heat conduction in the one-dimensional whole space. Note that our Timoshenko-Fourier system does not include any mechanical damping. We observe that the dissipative structure of the system is of the regularity-loss type which is a little different from that of the dissipative Timoshenko system studied in Ide-Haramoto-Kawashima. Moreover, we show the optimal $L^{2}$ decay estimates of the solution in a general situation. The proof is based on the detailed pointwise estimates of the solution in the Fourier space. Since the dissipative structure of the system is of the
regularity-loss type for $a \neq 1$, our energy method looks similar to the one for the previous system (the dissipative Timoshenko system) but is much more complicated due to its weak dissipativity.

In Chapter 7 we consider the Timoshenko system with Cattaneo's type heat conduction in the one-dimensional whole space. We investigate the dissipative structure of the system and derive the optimal $L^{2}$ decay estimate of the solution in a general situation. Our decay estimate is based on the detailed pointwise estimate of the solutions in the Fourier space. This decay property is a little different from that of the dissipative Timoshenko system ([24]) in the low frequency region. However, in the high frequency region, it is just the same as that of the Timoshenko-Fourier system in Chapter6 or the dissipative Timoshenko system in Chapter3, although the stability number is different. Finally, we study the decay property of the Timoshenko system with the thermal effect of memory-type by reducing it to the Timoshenko-Cattaneo system.

In Chapter 8, we consider the initial value problem for the Timoshenko system with a memory term in the one-dimensional whole space. The aim of this chapter is to show the global-in-time existence and uniqueness of the solution to the Cauchy problem under the lowest regularity assumption on the initial data. To this end, we remake the pointwise estimate of the solution to the linearized system developped in [32] in order to get the way to construct the Lyapunov function which minimizes the number of the dissipation terms of regularity-loss. Next, we characterize the dissipative structure of the system by the straight calculation of the asmnptotic expansions of the eigenvalues. This characterization confirms that our pointwise estimate is optimal. Finally, based on our linearized system results, we investigate the nonlinear system and obtain the global-in-time existence and uniqueness in the critical sobolev space $H^{2}$. That is, we show that the global-in-time existence and uniqueness of the system could be proved in the minimal regularity assumption on the initial data and no need to employ any time-weighted norm as Liu and Kawashima did in [33]. This implies that our refinement of the Lyapunov function and its application to the nonlinear system completely overcomes the difficulty caused by the weak dissipation due to the regularity-loss property of the Timoshenko system with a memory term.

## Notations:

- The Fourier transform $\hat{f}$ (or $\mathcal{F}[f]$ ) of a function $f \in \mathcal{S}$ (the Schwarz class) is denoted by

$$
\mathcal{F}[f]:=\int_{\mathbb{R}^{n}} f(x) e^{-2 \pi x \cdot \xi} d x
$$

The Fourier transform of a tempered function in $\mathcal{S}^{\prime}$ is defined by the dual argument in the standard way. Moreover, $\mathcal{F}^{-1}[f]$ stands for the inverse Fourier transform in $\mathbb{R}^{n}$.

- For $1 \leq p \leq \infty$, we denote by $L^{p}=L^{p}(\mathbb{R})$ the usual Lebesgue space on $\mathbb{R}$ with the norm $\|\cdot\|_{L^{p}}$.
- Denote by $\mathcal{C}([0, T], X)$ (resp. $\left.\mathcal{C}^{1}([0, T], X)\right)$ the space of continuous (resp., continuously differentiable) functions on $[0, T]$ with values in a Banach space $X$.
- Also, $\|(f, g, h)\|_{X}$ means $\|f\|_{X}+\|g\|_{X}+\|h\|_{X}$, where $f, g, h \in X$.
- Every positive constants are denoted by the same symbol $C$ or $c$ without confusion. Besides, $f \lesssim g$ means $f \leq C g$, and $f \approx g$ means $f \lesssim g$ and $g \lesssim f$ simultaneously.


## Chapter 2

## Compressible Euler-Maxwell equations

### 2.1 Introduction

Let us consider isentropic Euler-Maxwell equations where the energy equation is replaced with state equation of the pressure-density relation. Precisely,

$$
\left\{\begin{array}{l}
\partial_{t} n+\nabla \cdot(n u)=0  \tag{2.1.1}\\
\partial_{t}(n u)+\nabla \cdot(n u \otimes u)+\nabla p(n)=-n(E+u \times B)-n u \\
\partial_{t} E-\nabla \times B=n u \\
\partial_{t} B+\nabla \times E=0
\end{array}\right.
$$

with constraints

$$
\begin{equation*}
\nabla \cdot E=n_{\infty}-n, \quad \nabla \cdot B=0 \tag{2.1.2}
\end{equation*}
$$

for $(t, x) \in[0,+\infty) \times \mathbb{R}^{3}$. Observe that, for any vector $B_{\infty} \in \mathbb{R}^{3}$, system (2.1.1) admits a constant equilibrium state of the form

$$
\begin{equation*}
\left(n_{\infty}, 0,0, B_{\infty}\right) \tag{2.1.3}
\end{equation*}
$$

which are regarded as vectors in $\mathbb{R}^{10}$. In this chapter, we are concerned with problem (2.1.1)(2.1.2) with the initial data

$$
\begin{equation*}
\left.(n, u, E, B)\right|_{t=0}=\left(n_{0}, u_{0}, E_{0}, B_{0}\right)(x), \quad x \in \mathbb{R}^{3} \tag{2.1.4}
\end{equation*}
$$

Notice that the constraint condition (2.1.2) holds true for every $t>0$, if it holds at time $t=0$, namely we assume that

$$
\begin{equation*}
\nabla \cdot E_{0}=n_{\infty}-n_{0}, \quad \nabla \cdot B_{0}=0, \quad x \in \mathbb{R}^{3} \tag{2.1.5}
\end{equation*}
$$

### 2.1.1 Known results \& Motivation

System (2.1.1) is partially dissipative due to the damping term in the momentum equations. In one space dimension, by using the Godunov scheme with the fractional step together with the compensated compactness theory, Chen, Jerome, and Wang [8] constructed the global existence of weak solutions. In several space dimensions, the question of global weak solution of (2.1.1) is open, and only the global existence and large-time behavior of smooth solutions have been studied. To state some known results, it is convenient to reformulate the system (2.1.1) as

$$
\left\{\begin{array}{l}
\partial_{t} n+u \cdot \nabla n+n \operatorname{div} u=0  \tag{2.1.6}\\
\partial_{t} u+(u \cdot \nabla) u+a(n) \nabla n+E+u \times B+u=0 \\
\partial_{t} E-\nabla \times B-n u=0 \\
\partial_{t} B+\nabla \times E=0
\end{array}\right.
$$

where $a(n):=p^{\prime}(n) / n$ is the enthalpy function. For simplicity, we set $w=(n, u, E, B)^{\top}$ ( $T$ : transpose), which is a column vector in $\mathbb{R}^{10}$. Then (2.1.6) can be written in vector form

$$
\begin{equation*}
A^{0}(w) w_{t}+\sum_{j=1}^{3} A^{j}(w) w_{x_{j}}+L(w) w=0 \tag{2.1.7}
\end{equation*}
$$

where the coefficient matrices are given explicitly by

$$
\begin{aligned}
A^{0}(w)= & \left(\begin{array}{cccc}
a(n) & 0 & 0 & 0 \\
0 & n I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I
\end{array}\right), \quad L(w)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & n\left(I-\Omega_{B}\right) & n I & 0 \\
0 & -n I & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& \sum_{j=1}^{3} A^{j}(w) \xi_{j}= \\
& \left(\begin{array}{cccc}
a(n)(u \cdot \xi) & p^{\prime}(n) \xi & 0 & 0 \\
p^{\prime}(n) \xi^{\top} & n(u \cdot \xi) I & 0 & 0 \\
0 & 0 & 0 & -\Omega_{\xi} \\
0 & 0 & \Omega_{\xi} & 0
\end{array}\right)
\end{aligned}
$$

Here $I$ is the identity matrix of third order, $\xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \in \mathbb{R}^{3}$, and $\Omega_{\xi}$ is the skew-symmetric matrix defined by

$$
\Omega_{\xi}=\left(\begin{array}{ccc}
0 & -\xi_{3} & \xi_{2} \\
\xi_{3} & 0 & -\xi_{1} \\
-\xi_{2} & \xi_{1} & 0
\end{array}\right)
$$

which implies that $\Omega_{\xi} E^{\top}=(\xi \times E)^{\top}$ (as a column vector in $\mathbb{R}^{3}$ ) for $E=\left(E_{1}, E_{2}, E_{3}\right) \in \mathbb{R}^{3}$. Let us mention that (2.1.7) is a symmetric hyperbolic system, since $A^{0}(w)$ is real symmetric
and positive definite matrix and $A^{j}(w)(j=1,2,3)$ are real symmetric. It is easy to check that the dissipative matrix $L(w)$ is nonnegative definite, however, $L(w)$ is not real symmetric. Such partial dissipation forces (2.1.1) to go beyond the class of generally dissipative hyperbolic systems satisfying the Kawashima-Shizuta condition, which have been well studied by [6, 21, $27,29,30,58,67,77]$ in Sobolev spaces, $[70,71]$ in critical Besov spaces, see also references therein.

So far there are a number of efforts on global smooth solutions for (2.1.1) by various authors, see $[15,17,45,46,61,66]$ on the framework of Sobolev spaces, [69, 75] in critical Besov spaces. In the present chapter, we pay attention to global smooth solutions constructed in Sobolev spaces. Here we adopt some notations introduced in [66]:

$$
\begin{gathered}
w_{\infty}=\left(n_{\infty}, 0,0, B_{\infty}\right)^{\top}, \quad w_{0}=\left(n_{0}, u_{0}, E_{0}, B_{0}\right)^{\top} ; \\
N_{0}(t):=\sup _{0 \leq \tau \leq t}\left\|\left(w-w_{\infty}\right)(\tau)\right\|_{H^{s}} ; \\
D_{0}(t)^{2}:=\int_{0}^{t}\left(\left\|\left(n-n_{\infty}, u\right)(\tau)\right\|_{H^{s}}^{2}+\|E(\tau)\|_{H^{s-1}}^{2}+\|\nabla B(\tau)\|_{H^{s-2}}^{2}\right) d \tau
\end{gathered}
$$

The global existence of smooth solutions is drawn briefly as follows (see [66] for details):

$$
\begin{align*}
& \left\{\begin{array}{l}
\text { The initial data } w_{0}-w_{\infty} \in H^{s}(s \geq 3) \text { and (2.1.5), } \\
I_{0}:=\left\|w_{0}-w_{\infty}\right\|_{H^{s}} \leq \varepsilon_{0},
\end{array}\right.  \tag{2.1.8}\\
\Rightarrow & \left\{\begin{array}{l}
w-w_{\infty} \in C\left([0, \infty) ; H^{s}\right) \cap C^{1}\left([0, \infty) ; H^{s-1}\right), \\
N_{0}(t)^{2}+D_{0}(t)^{2} \leq C I_{0}^{2} .
\end{array}\right. \tag{2.1.9}
\end{align*}
$$

Remark 2.1.1. Due to the non-symmetric dissipation, there is an 1-regularity-loss phenomenon of dissipation rates from the electromagnetic part $(E, B)$, which was first observed in [15]. The regularity index $s \geq 4$ was needed for global smooth solutions. Later, this result was improved in [66], by relaxing the regularity requirement to $s \geq 3$, which coincides with the regularity needed for the standard result of local in time existence of smooth solutions [26, 35]. Denote by $s_{c}$ the critical regularity for smooth solutions to dissipative systems. Therefore, it follows from [66] that " $s_{c}=3$ " for the Euler-Maxwell system in $\mathbb{R}^{3}$.

In this chapter, we focus on the time decay of classical solutions to (2.1.1). For this purpose, we rewrite (2.1.1) as the linearized perturbation form around the equilibrium state $w_{\infty}$. Set $v=n u / n_{\infty}$. Then

$$
\left\{\begin{array}{l}
\partial_{t} n+n_{\infty} \operatorname{div} v=0  \tag{2.1.10}\\
\partial_{t} v+a_{\infty} \nabla n+E+v \times B_{\infty}+v=\left(\operatorname{div} q_{2}+r_{2}\right) / n_{\infty} \\
\partial_{t} E-\nabla \times B-n_{\infty} v=0 \\
\partial_{t} B+\nabla \times E=0
\end{array}\right.
$$

where $a_{\infty}=p^{\prime}\left(n_{\infty}\right) / n_{\infty}$,

$$
q_{2}=-n_{\infty}^{2} v \otimes v / n-\left[p(n)-p\left(n_{\infty}\right)-p^{\prime}\left(n_{\infty}\right)\left(n-n_{\infty}\right)\right] I
$$

and

$$
r_{2}=-\left(n-n_{\infty}\right) E-n_{\infty} v \times\left(B-B_{\infty}\right)
$$

We put $z:=(\rho, v, E, h)^{\top}$, where $\rho=n-n_{\infty}$ and $h=B-B_{\infty}$. The corresponding initial data are given by

$$
\begin{equation*}
\left.z\right|_{t=0}=\left(\rho_{0}, v_{0}, E_{0}, h_{0}\right)^{\top}(x) \tag{2.1.11}
\end{equation*}
$$

with $\rho_{0}=n_{0}-n_{\infty}, v_{0}=n_{0} u_{0} / n_{\infty}$ and $h_{0}=B_{0}-B_{\infty}$. System (2.1.10) is also rewritten in vector form as

$$
\begin{equation*}
A^{0} z_{t}+\sum_{j=1}^{3} A^{j} z_{x_{j}}+L z=\sum_{j=1}^{3} Q_{x_{j}}+R \tag{2.1.12}
\end{equation*}
$$

where $A^{0}, A^{j}$ and $L$ are the constant matrices given by (2.1.7) with $w=w_{\infty}, Q(z)=$ $\left(0, q_{2}^{j} / n_{\infty}, 0,0\right)^{\top}$ and $R(z)=\left(0, r_{2} / n_{\infty}, 0,0\right)^{\top}$. Notice that $Q(z)=O\left(|(\rho, v)|^{2}\right)$ and $R(z)=$ $O(\rho|E|+|v||h|)$, which will be useful in the following.

The linearized form of (2.1.12) reads as

$$
\begin{equation*}
A^{0} \partial_{t} z_{\mathcal{L}}+\sum_{j=1}^{3} A^{j} \partial_{x_{j}} z_{\mathcal{L}}+L z_{\mathcal{L}}=0 \tag{2.1.13}
\end{equation*}
$$

and the corresponding initial data $z_{0}:=\left(\rho_{0}, v_{0}, E_{0}, h_{0}\right)^{\top}$ satisfy

$$
\begin{equation*}
\operatorname{div} E_{0}=-\rho_{0}, \quad \operatorname{div} h_{0}=0 \tag{2.1.14}
\end{equation*}
$$

Next, we apply the Fourier transform of (2.1.13) to get

$$
\begin{equation*}
A^{0} \partial_{t} \widehat{z_{\mathcal{L}}}+i|\xi| A(\omega) \widehat{z_{\mathcal{L}}}+L \widehat{z_{\mathcal{L}}}=0 \tag{2.1.15}
\end{equation*}
$$

where $A(\omega)=\sum_{j=1}^{3} A^{j} \omega_{j}$, and $\omega=\xi /|\xi| \in \mathbb{S}^{2}$. Set

$$
\hat{\Phi}(\xi)=\left(A^{0}\right)^{-1}(i|\xi| A(\omega)+L)
$$

We define the Green matrix $\widehat{\mathcal{G}(t) z}:=e^{-t \hat{\Phi}(\xi)} \hat{z}$ which is a mapping from $X_{\xi}$ to $X_{\xi}$ with $X_{\xi}=\left\{\hat{z} \in \mathbb{C}^{10} \mid i \xi \cdot \hat{E}=-\hat{\rho}, i \xi \cdot \hat{h}=0\right\} \subset \mathbb{C}^{10}$. Then the linearized solution $z_{\mathcal{L}}$ of (2.1.13)(2.1.14) is given by $\mathcal{G}(t) z_{0}$.

As shown by [65], by using the energy method in Fourier spaces, the Fourier image of $z_{\mathcal{L}}$ satisfies the following pointwise estimate

$$
\begin{equation*}
\left|\widehat{z_{\mathcal{L}}}(t, \xi)\right| \lesssim e^{-c_{0} \eta(\xi) t}\left|\hat{z}_{0}\right| \tag{2.1.16}
\end{equation*}
$$

for any $t \geq 0$ and $\xi \in \mathbb{R}^{3}$, where the dissipative rate $\eta(\xi)=|\xi|^{2} /\left(1+|\xi|^{2}\right)^{2}$ and $c_{0}>0$ is a constant. Furthermore, the decay property was achieved:

$$
\begin{equation*}
\left\|\partial_{x}^{k} z_{\mathcal{L}}\right\|_{L^{2}} \lesssim(1+t)^{-\frac{3}{4}-\frac{k}{2}}\left\|z_{0}\right\|_{L^{1}}+(1+t)^{-\frac{\ell}{2}}\left\|\partial_{x}^{k+\ell} z_{0}\right\|_{L^{2}} \tag{2.1.17}
\end{equation*}
$$

where $k$ and $\ell$ are non-negative integers.

Remark 2.1.2. The decay (2.1.17) is of the regularity-loss type, since $(1+t)^{-\ell / 2}$ is created by assuming the additional $\ell$-th order regularity on the initial data. Consequently, for the nonlinear Euler-Maxwell system, extra higher regularity than that for global-in-time existence of classical solutions is imposed to obtain the optimal decay rates. Actually, similar phenomena also appear in the study of other dissipative systems, for instance, quasi-linear hyperbolic systems of viscoelasticity in [12, 14], hyperbolic-elliptic systems of radiating gas in [23], dissipative Timoshenko systems in [25, 33], Vlasov-Maxwell-Boltzmann system in [18], and a plate equation with rotational inertia effect in [60], etc..

A natural question follows. Which index characterises the minimal regularity for the optimal time decay for dissipative systems of regularity-loss? This motivates the following
Definition 2.1.1. If the optimal decay rate of $L^{1}\left(\mathbb{R}^{n}\right)-L^{2}\left(\mathbb{R}^{n}\right)$ type is achieved under the lowest regularity assumption, then the lowest index is called the minimal decay regularity index of dissipative systems of regularity-loss, which is labelled as $s_{D}$.

According to dissipative systems of regularity loss mentioned in Remark 2.1.2, it is not difficult to see that $s_{D}>s_{c}$. For example, for compressible Euler-Maxwell equations (2.1.1), we see that $s_{c}=3$, whereas $s_{D}=6$ was shown by Duan and his collaborators [15, 17], Ueda and Kawashima [65] independently. If the regularity of initial data is imposed higher than $s_{D}=6$, then more decay information of solutions can be available, e.g., see $[15,17,61]$. However, this is beyond our primary interest.

### 2.1.2 Aim, Strategy \& Main results

The interest of this chapter is to seek the minimal decay regularity for (2.1.1) such that $s_{D}=3$, which is the same critical regularity as $s_{c}=3$ for global classical solutions. Obviously, such regularity assumption on the initial data is reduced heavily in comparison with known results in $[15,17,61,65]$ and therein references. Due to the less regularity assumption, actually, previous techniques used are invalidated.

To do this, we first develop a time-decay inequality of $L^{p}-L^{q}-L^{r}$ type, which is a new and crucial ingredient in the present chapter. As we known, Umeda, Kawashima and Shizuta initiated a decay inequality of $L^{2}-L^{q}-L^{2}$ type with $\eta(\xi)=|\xi|^{2} /\left(1+|\xi|^{2}\right)$ in the earlier work [67] for generally hyperbolic-parabolic systems, and the high frequency part yields an exponential decay. Subsequently, a number of dissipative systems were investigated, see [12, 14, 18, 23, $24,25,38,60,64,65]$, where the dissipative rate is of the $(a, b)$-type: $\eta(\xi)=|\xi|^{2 a} /\left(1+|\xi|^{2}\right)^{b}$. The corresponding decay estimates are also of $L^{2}-L^{q}-L^{2}$ type, however, the high-frequency part usually admits a polynomial decay provided the initial data is imposed more regularity, for example, see (2.1.17). Anyway, the following general $L^{p}-L^{q}-L^{r}$ time-decay estimate is not available in previous papers.

Theorem 2.1.1. ( $L^{p}-L^{q}-L^{r}$ estimates) Let $\eta(\xi)$ be a positive, continuous and real-valued function in $\mathbb{R}^{n}$ satisfying

$$
\eta(\xi) \sim \begin{cases}|\xi|^{\sigma_{1}}, & |\xi| \rightarrow 0  \tag{2.1.18}\\ |\xi|^{-\sigma_{2}}, & |\xi| \rightarrow \infty\end{cases}
$$

for $\sigma_{1}, \sigma_{2}>0$. For $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, it holds that

$$
\begin{align*}
& \left\|\mathcal{F}^{-1}\left[|\xi|^{k} e^{-\eta(\xi) t}|\hat{\phi}(\xi)|\right]\right\|_{L^{p}} \\
\leq & C \underbrace{(1+t)^{-\gamma_{\sigma_{1}}(q, p)-\frac{k-j}{\sigma_{1}}}\left\|\partial_{x}^{j} \phi\right\|_{L^{q}}}_{\text {Low-frequency Estimate }}+\underbrace{(1+t)^{-\frac{\ell}{\sigma_{2}}+\gamma_{\sigma_{2}}(r, p)}\left\|\partial_{x}^{k+\ell} \phi\right\|_{L^{r}}}_{\text {High-frequency Estimate }}, \tag{2.1.19}
\end{align*}
$$

for $\ell>n\left(\frac{1}{r}-\frac{1}{p}\right), 1 \leq q, r \leq 2 \leq p \leq \infty$ and $0 \leq j \leq k$, where $\gamma_{\sigma}(q, p):=\frac{n}{\sigma}\left(\frac{1}{q}-\frac{1}{p}\right)(\sigma>0)$ and $C$ is some positive constant.

From Theorem 2.1.1, we see that the function decays like a generalized heat kernel at the low-frequency part, and for the high-frequency part, it decays in time not only with algebraic rates of any order as long as the function is spatially regular enough, but also additional information related the integrability is captured in comparison with (2.1.17). In the present chapter, the case $\sigma_{1}=\sigma_{2}=2$ in the $L^{p}-L^{q}-L^{r}$ estimate will be applied directly, since system (2.1.1) admits the dissipative rate of (1,2)-type.

In [65], the authors obtained (2.1.17) for the linearized Euler-Maxwell system. Then the nonlinear case is achieved straightforward by using the standard Duhamel principle. To overcome the difficulty arising from the weaker dissipative mechanism of regularity-loss, the norm

$$
W^{\perp}(t):=\sup _{0 \leq \tau \leq t}(1+\tau)\|(\rho, v, E)\|_{W^{1, \infty}}
$$

was used in such semigroup approach, which led to an extra-regularity of initial data. Here, we have to skip the Duhamel principle. Consequently, the energy method in Fourier spaces for (2.1.10)-(2.1.11) with fixed nonlinear terms is mainly performed, which enables us to obtain an inequality something like "the square form of Duhamel principle", see Section 2.3. Fortunately, the inequality (2.1.19) plays the key role to get the optimal decay estimates for (2.1.10)-(2.1.11) in the regularity $s_{D}=3$. More precisely, the high-frequency estimate is divided into two parts, and on each part, the advantage of (2.1.19) with respect to (2.1.17) is that different values (for example, $r=1$ or $r=2$ ) can be chosen to obtain desired decay estimates. See (2.3.16)-(2.3.17), (2.3.19) and (2.3.21)-(2.3.22) for more details. Finally, it should be pointed out that the degenerate structures of $Q(z)$ and $R(z)$ in (2.1.12) are also helpful to obtain the desired decay.

Now, we present the decay result for the Cauchy problem of (2.1.7).
Theorem 2.1.2. Assume that the initial data satisfy $w_{0}-w_{\infty} \in H^{3} \cap L^{1}$ and (2.1.5). Set $I_{1}:=\left\|w_{0}-w_{\infty}\right\|_{H^{3} \cap L^{1}}$. Then there exists a positive $\varepsilon_{1}$ such that if $I_{1} \leq \varepsilon_{1}$, then the classical solution of the Cauchy problem of (2.1.7) admits the optimal decay estimate

$$
\begin{equation*}
\left\|w-w_{\infty}\right\|_{L^{2}} \leq C\left\|w_{0}-w_{\infty}\right\|_{H^{3} \cap L^{1}}(1+t)^{-\frac{3}{4}} \tag{2.1.20}
\end{equation*}
$$

where $C>0$ is some constant.
We would like to remark that $\ell \geq 0$ in the case of $p=r=2$.

Let us mention that the regularity required on the initial data to obtain the $L^{1}-L^{2}$ decay coincides with $s_{c}=3$ for global solutions of (2.1.7). In other words, the extra-regularity of initial data was not necessary to obtain the optimal time decay, which improve all previous efforts for Euler-Maxwell equations, so the minimal decay regularity satisfies that $s_{D}=3$.

Remark 2.1.3. From the point of view of harmonic analysis, J. Xu and S. Kawashima investigated (2.1.1) in the spatially critical Besov spaces, where the critical regularity has been improved to be $s_{c}=5 / 2$ (see [69, 75]). On the other hand, they [71] gave a decay framework $L^{2} \cap \dot{B}_{2, \infty}^{-s}(0<s \leq n / 2)$ for generally dissipative system satisfying the Kawashima-Shizuta condition. Is there the possibility such that $s_{D}=5 / 2$ for Euler-Maxwell equations based on the new functional framework? Here, we draw down an open question.

The rest of this chapter unfolds as follows. In Section 2.2, we shall prove the $L^{p}-L^{q}-L^{r}$ decay estimates. Section 2.3 is devoted to develop the energy method in Fourier spaces for (2.1.10) with fixed nonlinear terms. With aid of $L^{p}-L^{q}-L^{r}$ estimates, the optimal decay rate for (2.1.10)-(2.1.11) under the minimal regularity assumption is further shown. In Appendix (Section 2.4), as another application of $L^{p}-L^{q}-L^{r}$ estimates, the decay property for symmetric hyperbolic systems with non-symmetric dissipation can be extended to be the $L^{p}$-version.

At the end of the Introduction, we would like to give a outlook for forthcoming works.
Remark 2.1.4. As applications of $L^{p}-L^{q}-L^{r}$ decay estimates, two research lines will begin in the near future. One is to employ $L^{p}-L^{q}-L^{r}$ estimates in Theorem 2.1.1 related to dissipative rates of $(a, b)$ type, and investigate more dissipative systems of regularity-loss. Another is to develop corresponding $L^{p}-L^{q}-L^{r}$ estimates on the kinetic level, and then study the Vlasov-Maxwell-Boltzmann system of regularity-loss.

### 2.2 The proof of $L^{p}-L^{q}-L^{r}$ decay estimates

In this section, we give the proof for the time-decay estimate of $L^{p}-L^{q}-L^{r}$ type by using the high-frequency and low-frequency decomposition method.

The proof of Theorem 2.1.1. Firstly, it follows from Hausdorff-Young's inequality that

$$
\begin{equation*}
\left\|\mathcal{F}^{-1}\left[|\xi|^{k} e^{-\eta(\xi) t}|\hat{\phi}(\xi)|\right]\right\|_{L^{p}} \lesssim\left\||\xi|^{k} e^{-\eta(\xi) t}|\hat{\phi}(\xi)|\right\|_{L^{p^{\prime}}} \tag{2.2.1}
\end{equation*}
$$

for $\frac{1}{p}+\frac{1}{p^{\prime}}=1,2 \leq p \leq \infty$.
Secondly, we deal with the $L^{p^{\prime}}{ }^{\prime}$ norm on the right-hand side of (2.2.1) at the low-frequency and high-frequency, respectively. It follows from the assumption (2.1.18) that there exists a constant $R_{0}>0$ such that

$$
\begin{align*}
& \left\||\xi|^{k} e^{-\eta(\xi) t}|\hat{\phi}(\xi)|\right\|_{L^{p^{\prime}}} \\
\leq & \left\||\xi|^{k} e^{-c|\xi|^{\sigma_{1}} t}|\hat{\phi}(\xi)|\right\|_{L^{p^{\prime}}\left(|\xi| \leq R_{0}\right)}+\left\|\left||\xi|^{k} e^{-c|\xi|^{-\sigma_{2}} t}\right| \hat{\phi}(\xi) \mid\right\|_{L^{p^{\prime}}\left(|\xi| \geq R_{0}\right)} \\
\triangleq & I_{1}+I_{2} \tag{2.2.2}
\end{align*}
$$

for some constant $c>0$.
For $I_{1}$, we are led to the estimate

$$
\begin{align*}
I_{1} & \leq\left\||\xi|^{k} e^{-c|\xi|^{\sigma_{1}} t}|\hat{\phi}(\xi)|\right\|_{L^{p^{\prime}}\left(|\xi| \leq R_{0}\right)} \\
& =\left\||\xi|^{j}|\hat{\phi}(\xi)||\xi|^{(k-j)} e^{-c|\xi|^{\sigma_{1}} t}\right\|_{L^{p^{\prime}}\left(|\xi| \leq R_{0}\right)} \quad(0 \leq j \leq k) \\
& \leq\left\||\xi|^{j} \hat{\phi}\right\|_{L^{q^{\prime}}\left(|\xi| \leq R_{0}\right)}\left\||\xi|^{(k-j)} e^{-c|\xi|^{\sigma_{1} t}}\right\|_{L^{s_{1}}\left(|\xi| \leq R_{0}\right)} \quad\left(\frac{1}{q^{\prime}}+\frac{1}{s_{1}}=\frac{1}{p^{\prime}}, \quad q^{\prime} \geq 2\right) \\
& \lesssim\left\|\partial_{x}^{j} \phi\right\|_{L^{q}}(1+t)^{-\frac{n}{\sigma_{1} s_{1}}-\frac{k-j}{\sigma_{1}}}\left(\frac{1}{q}+\frac{1}{q^{\prime}}=1\right) \\
& \lesssim(1+t)^{-\frac{n}{\sigma_{1}}\left(\frac{1}{q}-\frac{1}{p}\right)-\frac{k-j}{\sigma_{1}}}\left\|\partial_{x}^{j} \phi\right\|_{L^{q}} \tag{2.2.3}
\end{align*}
$$

where Hölder inequality was used in the third line and Hausdorff-Young's inequality was used again in the fourth line.

For $I_{2}$, we arrive at

$$
\begin{align*}
I_{2} & \leq\left\||\xi|^{k} e^{-c t /|\xi|^{\sigma_{2}}}|\hat{\phi}(\xi)|\right\|_{L^{p^{\prime}}\left(|\xi| \geq R_{0}\right)} \\
& =\left\||\xi|^{k+\ell}|\hat{\phi}(\xi)| \frac{e^{-c t /|\xi|^{\sigma_{2}}}}{|\xi|^{\ell}}\right\|_{L^{p^{\prime}}\left(|\xi| \geq R_{0}\right)} \\
& \leq\left\||\xi|^{k+\ell} \hat{\phi}\right\|_{L^{r^{\prime}}\left(|\xi| \geq R_{0}\right)}\left\|\frac{e^{-c t / \xi \mid \sigma^{\sigma_{2}}}}{|\xi|^{\ell}}\right\|_{L^{s_{2}}\left(|\xi| \geq R_{0}\right)}\left(\frac{1}{r^{\prime}}+\frac{1}{s_{2}}=\frac{1}{p^{\prime}}, \quad r^{\prime} \geq 2\right) \\
& \lesssim\left\|\partial_{x}^{k+\ell} \phi\right\|_{L^{r}}\left\|\frac{e^{-c t /|\xi|^{\sigma_{2}}}}{|\xi|^{\ell}}\right\|_{L^{s_{2}}\left(|\xi| \geq R_{0}\right)}\left(\frac{1}{r}+\frac{1}{r^{\prime}}=1\right), \tag{2.2.4}
\end{align*}
$$

where

$$
\begin{align*}
\int_{|\xi| \geq R_{0}} \frac{e^{-c t /|\xi|^{\sigma_{2}}}}{\left.|\xi|\right|^{s_{2}}} d \xi & =\int_{\varrho \geq R_{0}} \frac{e^{-c t / \varrho^{\sigma_{2}}}}{\varrho^{\sigma_{2}\left(\ell s_{2} / \sigma_{2}\right)}} \varrho^{n-1} d \varrho \\
& =\int_{0}^{\sigma_{2} / t / R_{0}} t^{-\frac{\ell s_{2}}{\sigma_{2}}} y^{\ell s_{2}} e^{-c y^{\sigma_{2}}} \frac{t^{\frac{n-1}{\sigma_{2}}}}{y^{n-1}}\left(t^{\frac{1}{\sigma_{2}}} y^{-2} d y\right) \\
& \lesssim(1+t)^{-\frac{\ell s_{2}}{\sigma_{2}}+\frac{n}{\sigma_{2}}}\left(\ell s_{2}>n\right) . \tag{2.2.5}
\end{align*}
$$

Let us point out that the change of variables $\varrho=|\xi|$ and $y=\sqrt[\sigma_{2}]{t} / \varrho$ in the first and second lines of (2.2.5) were performed, respectively.

Together with (2.2.4)-(2.2.5), we obtain

$$
\begin{equation*}
I_{2} \lesssim(1+t)^{-\frac{\ell}{\sigma_{2}}+\frac{n}{\sigma_{2}}\left(\frac{1}{r}-\frac{1}{p}\right)}\left\|\partial_{x}^{k+\ell} \phi\right\|_{L^{r}} \tag{2.2.6}
\end{equation*}
$$

where the constraint $\ell s_{2}>n$ leads to $\ell>n\left(\frac{1}{r}-\frac{1}{p}\right)$. It should be noted that $I_{2}$ can be bounded by $(1+t)^{-\frac{\ell}{\sigma_{2}}}\left\|\partial_{x}^{k+\ell} \phi\right\|_{L^{2}}$ with $\ell \geq 0$ if $p=r=2$.

Hence, combining (2.2.2)-(2.2.3) and (2.2.6) together, the proof of Theorem 2.1.1 is complete immediately.

### 2.3 The proof of Theorem 2.1.2

Based on the $L^{p}-L^{q}-L^{r}$ estimate for (1,2)-type in Theorem 2.1.1, the main objective of this section is to show the optimal decay estimate of $L^{1}$ - $L^{2}$ type for (2.1.10)-(2.1.11) under the minimal regularity assumption. For clarity, we separate the proof into two parts.

### 2.3.1 Energy method in Fourier spaces

Since earlier works [58, 67], the energy method in Fourier spaces have been well developed for hyperbolic systems of viscoelasticity, hyperbolic-elliptic systems of radiating gas, compressible Euler-Maxwell equations, Timoshenko systems and the plate equation with rotational inertia effect and so on, see $[14,23,25,60,65]$ and therein references. The interested reader is also referred to [64] for generally hyperbolic systems with non-symmetric dissipation. Usually, the energy method in Fourier spaces is adapted to linearized systems. Here, we shall perform the nonlinear version in Fourier spaces for (2.1.10)-(2.1.11), see (2.3.1) below. Let us mention that the similar estimate was first given by S. Kawashima in [28] for the Boltzmann equation, then well developed in [30] for hyperbolic systems of balance laws.

Proposition 2.3.1. Let $z=(\rho, v, E, h)^{\top}$ be the global classical solutions constructed in [66] (also see (2.1.8)-(2.1.9)). Then the Fourier image of classical solutions of (2.1.10)-(2.1.11) satisfies the following pointwise estimate

$$
\begin{equation*}
|\hat{z}(\xi)|^{2} \lesssim e^{-c_{1} \eta(\xi) t}\left|\hat{z}_{0}(\xi)\right|^{2}+\int_{0}^{t} e^{-c_{1} \eta(\xi)(t-\tau)}\left(|\xi|^{2}|\hat{Q}(\tau, \xi)|^{2}+|\hat{R}(\tau, \xi)|^{2}\right) d \tau \tag{2.3.1}
\end{equation*}
$$

for any $t \geq 0$ and $\xi \in \mathbb{R}^{3}$, where the dissipative rate $\eta(\xi):=|\xi|^{2} /\left(1+|\xi|^{2}\right)^{2}$ and $c_{1}>0$ is a constant.

Proof. Indeed, it suffices to show the influence of nonlinear terms, since the proof follows from the energy method in Fourier spaces as in [65]. Applying the Fourier transform to (2.1.10) gives

$$
\left\{\begin{array}{l}
\partial_{t} \hat{\rho}+n_{\infty} i|\xi| \hat{v} \cdot \omega=0  \tag{2.3.2}\\
\partial_{t} \hat{v}+a_{\infty} i|\xi| \hat{\rho} \omega+\hat{E}+\hat{v} \times B_{\infty}+\hat{v}=\left(i|\xi| \hat{q}_{2} \cdot \omega+\hat{r}_{2}\right) / n_{\infty} \\
\partial_{t} \hat{E}+i|\xi| \hat{h} \times \omega-n_{\infty} \hat{v}=0 \\
\partial_{t} \hat{h}-i|\xi| \hat{E} \times \omega=0
\end{array}\right.
$$

Also, we have

$$
\begin{equation*}
i|\xi| \hat{E} \cdot \omega=-\hat{\rho}, \quad i|\xi| \hat{h} \cdot \omega=0 \tag{2.3.3}
\end{equation*}
$$

For clarity, we divide it into three steps.
Step 1. (Estimate for dissipative term of $\hat{v}$ ): Performing the inner product of (2.3.2) with $a_{\infty} \hat{\rho}, n_{\infty} \hat{v}, \hat{E}$ and $\hat{h}$, respectively, then adding the resulting equalities together. We take the real part to get

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}_{0}+c_{2}|\hat{v}|^{2}=\operatorname{Re}\langle i| \xi\left|\hat{q}_{2} \cdot \omega+\hat{r}_{2}, \hat{v}\right\rangle \tag{2.3.4}
\end{equation*}
$$

where $\mathcal{E}_{0}:=a_{\infty}|\hat{\rho}|^{2}+n_{\infty}|\hat{v}|^{2}+|\hat{E}|^{2}+|\hat{h}|^{2} \approx|\hat{z}|^{2}$ and $c_{2}=2 n_{\infty}$. Here and below, Re $\hat{f}$ means the real part of $\hat{f}$. Recalling those definitions of $Q$ and $R$, it follows from Young's inequality that

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}_{0}+\frac{c_{2}}{2}|\hat{v}|^{2} \lesssim\left(|\xi|^{2}|\hat{Q}|^{2}+|\hat{R}|^{2}\right) . \tag{2.3.5}
\end{equation*}
$$

Step 2. (Estimate for dissipative term of $(\hat{\rho}, \hat{E}))$ : Performing the inner product of the second and the third equations of (2.3.2) with $a_{\infty} i|\xi| \hat{\rho} \omega+\hat{E}$ and $\hat{v}$, respectively, and then adding the resulting equalities implies

$$
\begin{align*}
& \left\{\left\langle a_{\infty} i\right| \xi\left|\hat{\rho}_{t} \omega, \hat{v}\right\rangle+\left\langle\hat{v}_{t}, a_{\infty} i\right| \xi|\hat{\rho} \omega\rangle\right\}+\left\{\left\langle\hat{v}_{t}, \hat{E}\right\rangle+\left\langle\hat{E}_{t}, \hat{v}\right\rangle\right\} \\
& \quad+\left|a_{\infty} i\right| \xi|\hat{\rho} \omega+\hat{E}|^{2}-n_{\infty}|\hat{v}|^{2}-n_{\infty} a_{\infty}|\xi|^{2}|\hat{v} \cdot \omega|^{2} \\
& \quad+\left\langle\hat{v} \times B_{\infty}+\hat{v}, a_{\infty} i\right| \xi|\hat{\rho} \omega+\hat{E}\rangle+i \xi\langle\hat{h} \times \omega, \hat{v}\rangle \\
& =\left\langle\left(i|\xi| \hat{q}_{2} \cdot \omega+\hat{r}_{2}\right) / n_{\infty}, a_{\infty} i\right| \xi|\hat{\rho} \omega+\hat{E}\rangle, \tag{2.3.6}
\end{align*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the standard inner product in the complex vector value $\mathbb{C}^{n}(n \geq 1)$.
Taking the real part of (2.3.6) and just following from the similar procedure as in [65], we arrive at

$$
\begin{align*}
& \frac{d}{d t}\left(\mathcal{E}_{1}+a_{\infty}|\xi| \mathcal{E}_{2}\right)+c_{3}\left(1+|\xi|^{2}\right)|\hat{\rho}|^{2}+c_{3}|\hat{E}|^{2} \\
\leq & \varepsilon \frac{|\xi|^{2}}{1+|\xi|^{2}}|\hat{h}|^{2}+C_{\varepsilon}\left(1+|\xi|^{2}\right)|\hat{v}|^{2}+C\left(|\xi|^{2}|\hat{Q}|^{2}+|\hat{R}|^{2}\right), \tag{2.3.7}
\end{align*}
$$

for any $\varepsilon>0$, where $\mathcal{E}_{1}:=\operatorname{Re}\langle\hat{v}, \hat{E}\rangle, \mathcal{E}_{2}:=\operatorname{Re}\langle i \hat{\rho} \omega, \hat{v}\rangle$ and $c_{3}, C_{\varepsilon}$ (depending on $\varepsilon$ ) are some positive constants.
Step 3. (Estimate for dissipative term of $\hat{h}$ ): Performing the inner product of the third and fourth equations of (2.3.2) with $i|\xi| \hat{h} \times \omega$ and $i|\xi| \hat{E} \times \omega$, respectively, adding the resulting equalities together, and then taking the real part gives

$$
\begin{equation*}
\frac{d}{d t}\left(|\xi| \mathcal{E}_{3}\right)+|\xi|^{2}|\hat{h} \times \omega|^{2}=|\xi|^{2}|\hat{E} \times \omega|^{2}-\operatorname{Re}\left\langle n_{\infty} \hat{v}, i\right| \xi|\hat{h} \times \omega\rangle \tag{2.3.8}
\end{equation*}
$$

where $\mathcal{E}_{3}:=\operatorname{Re}\langle\hat{E}, i \hat{h} \times \omega\rangle$. Due to (2.3.3), we have $|\hat{h} \times \omega| \approx|\hat{h}|$. Furthermore, it follows from Young's inequality that there exists $c_{4}>0$ such that

$$
\begin{equation*}
\frac{d}{d t}\left(|\xi| \mathcal{E}_{3}\right)+c_{4}|\xi|^{2}|\hat{h}|^{2} \lesssim|\xi|^{2}|\hat{E}|^{2}+C|\hat{v}|^{2} \tag{2.3.9}
\end{equation*}
$$

Together energy inequalities (2.3.5), (2.3.7) and (2.3.9), the next step is to make the suitable linear combination for them. Here, we feel free to skip them, see Page 262 in [65] for similar details. That is, the Euler-Maxwell system admits Lyapunov function

$$
\mathcal{E}[\hat{z}]:=\mathcal{E}_{0}+\frac{\alpha_{1}}{1+|\xi|^{2}}\left\{\mathcal{E}_{1}+a_{\infty}|\xi| \mathcal{E}_{2}+\frac{\alpha_{2}|\xi|}{1+|\xi|^{2}} \mathcal{E}_{3}\right\}
$$

such that the following differential inequality holds

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}[\hat{z}]+c_{1} \mathcal{D}[\hat{z}] \lesssim\left(|\xi|^{2}|\hat{Q}|^{2}+|\hat{R}|^{2}\right) \tag{2.3.10}
\end{equation*}
$$

where

$$
\mathcal{D}[\hat{z}]=|\hat{\rho}|^{2}+|v|^{2}+\frac{1}{1+|\xi|^{2}}|\hat{E}|^{2}+\frac{|\xi|^{2}}{\left(1+|\xi|^{2}\right)^{2}}|\hat{h}|^{2},
$$

and $\alpha_{1}, \alpha_{2}$ are suitable small constants which ensure that $\mathcal{E}[\hat{z}] \approx|\hat{z}|^{2}$. It follows from (2.3.10) that

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}[\hat{z}]+c_{1} \eta(\xi) \mathcal{E}[\hat{z}] \lesssim\left(|\xi|^{2}|\hat{Q}|^{2}+|\hat{R}|^{2}\right) \tag{2.3.11}
\end{equation*}
$$

where $\eta(\xi)=|\xi|^{2} /\left(1+|\xi|^{2}\right)^{2}$. Finally, the inequality (2.3.1) is followed from Gronwall's inequality.

### 2.3.2 Optimal decay rates

In what follows, with preparations of Theorem 2.1.1 and Proposition 2.3.1, we prove the optimal decay estimate for (2.1.10). To show the minimal decay regularity of classical solutions, we define new time-weighted energy functionals:

$$
\begin{gathered}
N(t)=\sup _{0 \leq \tau \leq t}(1+\tau)^{\frac{3}{4}}\|z(\tau)\|_{L^{2}} \\
D(t)^{2}=\int_{0}^{t}\left(\|(\rho, v)(\tau)\|_{H^{3}}^{2}+\|E(\tau)\|_{H^{2}}^{2}+\|\nabla h(\tau)\|_{H^{1}}^{2}\right) d \tau
\end{gathered}
$$

Furthermore, the degenerate structure of nonlinear terms $Q(z)$ and $R(z)$ enables us to deduce a nonlinear energy inequality, which is included in the following
Proposition 2.3.2. Let $z=(\rho, v, E, h)^{\top}$ be the global classical solutions of (2.1.10)-(2.1.11) (see (2.1.8)-(2.1.9)). Additionally, if $z_{0} \in L^{1}$, then

$$
\begin{equation*}
N(t) \lesssim\left\|z_{0}\right\|_{H^{3} \cap L^{1}}+N(t) D(t)+N(t)^{2} . \tag{2.3.12}
\end{equation*}
$$

Proof. Let us begin with (2.3.1):

$$
\begin{align*}
\int_{\mathbb{R}^{3}}|\hat{z}(\xi)|^{2} d \xi \lesssim & \int_{\mathbb{R}^{3}} e^{-c \eta(\xi) t}\left|\hat{z}_{0}(\xi)\right|^{2} d \xi \\
& +\int_{\mathbb{R}^{3}} \int_{0}^{t} e^{-c \eta(\xi)(t-\tau)}\left(|\xi|^{2}|\hat{Q}(\tau, \xi)|^{2}+|\hat{R}(\tau, \xi)|^{2}\right) d \tau d \xi \\
\triangleq & J_{1}+J_{2}+J_{3} \tag{2.3.13}
\end{align*}
$$

For $J_{1}$, by taking $\sigma_{1}=\sigma_{2}=2, p=2, k=j=0, q=1$ and $r=\ell=2$ in Theorem 2.1.1, we arrive at

$$
\begin{equation*}
J_{1} \lesssim(1+t)^{-\frac{3}{2}}\left\|z_{0}\right\|_{L^{1}}^{2}+(1+t)^{-2}\left\|\partial_{x}^{2} z_{0}\right\|_{L^{2}}^{2} \tag{2.3.14}
\end{equation*}
$$

Next, we begin to estimate nonlinear terms. For $J_{2}$, it is written as the sum of lowfrequency and high-frequency

$$
J_{2}:=J_{2 L}+J_{2 H}
$$

For $J_{2 L}$, by taking $\sigma_{1}=\sigma_{2}=2, p=2$ and $k=1, j=0, q=1$ in Theorem 2.1.1, we have

$$
\begin{align*}
J_{2 L} & \lesssim \int_{0}^{t}(1+t-\tau)^{-\frac{5}{2}}\|Q(\tau)\|_{L^{1}}^{2} d \tau \\
& \lesssim \int_{0}^{t}(1+t-\tau)^{-\frac{5}{2}}\|z(\tau)\|_{L^{2}}^{4} d \tau \\
& \lesssim N(t)^{4} \int_{0}^{t}(1+t-\tau)^{-\frac{5}{2}}(1+\tau)^{-3} d \tau \\
& \lesssim N(t)^{4}(1+t)^{-\frac{5}{2}} \tag{2.3.15}
\end{align*}
$$

where we have used the fact $Q(z)=O\left(|(\rho, v)|^{2}\right)$. For simplicity, we set $z^{\perp}:=(\rho, v)$.

For $J_{2 H}$, more elaborate estimates are needed. For this purpose, we write

$$
J_{2 H}=\left(\int_{0}^{\frac{t}{2}}+\int_{\frac{t}{2}}^{t}\right)(\cdots) d \tau:=J_{2 H 1}+J_{2 H 2}
$$

Taking $\sigma_{1}=\sigma_{2}=2, p=2$ and $k=1, \ell=2, r=2$ in Theorem 2.1.1 gives

$$
\begin{align*}
J_{2 H 1} & \lesssim \int_{0}^{\frac{t}{2}}(1+t-\tau)^{-2}\left\|\partial_{x}^{3} Q(\tau)\right\|_{L^{2}}^{2} d \tau \\
& \lesssim \int_{0}^{\frac{t}{2}}(1+t-\tau)^{-2}\left\|z^{\perp}\right\|_{L^{\infty}}^{2}\left\|\partial_{x}^{3} z^{\perp}\right\|_{L^{2}}^{2} d \tau \\
& \lesssim \sup _{0 \leq \tau \leq \frac{t}{2}}\left\{(1+t-\tau)^{-2}\|z\|_{L^{\infty}}^{2}\right\} \int_{0}^{\frac{t}{2}}\left\|\partial_{x}^{3} z^{\perp}\right\|_{L^{2}}^{2} d \tau \\
& \lesssim(1+t)^{-2} N_{0}^{2}(t) D^{2}(t) \\
& \lesssim(1+t)^{-2}\left\|z_{0}\right\|_{H^{3}}^{2}, \tag{2.3.16}
\end{align*}
$$

where we have used (2.1.9) ( $\operatorname{taking} s=3$ ) and the fact $Q(z)=O\left(\left|z^{\perp}\right|^{2}\right)$.
On the other hand, by taking $\sigma_{1}=\sigma_{2}=2, p=2$ and $k=1, \ell=2, r=1$ in Theorem 2.1.1, we get

$$
\begin{equation*}
J_{2 H 2} \lesssim \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{2}}\left\|\partial_{x}^{3} Q(\tau)\right\|_{L^{1}}^{2} d \tau \tag{2.3.17}
\end{equation*}
$$

It follows from the Gagliardo-Nirenberg interpolation inequality in [43] that

$$
\begin{equation*}
\left\|\partial_{x} f\right\|_{L^{2}} \lesssim\|f\|_{L^{2}}^{\frac{2}{3}}\left\|\partial_{x}^{3} f\right\|_{L^{2}}^{\frac{1}{3}}, \quad\left\|\partial_{x}^{2} f\right\|_{L^{2}} \lesssim\|f\|_{L^{2}}^{\frac{1}{3}}\left\|\partial_{x}^{3} f\right\|_{L^{2}}^{\frac{2}{3}} \tag{2.3.18}
\end{equation*}
$$

Furthermore, together with (2.3.17)-(2.3.18), we obtain

$$
\begin{align*}
J_{2 H 2} & \lesssim \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{2}}\left\|z^{\perp}\right\|_{L^{2}}^{2}\left\|\partial_{x}^{3} z^{\perp}\right\|_{L^{2}}^{2} d \tau \\
& \lesssim N(t)^{2} \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{2}}(1+\tau)^{-\frac{3}{2}}\left\|\partial_{x}^{3} z^{\perp}\right\|_{L^{2}}^{2} d \tau \\
& \lesssim N(t)^{2} \sup _{\frac{t}{2} \leq \tau \leq t}\left\{(1+t-\tau)^{-\frac{1}{2}}(1+\tau)^{-\frac{3}{2}}\right\} \int_{0}^{t}\left\|\partial_{x}^{3} z^{\perp}\right\|_{L^{2}}^{2} d \tau \\
& \lesssim(1+t)^{-\frac{3}{2}} N(t)^{2} D(t)^{2} \tag{2.3.19}
\end{align*}
$$

For $J_{3}$, we write

$$
J_{3}:=J_{3 L}+J_{3 H}
$$

Note that $R(z)=O(\rho|E|+|v||h|)$, by taking $\sigma_{1}=\sigma_{2}=2, p=2$ and $k=j=0, q=1$ in

Theorem 2.1.1, we obtain

$$
\begin{align*}
J_{3 L} & \lesssim \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}\|R(\tau)\|_{L^{1}}^{2} d \tau \\
& \lesssim \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}\|z(\tau)\|_{L^{2}}^{4} d \tau \\
& \lesssim N(t)^{4} \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}(1+\tau)^{-3} d \tau \\
& \lesssim N(t)^{4}(1+t)^{-\frac{3}{2}} \tag{2.3.20}
\end{align*}
$$

Similarly, we separate the high-frequency part $J_{3 H}$ as follows

$$
J_{3 H}=\left(\int_{0}^{\frac{t}{2}}+\int_{\frac{t}{2}}^{t}\right)(\cdots) d \tau:=J_{3 H 1}+J_{3 H 2}
$$

Taking $\sigma_{1}=\sigma_{2}=2, p=2$ and $k=0, \ell=r=2$ in Theorem 2.1.1 leads to

$$
\begin{align*}
J_{3 H 1} & \lesssim \int_{0}^{\frac{t}{2}}(1+t-\tau)^{-2}\left\|\partial_{x}^{2} R(\tau)\right\|_{L^{2}}^{2} d \tau \\
& \lesssim \int_{0}^{\frac{t}{2}}(1+t-\tau)^{-2}\|z\|_{L^{\infty}}^{2}\left\|\partial_{x}^{2} z\right\|_{L^{2}}^{2} d \tau \\
& \lesssim \sup _{0 \leq \tau \leq \frac{t}{2}}\left\{(1+t-\tau)^{-2}\|z\|_{L^{\infty}}^{2}\right\} \int_{0}^{\frac{t}{2}}\left\|\partial_{x}^{2} z\right\|_{L^{2}}^{2} d \tau \\
& \lesssim(1+t)^{-2} N_{0}^{2}(t) D^{2}(t) \\
& \lesssim(1+t)^{-2}\left\|z_{0}\right\|_{H^{3}}^{2}, \tag{2.3.21}
\end{align*}
$$

where we have used (2.1.9) (taking $s=3$ ). On the other hand, by taking $\sigma_{1}=\sigma_{2}=2, p=2$
and $k=0, \ell=2, r=1$ in Theorem 2.1.1, we arrive at

$$
\begin{align*}
J_{3 H 2} & \lesssim \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{2}}\left\|\partial_{x}^{2} R(\tau)\right\|_{L^{1}}^{2} d \tau \\
& \lesssim \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{2}}\|z\|_{L^{2}}^{2}\left\|\partial_{x}^{2} z\right\|_{L^{2}}^{2} d \tau \\
& \lesssim N(t)^{2} \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{2}}(1+\tau)^{-\frac{3}{2}}\left\|\partial_{x}^{2} z\right\|_{L^{2}}^{2} d \tau \\
& \lesssim N(t)^{2} \sup _{\frac{t}{2} \leq \tau \leq t}\left\{(1+t-\tau)^{-\frac{1}{2}}(1+\tau)^{-\frac{3}{2}}\right\} \int_{0}^{t}\left\|\partial_{x}^{2} z\right\|_{L^{2}}^{2} d \tau \\
& \lesssim(1+t)^{-\frac{3}{2}} N(t)^{2} D(t)^{2} \tag{2.3.22}
\end{align*}
$$

where the Gagliardo-Nirenberg inequality $\left\|\partial_{x} f\right\|_{L^{2}} \lesssim\|f\|_{L^{2}}^{\frac{1}{2}}\left\|\partial_{x}^{2} f\right\|_{L^{2}}^{\frac{1}{2}}$ was used in the second line.

Therefore, combining above inequalities (2.3.14)-(2.3.16) and (2.3.19)-(2.3.22), it follows from Plancherel's theorem that

$$
\begin{align*}
\|z\|_{L^{2}}^{2} \lesssim & (1+t)^{-\frac{3}{2}}\left\|z_{0}\right\|_{H^{3} \cap L^{1}}^{2}+(1+t)^{-\frac{3}{2}} N(t)^{4} \\
& +(1+t)^{-\frac{3}{2}} N(t)^{2} D(t)^{2} \tag{2.3.23}
\end{align*}
$$

which leads to (2.3.12) exactly.
According to the energy inequality (2.1.9) (taking $s=3$ ), the dissipation norm $D(t) \lesssim$ $\left\|z_{0}\right\|_{H^{3}} \lesssim\left\|z_{0}\right\|_{H^{3} \cap L^{1}}$. Thus, if $\left\|z_{0}\right\|_{H^{3} \cap L^{1}}$ is sufficient small, then it holds that

$$
\begin{equation*}
N(t) \lesssim\left\|z_{0}\right\|_{H^{3} \cap L^{1}}+N(t)^{2} \tag{2.3.24}
\end{equation*}
$$

which implies that $N(t) \lesssim\left\|z_{0}\right\|_{H^{3} \cap L^{1}}$, provided that $\left\|z_{0}\right\|_{H^{3} \cap L^{1}}$ is sufficient small. Consequently, the optimal decay estimate in Theorem 2.1.2 is achieved.

### 2.4 Appendix

In the last section, as another application of Theorem 2.1.1, we generalize recent decay properties in [64] for linear symmetric hyperbolic systems with non-symmetric dissipation.

### 2.4.1 Symmetric hyperbolic systems

Consider the Cauchy problem for the first-order linearized symmetric hyperbolic system of equations with dissipation

$$
\left\{\begin{array}{l}
A^{0} w_{t}+\sum_{j=1}^{n} A^{j} w_{x_{j}}+L w=0  \tag{2.4.1}\\
\left.w\right|_{t=0}=w_{0}
\end{array}\right.
$$

with $w(t, x) \in \mathbb{R}^{m}$ for $t>0$ and $x \in \mathbb{R}^{n}$, where $A^{j}(j=0,1, \cdots, n)$ and $L$ are $m \times m$ real constant matrices. It is assumed that all $A^{j}(j=0,1, \cdots, n)$ are symmetric, $A_{0}$ is positive definite and $L$ is nonnegative definite with a nontrivial kernel.

If the degenerate dissipation matrix $L$ is symmetric, Kawashima and Shizuta [58] first formulated the so-called Kawashima-Shizuta condition which designs the compensating matrix $K$ to capture the dissipation of systems over the degenerate kernel space of $L$. Inspired by recent concrete examples, such as dissipative Timoshenko systems and compressible EulerMaxwell equations and so on, the matrix $L$ has the skew-symmetric part and is not symmetric. In this case, the partial positivity on $\operatorname{Ker}\left(L_{1}\right)^{\perp}\left(L_{1}:=\right.$ the symmetric part of $L$ ) is available only. Recently, Ueda, Duan and Kawashima [64] found a real compensating matrix $S$ to make up the full positivity on $\operatorname{Ker}(L)^{\perp}$. Consequently, they developed decay properties for (2.4.1) with the weaker dissipative mechanism. Here, we don't collect those structural conditions formulated by [64] for brevity, however, we would like to keep the same notations as in [64] for the convenience of reader.

Based on conditions $(A),(K),(S)$ and $(S)_{1}$ in [64], by employing the energy method in Fourier spaces, they arrived at

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(t, \xi)+c \eta(\xi) \mathcal{E}(t, \xi) \leq 0 \tag{2.4.2}
\end{equation*}
$$

which implies that $\mathcal{E}(t, \xi) \leq e^{-c \eta(\xi) t} \mathcal{E}(0, \xi)$, where $\eta(\xi)=|\xi|^{2} /\left(1+|\xi|^{2}\right)^{2}$ and $\mathcal{E}(t, \xi) \approx|\hat{w}|^{2}$. Furthermore, by Theorem 2.1.1, we can generalize the decay property in [64].
Proposition 2.4.1. Assume that conditions (A), (K), (S) and (S) in [64] hold. If the initial data $w_{0} \in W^{l, r} \cap L^{q}$ for $l \geq 0$ and $1 \leq q, r \leq 2$, then the solution $w(t, x)$ of (2.4.1) satisfies the decay estimate

$$
\begin{equation*}
\left\|\partial_{x}^{k} w\right\|_{L^{p}} \lesssim(1+t)^{-\gamma_{2}(q, p)-\frac{k}{2}}\left\|w_{0}\right\|_{L^{q}}+(1+t)^{-\frac{\ell}{2}+\gamma_{2}(r, p)}\left\|\partial_{x}^{k+\ell} w_{0}\right\|_{L^{r}} \tag{2.4.3}
\end{equation*}
$$

for $\ell>n\left(\frac{1}{r}-\frac{1}{p}\right), 2 \leq p \leq \infty$ and $0 \leq k+\ell \leq l$.
Here $\ell \geq 0$ when $p=r=2$.

### 2.4.2 Symmetric hyperbolic systems with constraints

Inspired by Euler-Maxwell equations, the system (2.4.1) equipped with a general constraint was also investigated in [64]:

$$
\begin{equation*}
\sum_{j=1}^{n} \mathcal{Q}^{j} w_{x_{j}}+\mathcal{R} w=0 \tag{2.4.4}
\end{equation*}
$$

where $\mathcal{Q}^{j}$ and $\mathcal{R}$ are $m_{1} \times m$ real constant matrices with $m_{1}<m$. Let $\Pi_{1}$ be the orthogonal projection from $\mathbb{C}^{m_{1}}$ onto Image $(\mathcal{R})=\left\{\mathcal{R} \phi: \phi \in \mathbb{C}^{m}\right\} \subset \mathbb{C}^{m_{1}}$. Set $\Pi_{2}=I-\Pi_{1}$. Noticing that $\Pi_{1}$ and $\Pi_{2}$ are $m_{1} \times m_{1}$ real symmetric matrices. Using these projections, the condition (2.4.4) can be decomposed as

$$
\begin{equation*}
\sum_{j=1}^{n} \Pi_{1} \mathcal{Q}^{j} w_{x_{j}}+\mathcal{R} w=0, \quad \sum_{j=1}^{n} \Pi_{2} \mathcal{Q}^{j} w_{x_{j}}=0 \tag{2.4.5}
\end{equation*}
$$

To ensure that (2.4.4) or (2.4.5) holds at an arbitrary time $t>0$ if it satisfies initially, the extra structure condition $(\mathrm{C})$ is posted, see [64] for details. Additionally, those conditions in Proposition 2.4.1 need to be revised a little in this case. For convenience, the same notations as in [64] are kept. As a consequence, the dissipative inequality (2.4.2) still holds for the solution of (2.4.1) along with (2.4.4). Furthermore, we have a similar decay property as stated in Proposition 2.4.1.

Proposition 2.4.2. Assume that conditions (A), (C), (S), $\left(S^{*}\right)_{1}$ and $\left(K^{*}\right)$ in [64] hold. If the initial data $w_{0} \in W^{l, r} \cap L^{q}$ for $l \geq 0$ and $1 \leq q, r \leq 2$, then the solution $w(t, x)$ of (2.4.1) satisfies (2.4.4) for all $t>0$. Moreover, the solution satisfies the decay estimate (2.4.3).

Remark 2.4.1. Propositions 2.4.1-2.4.2 go back to Theorem 2.2 and Theorem 5.2 in [64], if one takes $p=r=2$ and $q=1$. Therefore, the current decay properties can be regarded as a general $L^{p}$-version.

## Chapter 3

## Dissipative Timoshenko system

### 3.1 Introduction

In Chapter 3 we consider the Cauchy problem of the dissipative Timoshenko system in the one-dimensional whole space. This model system introduces a mechanical damping, and takes the form

$$
\begin{cases}\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0 & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}  \tag{3.1.1}\\ \psi_{t t}-\sigma\left(\psi_{x}\right)_{x}-\left(\varphi_{x}-\psi\right)+\gamma \psi_{t}=0 & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}\end{cases}
$$

The initial data is given by

$$
\left(\varphi, \varphi_{t}, \psi, \psi_{t}\right)(x, 0)=\left(\varphi_{0}, \varphi_{1}, \psi_{0}, \psi_{1}\right)(x)
$$

Here $\sigma(\eta)$ in the nonlinear term is assumed to be a smooth function of $\eta$ satisfying $\sigma^{\prime}(\eta)>0$ for any $\eta$ under considerations. The coefficient $\gamma$ in the damping term is a positive constant by definition.

The corresponding linearized system at $z=0$ is

$$
\begin{cases}\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0 & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}  \tag{3.1.2}\\ \psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+\gamma \psi_{t}=0 & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}\end{cases}
$$

with $a>0$ being the wave speed defined by $a^{2}=\sigma^{\prime}(0)$.

### 3.1.1 Formulation \& Problem

Based on the change of variable ([24])

$$
v=\varphi_{x}-\psi, \quad u=\varphi_{t}, \quad z=a \psi_{x}, \quad y=\psi_{t}
$$

the system (3.1.1) is transformed into the following first order system

$$
\begin{align*}
& v_{t}-u_{x}+y=0  \tag{3.1.3a}\\
& y_{t}-\sigma\left(\frac{z}{a}\right)_{x}-v+\gamma y=0  \tag{3.1.3b}\\
& u_{t}-v_{x}=0  \tag{3.1.3c}\\
& z_{t}-a y_{x}=0 \tag{3.1.3d}
\end{align*}
$$

The corresponding initial data is given by

$$
\begin{equation*}
(v, y, u, z)(x, 0)=\left(v_{0}, y_{0}, u_{0}, z_{0}\right)(x) \tag{3.1.4}
\end{equation*}
$$

where $v_{0}=\varphi_{0, x}-\psi_{0}, y_{0}=\psi_{1}, u_{0}=\varphi_{1}, z_{0}=a \psi_{0, x}$. Remark that the nonlinearity of the system (3.1.3) depends on the component $z$ only.

In vector notation, we can write the system (3.1.3) as

$$
\begin{equation*}
A^{0}(z) W_{t}+A(z) W_{x}+L W=0 \tag{3.1.5}
\end{equation*}
$$

where $W=(v, y, u, z)^{T}, A^{0}(z)=\operatorname{diag}(1,1,1, b(z) / a)$ with $b(z)=\sigma^{\prime}(z / a) / a$, and

$$
A(z)=-\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & b(z) \\
1 & 0 & 0 & 0 \\
0 & b(z) & 0 & 0
\end{array}\right), \quad L=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-1 & \gamma & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
$$

Similarly, the linearized system at $z=0$ is given by

$$
\begin{equation*}
W_{t}+A W_{x}+L W=0 \tag{3.1.6}
\end{equation*}
$$

where $A^{0}(0)=I$ and

$$
A:=A(0)=-\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & a \\
1 & 0 & 0 & 0 \\
0 & a & 0 & 0
\end{array}\right)
$$

Explicitly,

$$
\begin{align*}
& v_{t}-u_{x}+y=0  \tag{3.1.7a}\\
& y_{t}-a z_{x}-v+\gamma y=0  \tag{3.1.7b}\\
& u_{t}-v_{x}=0  \tag{3.1.7c}\\
& z_{t}-a y_{x}=0 \tag{3.1.7d}
\end{align*}
$$

Consequently, the system (3.1.3) is regarded as a symmetric hyperbolic system with nonsymmetric relaxation. In fact, the relaxation matrix $L$ is not symmetric such that $\operatorname{ker} L \neq$ ker $L_{1}$, where $L_{1}$ denotes the symmetric part of $L$, which means the general theory on the dissipative structure developed in $[58,67]$ can not be applicable to this system (3.1.1). Therefore, the new approach to show the dissipative structure and the asymptotic stability of the system (3.1.1) has to be implemented.

### 3.1.2 Known results \& Aim

The decay property of the linear system (3.1.2) was first investigated by J.E. Muñoz Rivera and R. Racke in [50]. They considered the linear system (3.1.2) in a bounded region and with simple boundary conditions and showed that the energy of the solutions decays exponentially when $a=1$, but polynomially when $a \neq 1$ as $t \rightarrow \infty$.

To explain this interesting decay property, K. Ide, K. Haramoto and S. Kawashima [24] considered the linear system (3.1.2) in one-dimensional whole space. They showed that the dissipative structure of the system (3.1.6) can be characterized as

$$
\operatorname{Re} \lambda(i \xi) \leq-c \eta(\xi), \quad \eta(\xi)= \begin{cases}\xi^{2} /\left(1+\xi^{2}\right) & \text { for } a=1 \\ \xi^{2} /\left(1+\xi^{2}\right)^{2} & \text { for } a \neq 1\end{cases}
$$

where $\lambda(i \xi)$ denotes the eigenvalues of the linear system (3.1.2) in the Fourier space, and $c$ is a positive constant. We note that the dissipative structure for $a=1$ is the same one shown in the general theory [58,67]. On the other hand, the dissipative strudture for $a \neq 1$ is much weaker in the high frequency region, which causes regularity-loss in the decay estimate of the solutions.

In fact, by using the energy method in the Fourier space, the authors in [24] derived the following pointwise estimate of the solution $W=(v, y, u, z)^{T}$ to the linear system (3.1.6).

$$
|\hat{W}(\xi, t)| \leq C e^{-c \eta(\xi) t}\left|\hat{W}_{0}(\xi)\right|,
$$

where $W_{0}=\left(v_{0}, y_{0}, u_{0}, z_{0}\right)^{T}$ is the corresponding initial data.
Moreover, based on this pointwise estimate, they showed the time decay estimates of this solution in $L^{2}$ norm.

$$
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}-\frac{k}{2}}\left\|W_{0}\right\|_{L^{1}}+ \begin{cases}C e^{-c t}\left\|\partial_{x}^{k} W_{0}\right\|_{L^{2}} & \text { for } a=1 \\ C(1+t)^{-\frac{\ell}{2}}\left\|\partial_{x}^{k+\ell} W_{0}\right\|_{L^{2}} & \text { for } a \neq 1,\end{cases}
$$

where $k$ and $l$ are nonnegative integers, and $C$ and $c$ are positive constants. Note that when $a \neq 1$, in order to obtain the optimal decay rate $(1+t)^{-1 / 4-k / 2}$ we have to assume the additional $\ell$-th order regularity on the initial data to make the decay rate $(1+t)^{-\ell / 2}$ better than $(1+t)^{-1 / 4-k / 2}$. Therefore the regularity-loss can not be avoided for $a \neq 1$.

Based on these linear system results in [24], K. Ide and S. Kawashima [25] proved the global-in-time existence and uniqueness, and the optimal decay of the solutions to the nonlinear system (3.1.5). To state these results, they introduced the following time-weighted
norms $\tilde{E}(t)$ and $\tilde{D}(t)$ :

$$
\begin{aligned}
& \tilde{E}(t)^{2}:=\sum_{j=0}^{\left[\frac{s}{2}\right]} \sup _{0 \leq \tau \leq t}(1+\tau)^{j-\frac{1}{2}}\left\|\partial_{x}^{j} W(\tau)\right\|_{H^{s-2 j}}^{2}, \\
& \tilde{D}(t)^{2}:=\sum_{j=0}^{\left[\frac{s}{2}\right]} \int_{0}^{t}(1+\tau)^{j-\frac{3}{2}}\left\|\partial_{x}^{j} W(\tau)\right\|_{H^{s-2 j}}^{2} d \tau \\
& \quad+\sum_{j=0}^{\left[\frac{s}{2}\right]-1} \int_{0}^{t}(1+\tau)^{j-\frac{1}{2}}\left\|\partial_{x}^{j} v(\tau)\right\|_{H^{s-1-2 j}}^{2} d \tau+\sum_{j=0}^{\left[\frac{s}{2}\right]} \int_{0}^{t}(1+\tau)^{j-\frac{1}{2}}\left\|\partial_{x}^{j} y(\tau)\right\|_{H^{s-2 j}}^{2} d \tau .
\end{aligned}
$$

Then the results in [25] are stated as follows.
Proposition 3.1.1 (Global existence \& $L^{2}$ decay estimate [25]). Assume that the initial data satisfies $W_{0} \in H^{s} \cap L^{1}$ for $s \geq 6$ and put $\tilde{E}_{1}:=\left\|W_{0}\right\|_{H^{s}}+\left\|W_{0}\right\|_{L^{1}}$, where $W_{0}$ is the corresponding initial data. Then there exists a positive constant $\tilde{\delta}_{1}$ such that if $\tilde{E}_{1} \leq \tilde{\delta}_{1}$, the Cauchy problem (3.1.5) with $W_{0}$ has a unique global in time solution $W(t)$ with $W \in$ $C\left([0, \infty) ; H^{s}\right) \cap C^{1}\left([0, \infty) ; H^{s-1}\right)$. Moreover this solution $W(t)$ verifies the energy estimate

$$
\tilde{E}(t)^{2}+\tilde{D}(t)^{2} \leq C \tilde{E}_{1}^{2}
$$

and the optimal decay estimate for lower order derivatives

$$
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}} \leq C \tilde{E}_{1}(1+t)^{-\frac{1}{4}-\frac{k}{2}}
$$

where $0 \leq k \leq[s / 2]-1$, and $C>0$ is a constant.
Remark. The norms $\tilde{E}(t)$ and $\tilde{D}(t)$ contain the time-weights with negative exponents. Also, their results require the high spacial regularity $s \geq 6$ and $L^{1}$ property on the initial data. These devices in [25] are crucial to control the weak dissipation due to the nonlinearity and the regularity-loss property of the system (3.1.1).
S. Kawashima and his collaborators have found the diffusion phenomenon of the linear system (3.1.2) and the nonlinear system (3.1.1). In other words, they showed that the solutions to the systems (3.1.2) and (3.1.1) approaches the diffusion wave expressed in term of the superposition of the heat kernels as $t \rightarrow \infty$. However, to overcome the difficulty caused by the nonlinearity and the regularity-loss property, the suitably large spatial regularity $s \geq 6$ was needed for the analysis of the nonlinear problem (3.1.1).

Based on these results, in Chapter 3 we aim at showing the global-in-time existence and uniqueness of the solutions to the system (3.1.1) under the smallness condition on the initial data in the Sobolev space with the critical regularity-index $H^{2}$. Also, we will show the asymptotic decay of this solution in $L^{2}$ at the optimal decay rate $t^{-1 / 4}$ for $t \rightarrow \infty$ under the condition on the initial data in $H^{2} \cap L^{1}$.

### 3.2 Main results

To state our main results of Chapter 3, we introduce the energy norm $E(t)$ and the corresponding dissipation norm $D(t)$ by

$$
\begin{aligned}
& E(t)^{2}:=\sup _{0 \leq \tau \leq t}\|W(\tau)\|_{H^{s}}^{2}, \\
& D(t)^{2}:=\int_{0}^{t}\|v(\tau)\|_{H^{s-1}}^{2}+\|y(\tau)\|_{H^{s}}^{2}+\left\|\partial_{x} u(\tau)\right\|_{H^{s-2}}^{2}+\left\|\partial_{x} z(\tau)\right\|_{H^{s-1}}^{2} d \tau .
\end{aligned}
$$

Notice that in the dissipation norm $D(t)$ we have 1 regularity-loss for $(v, u)$ but no regularityloss for $(y, z)$. Our first result is then stated as follows.
Theorem 3.2.1 (Global existence). Assume that the initial data satisfy $W_{0} \in H^{s}$ for $s \geq 2$ and put $E_{0}:=\left\|W_{0}\right\|_{H^{s}}$. Then there exists a positive constant $\delta_{0}$ such that if $E_{0} \leq \delta_{0}$, the Cauchy problem (3.1.3) and (3.1.4) has a unique global in time solution $W(t)$ with $W \in$ $C\left([0, \infty) ; H^{s}\right) \cap C^{1}\left([0, \infty) ; H^{s-1}\right)$. Moreover this solution $W(t)$ verifies the energy estimate

$$
E(t)^{2}+D(t)^{2} \leq C E_{0}^{2}
$$

where $C>0$ is a constant.
Remark. Our global-in-time existence and uniqueness result holds true under less regularity assumption $s \geq 2$ and without $L^{1}$ property on the initial data. This refinement is based on the better Lyapunov function constructed in the next section 3.3, which is the improvement of the previous result of the linear system in [24]. Our Lyapunov function produces the optimal dissipation estimate for $z$ without any regularity-loss (see $D(t)$ ), which enables us to control the nonlinearity depending only on $z$.

Next we state the result on the optimal time decay estimate.
Theorem 3.2.2 ( $L^{2}$ decay estimate). Assume that the initial data satisfy $W_{0} \in H^{2} \cap L^{1}$ and put $E_{1}:=\left\|W_{0}\right\|_{H^{2}}+\left\|W_{0}\right\|_{L^{1}}$. Then there is a positive constant $\delta_{1}$ such that if $E_{1} \leq \delta_{1}$, then the solution $W(t)$ obtained in Theorem 3.2.1 satisfies the following optimal $L^{2}$ decay estimate:

$$
\|W(t)\|_{L^{2}} \leq C E_{1}(1+t)^{-\frac{1}{4}}
$$

where $C>0$ is a constant.
Remark. In order to show the above decay estimate, first, we estimate the nonlinear solution by using the energy method in the Fourier space, and then apply the refined decay estimate of $L^{p}-L^{q}-L^{r}$ type which was established in Chapter 2. For the details, see Section 3.5.

### 3.3 Linear system

The linear dissipative Timoshenko system (3.1.2) was studied intensively in [24]. In this section, we first review some of the main results in [24] and then give a refinement of the energy method in the Fourier space which was employed in [24]. This refinement gives the optimal pointwise estimates of the solutions in the Fourier space.

### 3.3.1 Review on previous results

## Decay estimate

The result on the decay estimate of the solutions to (3.1.6), which was obtained in [24], is stated as follows.
Theorem 3.3.1 ( $L^{2}$ decay estimate [24]). The solution $W$ of the problem (3.1.6) with the initial data $W_{0}$ satisfies the following decay estimates for $t \geq 0$ :

$$
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{2}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{2}}\left\|W_{0}\right\|_{L^{p}}+C e^{-c t}\left\|\partial_{x}^{k} W_{0}\right\|_{L^{2}}
$$

for $a=1$, and

$$
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{2}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{2}}\left\|W_{0}\right\|_{L^{p}}+C(1+t)^{-\frac{l}{2}}\left\|\partial_{x}^{k+l} W_{0}\right\|_{L^{2}}
$$

for $a \neq 1$, where $1 \leq p \leq 2, k$ and $l$ are nonnegative integers, and $C$ and $c$ are positive constants.

The above decay estimates follow from the corresponding pointwise estimates of the solutions in the Fourier space. To state the result precisely, we take the Fourier transform of (3.1.6) to obtain

$$
\left\{\begin{array}{l}
\hat{W}_{t}+(i \xi A+L) \hat{W}=0  \tag{3.3.1}\\
\hat{W}(\xi, 0)=\hat{W}_{0}(\xi)
\end{array}\right.
$$

Note that the solution to (3.3.1) is given by $\hat{W}(\xi, t)=e^{t \hat{\Phi}(i \xi)} \hat{W}_{0}(\xi)$, where

$$
\begin{equation*}
\hat{\Phi}(\zeta)=-(L+\zeta A), \quad \zeta \in \mathbb{C} \tag{3.3.2}
\end{equation*}
$$

Also we consider the eigenvalue problem corresponding to (3.3.1):

$$
\begin{equation*}
\lambda \phi+(i \xi A+L) \phi=0 \tag{3.3.3}
\end{equation*}
$$

where $\lambda \in \mathbb{C}$ and $\phi \in \mathbb{C}^{4}$. We denote by $\lambda=\lambda(i \xi)$ the eigenvalue of the problem (3.3.1), which satisfies (3.3.3) for $\phi \neq 0$.

Now we state the result on the pointwise estimate of the solutions to (3.3.1), which was shown in [24].
Lemma 3.3.2 (Pointwise estimate [24]). The solution $\hat{W}$ to the problem (3.3.1) satisfies the following pointwise estimates for any $\xi \in \mathbb{R}$ and $t \geq 0$ :

$$
\begin{aligned}
& |\hat{W}(\xi, t)| \leq C e^{-c \eta_{1}(\xi) t}\left|\hat{W}_{0}(\xi)\right| \quad \text { for } \quad a=1, \\
& |\hat{W}(\xi, t)| \leq C e^{-c \eta_{2}(\xi) t}\left|\hat{W}_{0}(\xi)\right| \quad \text { for } \quad a \neq 1,
\end{aligned}
$$

where $\eta_{1}(\xi)=\xi^{2} /\left(1+\xi^{2}\right)$ and $\eta_{2}(\xi)=\xi^{2} /\left(1+\xi^{2}\right)^{2}$, and $C$ and $c$ are positive constants.
Remark. The corresponding eigenvalue $\lambda(i \xi)$ satisfies $\operatorname{Re} \lambda(i \xi) \leq-c \eta_{1}(\xi)$ for $a=1$ and $\operatorname{Re} \lambda(i \xi) \leq-c \eta_{2}(\xi)$ for $a \neq 1$, where $c$ is a positive constant. This gives the characterization of the dissipative structure of the dissipative Timoshenko system (3.1.6). When $a \neq 1$, the dissipative structure is very weak in the high frequency region and verifies $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$ with a positive constant $c$ for $|\xi| \rightarrow \infty$.

## Asymptotic expansion of eigenvalues

Let $\lambda_{j}(\zeta)$ be the eigenvalues of the matrix $\hat{\Phi}(\zeta)$ in (3.3.2). We review the result on the asymptotic expansion of the eigenvalues $\lambda_{j}(\zeta)$ for $|\zeta| \rightarrow 0$ and $|\zeta| \rightarrow \infty$, which was given in [24].

The eigenvalues $\lambda_{j}(\zeta), j=1,2,3,4$, are the solutions of the characteristic equation

$$
\operatorname{det}(\lambda I-\hat{\Phi}(\zeta))=\lambda^{4}+\gamma \lambda^{3}+\left\{1-\left(a^{2}+1\right) \zeta^{2}\right\} \lambda^{2}-\gamma \zeta^{2} \lambda+a^{2} \zeta^{4}=0
$$

(i) When $|\zeta| \rightarrow 0, \quad \lambda_{j}(\zeta)$ has the following asymptotic expansion:

$$
\begin{equation*}
\lambda_{j}(\zeta)=\lambda_{j}^{(0)}+\lambda_{j}^{(1)} \zeta+\lambda_{j}^{(2)} \zeta^{2}+\cdots \tag{3.3.4}
\end{equation*}
$$

Here each coefficient $\lambda_{j}^{(k)}$ is given by direct computations as

$$
\begin{aligned}
& \lambda_{j}^{(0)}=\lambda_{j}^{(1)}=0, \quad \lambda_{j}^{(2)}=\alpha_{j}, \quad \lambda_{j}^{(3)}=0 \quad \text { for } \quad j=1,2, \\
& \lambda_{j}^{(0)}=\beta_{j}, \quad \lambda_{j}^{(1)}=0 \quad \text { for } \quad j=3,4,
\end{aligned}
$$

where $\alpha_{j}=\frac{1}{2}\left(\gamma \pm \sqrt{\gamma^{2}-4 a^{2}}\right)$ and $\beta_{j}=-\frac{1}{2}\left(\gamma \pm \sqrt{\gamma^{2}-4}\right)$. Notice that $\operatorname{Re} \alpha_{j}>0$ and $\operatorname{Re} \beta_{j}<0$. Consequently, for $|\xi| \rightarrow 0$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\left(\operatorname{Re} \alpha_{j}\right) \xi^{2}+O\left(|\xi|^{4}\right) & \text { for } \quad j=1,2  \tag{3.3.5}\\ \operatorname{Re} \beta_{j}+O\left(|\xi|^{2}\right) & \text { for } \quad j=3,4\end{cases}
$$

(ii) When $|\zeta| \rightarrow \infty, \lambda_{j}(\zeta)$ has the following asymptotic expansion:

$$
\lambda_{j}(\zeta)=\mu_{j}^{(1)} \zeta+\mu_{j}^{(0)}+\mu_{j}^{(-1)} \zeta^{-1}+\mu_{j}^{(-2)} \zeta^{-2}+\cdots
$$

Each coefficient $\mu_{j}^{(k)}$ is given by direct computations as follows: For $j=1,2$, we have

$$
\begin{aligned}
& \mu_{j}^{(1)}= \pm 1, \quad \mu_{j}^{(0)}=\delta_{j} \quad \text { for } \quad a=1 \\
& \mu_{j}^{(1)}= \pm 1, \quad \mu_{j}^{(0)}=0, \quad \mu_{j}^{(-1)}= \pm \frac{1}{2 P}, \quad \mu_{j}^{(-2)}=\frac{\gamma}{P^{2}} \quad \text { for } \quad a \neq 1,
\end{aligned}
$$

and for $j=3,4$, we have

$$
\mu_{j}^{(1)}= \pm a, \quad \mu_{j}^{(0)}=-\frac{\gamma}{2}, \quad \mu_{j}^{(-1)}= \pm \frac{\gamma^{2}}{8 a}
$$

where $\delta_{j}=\frac{1}{4}\left(-\gamma \pm \sqrt{\gamma^{2}-4}\right)$ and $P=a^{2}-1$. Notice that $\operatorname{Re} \delta_{j}<0$. Consequently, when $a=1$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}\operatorname{Re} \delta_{j}+O\left(|\xi|^{-1}\right) & \text { for } \quad j=1,2  \tag{3.3.6}\\ -\frac{\gamma}{2}+O\left(|\xi|^{-2}\right) & \text { for } \quad j=3,4\end{cases}
$$

for $|\xi| \rightarrow \infty$; while in the case $a \neq 1$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\frac{\gamma}{P^{2}} \xi^{-2}+O\left(|\xi|^{-3}\right) & \text { for } \quad j=1,2  \tag{3.3.7}\\ -\frac{\gamma}{2}+O\left(|\xi|^{-2}\right) & \text { for } \quad j=3,4\end{cases}
$$

for $|\xi| \rightarrow \infty$. According to the expansion (3.3.7) for $|\xi| \rightarrow \infty$, when $a \neq 1$, two eigenvalues are of the standard type and satisfy $\operatorname{Re} \lambda(i \xi) \sim-c$, while the other two are not of the standard type and satisfy $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$.

## Energy method in the Fourier space

The pointwise estimates stated in Lemma 3.3.2 were obtained in [24] by using the energy method in the Fourier space. Here we review this energy method by showing the Lyapunov function constructed in [24].

The Lyapunov function $E$ constructed in $[24]$ is equivalent to $|\hat{W}|^{2}=|\hat{v}|^{2}+|\hat{y}|^{2}+|\hat{u}|^{2}+|\hat{z}|^{2}$ and satisfies the differential inequality

$$
\begin{equation*}
E_{t}+c F \leq 0 \tag{3.3.8}
\end{equation*}
$$

where $F$ is the corresponding dissipative term and $c$ is a positive constant. The explicit expressions of $E$ and $F$ are given respectively as follows: When $a=1$, we have

$$
\begin{align*}
& E=\frac{1}{2}|\hat{W}|^{2}+\alpha_{2}\left\{E_{1}+\frac{\alpha_{1} \xi}{1+\xi^{2}}\left(E_{2}+E_{3}\right)\right\}, \\
& F=|\hat{v}|^{2}+|\hat{y}|^{2}+\frac{\xi^{2}}{1+\xi^{2}}\left(|\hat{u}|^{2}+|\hat{z}|^{2}\right) \tag{3.3.9}
\end{align*}
$$

and when $a \neq 1$, we have

$$
\begin{align*}
& E=\frac{1}{2}|\hat{W}|^{2}+\frac{\alpha_{2}}{1+\xi^{2}}\left\{E_{1}+\frac{\alpha_{1} \xi}{1+\xi^{2}}\left(E_{2}+E_{3}\right)\right\} \\
& F=\frac{1}{1+\xi^{2}}|\hat{v}|^{2}+|\hat{y}|^{2}+\frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}\left(|\hat{u}|^{2}+|\hat{z}|^{2}\right) \tag{3.3.10}
\end{align*}
$$

where

$$
E_{1}=-\operatorname{Re}(\hat{v} \overline{\hat{y}}+a \hat{u} \overline{\hat{z}}), \quad E_{2}=\operatorname{Re}(i \hat{v} \overline{\hat{u}}), \quad E_{3}=\operatorname{Re}(i \hat{y} \overline{\hat{z}}),
$$

and $\alpha_{1}$ and $\alpha_{2}$ are suitably small positive constants.
When $a=1$, we see that the energy inequality (3.3.8) with the dissipative term $F$ in (3.3.9) matches with the eigenvalues in (3.3.5) and (3.3.6). On the other hand, when $a \neq 1$, we find from (3.3.5) and (3.3.7) that the dissipative term $F$ in (3.3.10) is not the desired one. In fact, we have two eigenvalues of the non-standard type in (3.3.7), while the corresponding $F$ contains three components of the regularity-loss type. This suggests that the energy method in the Fourier space employed in [24] should be improved for $a \neq 1$. This will be done in the next subsection 3.3.2.

### 3.3.2 Refinement of energy method

When $a \neq 1$, we make a modification of the Lyapunov function such that the corresponding dissipative term matches with the eigenvalues in (3.3.5) and (3.3.7). The desired modification can be given by

$$
\begin{align*}
& E=\frac{1}{2}|\hat{W}|^{2}+\frac{\alpha_{2}}{1+\xi^{2}}\left(E_{1}+\frac{\alpha_{1} \xi}{1+\xi^{2}}\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}\right),  \tag{3.3.11}\\
& F=\frac{1}{1+\xi^{2}}|\hat{v}|^{2}+|\hat{y}|^{2}+\frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{u}|^{2}+\frac{\xi^{2}}{1+\xi^{2}}|\hat{z}|^{2}
\end{align*}
$$

where $E_{1}, E_{2}$ and $E_{3}$ are given in the previous subsection, and $\alpha_{1}$ and $\alpha_{2}$ are suitably small positive constants. In fact, we have:
Proposition 3.3.3. Let $a \neq 1$. Then, for suitably small positive constants $\alpha_{1}$ and $\alpha_{2}$, the Lyapunov function $E$ in (3.3.11) is equivalent to $|\hat{W}|^{2}$ and satisfies the differential inequality (3.3.8) with the dissipative term $F$ in (3.3.11), where $c$ is a positive constant.

Remark. Our dissipative term $F$ in (3.3.11) completely matches with the eigenvalues in (3.3.5) and (3.3.7) for $a \neq 1$. Moreover, the above proposition yields the same pointwise estimate in Lemma 3.3.2 for $a \neq 1$.

As a simple corollary of Proposition 3.3.3, we have the optimal energy estimate for (3.1.6) for $a \neq 1$. In fact, we integrate (3.3.8) with respect to $t$ over $(0, t)$. Then we multiply the resultant inequality by $\left(1+\xi^{2}\right)^{2(s-k)}|\xi|^{2 k}$ and integrate with respect to $\xi \in \mathbb{R}$, where $0 \leq k \leq s$. This yields the following optimal energy estimate.
Proposition 3.3.4. Let $a \neq 1$, and let $s$ and $k$ be integers with $0 \leq k \leq s$. Then the solution $W$ to the problem (3.1.6) with $W_{0}$ satisfies the following energy estimate for any $t \geq 0$ :

$$
\begin{align*}
& \left\|\partial_{x}^{k} W(t)\right\|_{H^{s-k}}^{2}+\int_{0}^{t}\left(\left\|\partial_{x}^{k} v(\tau)\right\|_{H^{s-k-1}}^{2}+\left\|\partial_{x}^{k} y(\tau)\right\|_{H^{s-k}}^{2}\right. \\
& \left.\quad+\left\|\partial_{x}^{k+1} u(\tau)\right\|_{H^{s-k-2}}^{2}+\left\|\partial_{x}^{k+1} z(\tau)\right\|_{H^{s-k-1}}^{2}\right) d \tau \leq C\left\|\partial_{x}^{k} W_{0}\right\|_{H^{s-k}}^{2} \tag{3.3.12}
\end{align*}
$$

where $C$ is a positive constant.
Remark. The energy estimate (3.3.12) completely matches with the eigenvalues given in (3.3.5) and (3.3.7) for $a \neq 1$, and hence it seems optimal. We note that in the dissipative term of (3.3.12) for $a \neq 1$, we have one regularity-loss for two components $v$ and $u$ but no regularity-loss for other two components $y$ and $z$.

The proof of Proposition 3.3.3. First our system (3.1.6) in the Fourier space is written explicitly in the form

$$
\begin{align*}
& \hat{v}_{t}-i \xi \hat{u}+\hat{y}=0  \tag{3.3.13a}\\
& \hat{y}_{t}-a i \xi \hat{z}-\hat{v}+\gamma \hat{y}=0  \tag{3.3.13b}\\
& \hat{u}_{t}-i \xi \hat{v}=0  \tag{3.3.13c}\\
& \hat{z}_{t}-a i \xi \hat{y}=0 \tag{3.3.13d}
\end{align*}
$$

When $a \neq 1$, we want to construct our Lyapunov function $E$ in (3.3.11) and prove the differential inequality (3.3.8) with the corresponding $F$ given in (3.3.11). This will be done by modifying the energy method employed in [24]. Our proof below is divided into four steps. The first two steps of our proof are the same as in [24], while the other two steps require some modifications.
Step 1. We multiply (3.3.13a), (3.3.13b), (3.3.13c) and (3.3.13d) by $\overline{\hat{v}}, \overline{\hat{y}}, \overline{\hat{u}}$ and $\overline{\hat{z}}$, respectively. Then, adding the resultant equations and taking the real part, we get

$$
\begin{equation*}
\frac{1}{2}\left(|\hat{W}|^{2}\right)_{t}+\gamma|\hat{y}|^{2}=0 \tag{3.3.14}
\end{equation*}
$$

where $|\hat{W}|^{2}=|\hat{v}|^{2}+|\hat{y}|^{2}+|\hat{u}|^{2}+|\hat{z}|^{2}$. This will give us the energy estimate for $(\hat{v}, \hat{y}, \hat{u}, \hat{z})$ as well as the dissipative estimate for $\hat{y}$.
Step 2. We create the dissipative estimte for $\hat{v}$. To this end, we first multiply (3.3.13b) and (3.3.13a) by $-\overline{\hat{v}}$ and $-\overline{\hat{y}}$, respectively, and add the resulting two equalities. Also, we multiply (3.3.13c) and (3.3.13d) by $-a \overline{\hat{z}}$ and $-a \overline{\hat{u}}$, respectively, and add the resulting two equalities. Then, adding the two equalities obtained above and taking the real part, we arrive at

$$
\begin{aligned}
E_{1, t}+|\hat{v}|^{2}-|\hat{y}|^{2} & =\gamma \operatorname{Re}(\overline{\hat{v}} \hat{y})-\xi \operatorname{Re}\left\{i\left(\overline{\hat{y}} \hat{u}+a^{2} \overline{\hat{u}} \hat{y}\right)\right\} \\
& =\gamma \operatorname{Re}(\overline{\hat{v}} \hat{y})-\left(a^{2}-1\right) \xi \operatorname{Re}(i \overline{\hat{u}} \hat{y}),
\end{aligned}
$$

where $E_{1}:=-\operatorname{Re}(\hat{v} \overline{\hat{y}}+a \hat{u} \overline{\hat{z}})$. Applying the Young inequality, we obtain

$$
\begin{equation*}
E_{1, t}+(1-\varepsilon)|\hat{v}|^{2} \leq C_{\varepsilon}|\hat{y}|^{2}+\left|a^{2}-1\|\xi\| \hat{u} \||\hat{y}|\right. \tag{3.3.15}
\end{equation*}
$$

for any $\varepsilon \in(0,1)$, where $C_{\varepsilon}$ is a constant depending on $\varepsilon$.
Step 3. We create the dissipative estimate for $(\hat{u}, \hat{z})$. First, we multiply (3.3.13a) and (3.3.13c) by $i \xi \overline{\hat{u}}$ and $i \xi \overline{\hat{v}}$, respectively, and subtract the resulting two equalities. From the real part, we have

$$
\begin{equation*}
\xi E_{2, t}+\xi^{2}\left(|\hat{u}|^{2}-|\hat{v}|^{2}\right)+\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})=0 \tag{3.3.16}
\end{equation*}
$$

where $E_{2}:=\operatorname{Re}(i \hat{v} \overline{\hat{u}})$. Here we used the fact that $\operatorname{Re}\left\{i\left(\overline{\hat{u}} \hat{v}_{t}-\overline{\hat{v}} \hat{u}_{t}\right)\right\}=\{\operatorname{Re}(i \hat{v} \overline{\hat{u}})\}_{t}$. Similarly, we multiply (3.3.13b) and (3.3.13d) by $i \xi \overline{\hat{z}}$ and $i \xi \overline{\hat{y}}$, respectively. Then, subtracting the resulting two equalities and taking the real part, we have

$$
\begin{equation*}
\xi E_{3, t}+a \xi^{2}\left(|\hat{z}|^{2}-|\hat{y}|^{2}\right)-\xi \operatorname{Re}\{i \overline{\hat{z}}(\hat{v}-\gamma \hat{y})\}=0 \tag{3.3.17}
\end{equation*}
$$

where $E_{3}:=\operatorname{Re}(i \hat{y} \overline{\hat{z}})$.
When $a \neq 1$, we multiply (3.3.17) by $1+\xi^{2}$ and add the resultant equality to (3.3.16). This gives

$$
\begin{aligned}
& \xi\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}_{t}+\xi^{2}|\hat{u}|^{2}+a\left(1+\xi^{2}\right) \xi^{2}|\hat{z}|^{2} \\
& \quad=\xi^{2}|\hat{v}|^{2}+a\left(1+\xi^{2}\right) \xi^{2}|\hat{y}|^{2}+\xi \operatorname{Re}\{i \overline{\hat{z}}(\hat{v}-\gamma \hat{y})\}-\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})
\end{aligned}
$$

Using the Young inequality, we obtain

$$
\begin{align*}
& \xi\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}_{t}+(1-\varepsilon) \xi^{2}|\hat{u}|^{2}+a(1-\varepsilon)\left(1+\xi^{2}\right) \xi^{2}|\hat{z}|^{2} \\
& \quad \leq C_{\varepsilon}\left(1+\xi^{2}\right)|\hat{v}|^{2}+C_{\varepsilon}\left(1+\xi^{2}\right)^{2}|\hat{y}|^{2} \tag{3.3.18}
\end{align*}
$$

for any $\varepsilon \in(0,1)$, where $C_{\varepsilon}$ is a constant depending on $\varepsilon$. This will give us a good dissipative estimate for $(\hat{u}, \hat{z})$ in terms of the corresponding estimate for $(\hat{v}, \hat{y})$.

Step 4. We construct our Lyapunov function $E$ for $a \neq 1$. To this end, letting $\alpha_{1}>0$, we first multiply (3.3.15) and (3.3.18) by $\frac{1}{1+\xi^{2}}$ and $\frac{\alpha_{1}}{\left(1+\xi^{2}\right)^{2}}$, respectively, and add the resultant inequalities. Applying the Young inequality, we have

$$
\begin{align*}
& \frac{1}{1+\xi^{2}}\left(E_{1}+\frac{\alpha_{1} \xi}{1+\xi^{2}}\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}\right)_{t} \\
& \quad+\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right) \frac{1}{1+\xi^{2}}|\hat{v}|^{2}+\alpha_{1}(1-2 \varepsilon) \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{u}|^{2} \\
& \quad+\alpha_{1} a(1-\varepsilon) \frac{\xi^{2}}{1+\xi^{2}}|\hat{z}|^{2} \leq C_{\varepsilon, \alpha_{1}}|\hat{y}|^{2} \tag{3.3.19}
\end{align*}
$$

where $C_{\varepsilon, \alpha_{1}}$ is a constant depending on $\left(\varepsilon, \alpha_{1}\right)$. Next, letting $\alpha_{2}>0$, we multiply (3.3.19) by $\alpha_{2}$ and add the resultant inequality to (3.3.14). This yields

$$
\begin{align*}
& \frac{1}{2}\left(|\hat{W}|^{2}\right)_{t}+\frac{\alpha_{2}}{1+\xi^{2}}\left(E_{1}+\frac{\alpha_{1} \xi}{1+\xi^{2}}\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}\right)_{t} \\
& \quad+\alpha_{2}\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right) \frac{1}{1+\xi^{2}}|\hat{v}|^{2}+\left(\gamma-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right)|\hat{y}|^{2} \\
& \quad+\alpha_{2} \alpha_{1}(1-2 \varepsilon) \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{u}|^{2}+\alpha_{2} \alpha_{1} a(1-\varepsilon) \frac{\xi^{2}}{1+\xi^{2}}|\hat{z}|^{2} \leq 0 \tag{3.3.20}
\end{align*}
$$

Here we take $\varepsilon>0$ such that $1-2 \varepsilon>0$, i.e., $0<\varepsilon<\frac{1}{2}$. For this choice of $\varepsilon$ we choose $\alpha_{1}>0$ and $\alpha_{2}>0$ such that $1-\varepsilon-\alpha_{1} C_{\varepsilon}>0$ and $\gamma-\alpha_{2} C_{\varepsilon, \alpha_{1}}>0$. Then (3.3.20) becomes the desired differential inequality (3.3.8) for our $E$ and $F$ given in (3.3.11) and for a small positive constant $c$. This completes the proof of Proposition 3.3.3.

### 3.4 Energy method

The aim of this section is to prove the global existence result in Theorem 3.2.1. Our global existence result can be shown by the combination of a local existence result and the desired a priori estimate. Since our system (3.1.5) is a symmetric hyperbolic system, it is not difficult to show a local existence result by the standard method, and we omit the details. To state
our result on the a priori estimate, we consider a solution $W(t)$ of the problem (3.1.5) with the initial data $W_{0}$ satisfying $W \in C\left([0, T] ; H^{s}\right) \cap C^{1}\left([0, T] ; H^{s-1}\right)$ for $s \geq 2$ and

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|W(t)\|_{L^{\infty}} \leq \delta \tag{3.4.1}
\end{equation*}
$$

where $\delta$ is a fixed positive constant. Our a priori estimate is now given as follows.
Proposition 3.4.1 (A priori estimate). Suppose that $W_{0} \in H^{s}$ for $s \geq 2$ and put $E_{0}=$ $\left\|W_{0}\right\|_{H^{s}}$. Let $T>0$ and let $W(t)$ be a solution to the Cauchy problem (3.1.5) with the initial data $W_{0}$ satisfying (3.4.1). Then there exists a positive constant $\delta_{2}$ independent of $T$ such that if $E_{0} \leq \delta_{2}$, we have the a priori estimate

$$
\begin{equation*}
E(t)^{2}+D(t)^{2} \leq C E_{0}^{2}, \quad t \in[0, T] \tag{3.4.2}
\end{equation*}
$$

where $C>0$ is a constant independent of $T$.
To prove the above a priori estimate in Proposition 3.4.1, we need to show the following energy inequality by applying the energy method.

Proposition 3.4.2 (Energy inequality). Suppose that $W_{0} \in H^{s}$ for $s \geq 2$ and put $E_{0}=$ $\left\|W_{0}\right\|_{H^{s}}$. Let $T>0$ and let $W(t)$ be a solution to the Cauchy problem (3.1.5) with the initial data $W_{0}$ satisfying (3.4.1). Then we have the following energy inequality:

$$
\begin{equation*}
E(t)^{2}+D(t)^{2} \leq C E_{0}^{2}+C E(t) D(t)^{2}, \quad t \in[0, T] \tag{3.4.3}
\end{equation*}
$$

where $C>0$ is a constant independent of $T$.
We note that the desired a priori estimate (3.4.2) easily follows from the energy inequality (3.4.3), provided that $E_{0}$ is suitably small. Therefore it is sufficient to prove (3.4.3) for our purpose.

### 3.4.1 Proof of Proposition 3.4.2

In this subsection we prove the energy inequality (3.4.3) in Proposition 3.4.2 by using the energy method. Our energy method is based on the refined Lyapunov function constructed in Subsection 3.3.2 and gives the optimal dissipation estimate for $z$ without any regularity-loss, which can control the nonlinearity of the system (3.1.5).

Proof. Our proof is divided into 4 steps.
Step 1. (Basic energy and dissipation for $y$ ): We calculate as $(3.1 .3 a) \times v+(3.1 .3 b) \times y+$ $(3.1 .3 c) \times u+(3.1 .3 d) \times\{\sigma(z / a)-\sigma(0)\} / a$. This yields

$$
\begin{equation*}
\frac{1}{2}\left(v^{2}+y^{2}+u^{2}+S(z)\right)_{t}-\{v u+(\sigma(z / a)-\sigma(0)) y\}_{x}+\gamma y^{2}=0 \tag{3.4.4}
\end{equation*}
$$

where $S(z):=2 \int_{0}^{z / a}(\sigma(\eta)-\sigma(0)) d \eta$ is equivalent to $|z|^{2}$. Integrate (3.4.4) with respect to $x$ to have

$$
\begin{equation*}
\frac{d}{d t} E_{0}^{(0)}+2 \gamma\|y\|_{L^{2}}^{2}=0 \tag{3.4.5}
\end{equation*}
$$

where

$$
E_{0}^{(0)}:=\|(v, y, u)\|_{L^{2}}^{2}+\int_{\mathbb{R}} S(z) d x
$$

Since $E_{0}^{(0)}$ is equivalent to $\|W\|_{L^{2}}^{2}$, by integrating (3.4.5) with respect to $t$, we obtain

$$
\begin{equation*}
\|W(t)\|_{L^{2}}^{2}+\int_{0}^{t}\|y(\tau)\|_{L^{2}}^{2} d \tau \leq C E_{0}^{2} \tag{3.4.6}
\end{equation*}
$$

Next, we apply $\partial_{x}^{k}$ to (3.1.3) and write $\partial_{x}^{k}(v, y, u, z)=(V, Y, U, Z)$ for simplicity. Then we have

$$
\begin{align*}
& V_{t}-U_{x}-Y=0  \tag{3.4.7a}\\
& Y_{t}-\sigma^{\prime}(z / a)(Z / a)_{x}-V+\gamma Y=\left[\partial_{x}^{k}, \sigma^{\prime}(z / a)\right](z / a)_{x}  \tag{3.4.7b}\\
& U_{t}-V_{x}=0  \tag{3.4.7c}\\
& Z_{t}-a Y_{x}=0 \tag{3.4.7d}
\end{align*}
$$

where $[A, B]:=A B-B A$. We compute as (3.4.14) $\times V+(3.4 .7 b) \times Y+(3.4 .17) \times U+$ (3.4.20) $\times \sigma^{\prime}(z / a) Z / a^{2}$. This gives

$$
\begin{align*}
& \frac{1}{2}\left(V^{2}+Y^{2}+U^{2}+\sigma^{\prime}(z / a)(Z / a)^{2}\right)_{t}-\left\{V U+\sigma^{\prime}(z / a)(Z / a) Y\right\}_{x}+\gamma Y^{2} \\
& \quad=\frac{1}{2} \sigma^{\prime}(z / a)_{t}(Z / a)^{2}-\sigma^{\prime}(z / a)_{x}(Z / a) Y+Y\left[\partial_{x}^{k}, \sigma^{\prime}(z / a)\right](z / a)_{x} \tag{3.4.8}
\end{align*}
$$

Integrate (3.4.8) with respect to $x$ to have

$$
\begin{equation*}
\frac{d}{d t} E_{0}^{(k)}+2 \gamma\left\|\partial_{x}^{k} y\right\|_{L^{2}}^{2} \leq C R_{0}^{(k)} \tag{3.4.9}
\end{equation*}
$$

for $1 \leq k \leq s$, where

$$
\begin{aligned}
E_{0}^{(k)} & :=\left\|\partial_{x}^{k}(v, y, u)\right\|_{L^{2}}^{2}+\int_{\mathbb{R}} \sigma^{\prime}(z / a)\left|\partial_{x}^{k}(z / a)\right|^{2} d x, \\
R_{0}^{(k)} & :=\int_{\mathbb{R}}\left|y _ { x } \left\|\left.\partial_{x}^{k} z\right|^{2}+\left|z_{x}\left\|\partial_{x}^{k} z\right\| \partial_{x}^{k} y\right|+\left|\left[\partial_{x}^{k}, \sigma^{\prime}(z / a)\right] z_{x} \| \partial_{x}^{k} y\right| d x .\right.\right.
\end{aligned}
$$

Here in the term $R_{0}^{(k)}$ we used the relation $z_{t}=a y_{x}$ from (3.1.3d). Now we integrate (3.4.9) with respect to $t$ and add for $k$ with $1 \leq k \leq s$. Since $E_{0}^{(k)}$ is equivalent to $\left\|\partial_{x}^{k} W\right\|_{L^{2}}^{2}$, we obtain

$$
\begin{equation*}
\left\|\partial_{x} W(t)\right\|_{H^{s-1}}^{2}+\int_{0}^{t}\left\|\partial_{x} y(\tau)\right\|_{H^{s-1}}^{2} d \tau \leq C E_{0}^{2}+C E(t) D(t)^{2} \tag{3.4.10}
\end{equation*}
$$

Here we have used the following estimates for $R_{0}^{(k)}$ :

$$
R_{0}^{(k)} \leq C\left\|\partial_{x}(y, z)\right\|_{L^{\infty}}\left\|\partial_{x}^{k}(y, z)\right\|_{L^{2}}^{2}, \quad \sum_{k=1}^{s} \int_{0}^{t} R_{0}^{(k)}(\tau) d \tau \leq C E(t) D(t)^{2}
$$

Consequently, adding (3.4.6) and (3.4.10), we arrive at

$$
\begin{equation*}
E(t)^{2}+\int_{0}^{t}\|y(\tau)\|_{H^{s}}^{2} d \tau \leq C E_{0}^{2}+C E(t) D(t)^{2} \tag{3.4.11}
\end{equation*}
$$

Step 2. (Dissipation for $v$ ): We rewrite the system (3.1.3) in the form

$$
\begin{align*}
& v_{t}-u_{x}-y=0 \\
& y_{t}-a z_{x}-v+\gamma y=g(z)_{x}  \tag{3.4.12}\\
& u_{t}-v_{x}=0 \\
& z_{t}-a y_{x}=0
\end{align*}
$$

where $g(z):=\sigma(z / a)-\sigma(0)-\sigma^{\prime}(0) z / a=O\left(z^{2}\right)$ as $z \rightarrow 0$. We apply $\partial_{x}^{k}$ to (3.4.12). Letting $(V, Y, U, Z)=\partial_{x}^{k}(v, y, u, z)$ as before, we have

$$
\begin{align*}
& V_{t}-U_{x}-Y=0  \tag{3.4.13a}\\
& Y_{t}-a Z_{x}-V+\gamma Y=\partial_{x}^{k} g(z)_{x}  \tag{3.4.13b}\\
& U_{t}-V_{x}=0  \tag{3.4.13c}\\
& Z_{t}-a Y_{x}=0 \tag{3.4.13d}
\end{align*}
$$

To create the dissipation term $V^{2}$, we compute as (3.4.13b) $\times(-V)+(3.4 .13 a) \times(-Y)+$ $(3.4 .13 c) \times(-a Z)+(3.4 .13 d) \times(-a U)$. This gives

$$
\begin{align*}
& -(V Y+a U Z)_{t}+\left(a V Z+a^{2} Y U\right)_{x}+V^{2} \\
& \quad=Y^{2}+\gamma V Y+\left(a^{2}-1\right) Y U_{x}-V \partial_{x}^{k} g(z)_{x} . \tag{3.4.14}
\end{align*}
$$

Integrate (3.4.14) with respect to $x$ to obtain

$$
\begin{align*}
\frac{d}{d t} E_{1}^{(k)}+\left\|\partial_{x}^{k} v\right\|_{L^{2}}^{2} & \leq\left\|\partial_{x}^{k} y\right\|_{L^{2}}^{2}+\gamma\left\|\partial_{x}^{k} v\right\|_{L^{2}}\left\|\partial_{x}^{k} y\right\|_{L^{2}} \\
& +\left(a^{2}-1\right) \int_{\mathbb{R}} \partial_{x}^{k} y \partial_{x}^{k} u_{x} d x+R_{1}^{(k)} \tag{3.4.15}
\end{align*}
$$

for $0 \leq k \leq s-1$, where

$$
\begin{aligned}
E_{1}^{(k)} & :=-\int_{\mathbb{R}} \partial_{x}^{k} v \partial_{x}^{k} y d x-a \int_{\mathbb{R}} \partial_{x}^{k} u \partial_{x}^{k} z d x \\
R_{1}^{(k)} & :=\int_{\mathbb{R}}\left|\partial_{x}^{k} v\right|\left|\partial_{x}^{k+1} g(z)\right| d x
\end{aligned}
$$

Adding (3.4.15) with $k$ and $k+1$ and integrating by parts, we have

$$
\begin{aligned}
& \frac{d}{d t}\left(E_{1}^{(k)}+E_{1}^{(k+1)}\right)+\left\|\partial_{x}^{k} v\right\|_{H^{1}}^{2} \leq\left\|\partial_{x}^{k} y\right\|_{H^{1}}^{2}+\gamma\left\|\partial_{x}^{k} v\right\|_{H^{1}}\left\|\partial_{x}^{k} y\right\|_{H^{1}} \\
& \quad+\left(a^{2}-1\right) \int_{\mathbb{R}}\left(\partial_{x}^{k} y \partial_{x}^{k} u_{x}-\partial_{x}^{k+1} y_{x} \partial_{x}^{k+1} u\right) d x+R_{1}^{(k)}+R_{1}^{(k+1)} \\
& \quad \leq\left\|\partial_{x}^{k} y\right\|_{H^{1}}^{2}+\gamma\left\|\partial_{x}^{k} v\right\|_{H^{1}}\left\|\partial_{x}^{k} y\right\|_{H^{1}}+\left|a^{2}-1\right|\left\|\partial_{x}^{k} y\right\|_{H^{2}}\left\|\partial_{x}^{k+1} u\right\|_{L^{2}}+R_{1}^{(k)}+R_{1}^{(k+1)}
\end{aligned}
$$

for $0 \leq k \leq s-2$. We integtate this inequality with respect to $t$ and add for $k$ with $0 \leq k \leq s-2$. Noting that $\sum_{k=0}^{s-1}\left|E_{1}^{(k)}\right| \leq C\|W\|_{H^{s-1}}^{2}$ and using the Young inequality, we obtain

$$
\begin{gather*}
\int_{0}^{t}\|v(\tau)\|_{H^{s-1}}^{2} d \tau \leq \varepsilon \int_{0}^{t}\left\|\partial_{x} u(\tau)\right\|_{H^{s-2}}^{2} d \tau+C_{\varepsilon} \int_{0}^{t}\|y(\tau)\|_{H^{s}}^{2} d \tau \\
+C E_{0}^{2}+C E(t)^{2}+C E(t) D(t)^{2} \tag{3.4.16}
\end{gather*}
$$

for any $\varepsilon>0$, where $C_{\varepsilon}$ is a constant depending on $\varepsilon$. Here we also used the following estimates for $R_{1}^{(k)}$ :

$$
R_{1}^{(k)} \leq C\|z\|_{L^{\infty}}\left\|\partial_{x}^{k} v\right\|_{L^{2}}\left\|\partial_{x}^{k+1} z\right\|_{L^{2}}, \quad \sum_{k=0}^{s-1} \int_{0}^{t} R_{1}^{(k)}(\tau) d \tau \leq C E(t) D(t)^{2}
$$

Step 3. (Dissipation for $u$ and $z$ ): To get the dissipation term $U_{x}^{2}$, we compute as (3.4.13a) $\times$ $\left(-U_{x}\right)+(3.4 .13 c) \times V_{x}$. This gives

$$
\begin{equation*}
-\left(V U_{x}\right)_{t}+\left(V U_{t}\right)_{x}+U_{x}^{2}=V_{x}^{2}+Y U_{x} \tag{3.4.17}
\end{equation*}
$$

Integrating (3.4.17) with respect to $x$, we have

$$
\begin{equation*}
\frac{d}{d t} E_{2}^{(k)}+\left\|\partial_{x}^{k+1} u\right\|_{L^{2}}^{2} \leq\left\|\partial_{x}^{k+1} v\right\|_{L^{2}}^{2}+\left\|\partial_{x}^{k} y\right\|_{L^{2}}\left\|\partial_{x}^{k+1} u\right\|_{L^{2}} \tag{3.4.18}
\end{equation*}
$$

for $0 \leq k \leq s-2$, where $E_{2}^{(k)}:=-\int_{\mathbb{R}} \partial_{x}^{k} v \partial_{x}^{k+1} u d x$. We integrate (3.4.18) with respect to $t$ and add for $k$ with $0 \leq k \leq s-2$. Then we easily get

$$
\begin{equation*}
\int_{0}^{t}\left\|\partial_{x} u(\tau)\right\|_{H^{s-2}}^{2} d \tau \leq C \int_{0}^{t}\|v(\tau)\|_{H^{s-1}}^{2}+\|y(\tau)\|_{H^{s-2}}^{2} d \tau+C E_{0}^{2}+C E(t)^{2} \tag{3.4.19}
\end{equation*}
$$

In order to create the dissipation term $Z_{x}^{2}$, we compute as $(3.4 .13 b) \times\left(-Z_{x}\right)+(3.4 .13 d) \times Y_{x}$. This yields

$$
\begin{equation*}
-\left(Y Z_{x}\right)_{t}+\left(Y Z_{t}\right)_{x}+a Z_{x}^{2}=a Y_{x}^{2}-(V-\gamma Y) Z_{x}-Z_{x} \partial_{x}^{k} g(z)_{x} \tag{3.4.20}
\end{equation*}
$$

Integrating (3.4.20) with respect to $t$, we obtain

$$
\begin{equation*}
\frac{d}{d t} E_{3}^{(k)}+a\left\|\partial_{x}^{k+1} z\right\|_{L^{2}}^{2} \leq a\left\|\partial_{x}^{k+1} y\right\|_{L^{2}}^{2}+\left\|\partial_{x}^{k} v-\gamma \partial_{x}^{k} y\right\|_{L^{2}}\left\|\partial_{x}^{k+1} z\right\|_{L^{2}}+R_{3}^{(k)} \tag{3.4.21}
\end{equation*}
$$

for $0 \leq k \leq s-1$, where

$$
E_{3}^{(k)}:=-\int_{\mathbb{R}} \partial_{x}^{k} y \partial_{x}^{k+1} z d x, \quad R_{3}^{(k)}:=\int_{\mathbb{R}}\left|\partial_{x}^{k+1} z\right|\left|\partial_{x}^{k+1} g(z)\right| d x
$$

We integrate (3.4.21) with respect to $t$ and add for $k$ with $0 \leq k \leq s-1$. This yields

$$
\begin{align*}
\int_{0}^{t}\left\|\partial_{x} z(\tau)\right\|_{H^{s-1}}^{2} d \tau & \leq C \int_{0}^{t}\|v(\tau)\|_{H^{s-1}}^{2}+\|y(\tau)\|_{H^{s}}^{2} d \tau \\
& +C E_{0}^{2}+C E(t)^{2}+C E(t) D(t)^{2} \tag{3.4.22}
\end{align*}
$$

Here we have used the estimates

$$
R_{3}^{(k)} \leq C\|z\|_{L^{\infty}}\left\|\partial_{x}^{k+1} z\right\|_{L^{2}}^{2}, \quad \sum_{k=0}^{s-1} \int_{0}^{t} R_{3}^{(k)}(\tau) d \tau \leq C E(t) D(t)^{2} .
$$

Step 4. Finally, combining (3.4.16), (3.4.19) and (3.4.22), and then taking $\varepsilon>0$ in (3.4.16) suitably small, we arrive at the estimate

$$
\begin{aligned}
& \int_{0}^{t}\|v(\tau)\|_{H^{s-1}}^{2}+\left\|\partial_{x} u(\tau)\right\|_{H^{s-2}}^{2}+\left\|\partial_{x} z(\tau)\right\|_{H^{s-1}}^{2} d \tau \\
& \quad \leq C \int_{0}^{t}\|y(\tau)\|_{H^{s}}^{2} d \tau+C E_{0}^{2}+C E(t)^{2}+C E(t) D(t)^{2}
\end{aligned}
$$

This combined with the basic estimate (3.4.11) yields the desired inequality $E(t)^{2}+D(t)^{2} \leq$ $C E_{0}^{2}+C E(t) D(t)^{2}$. Thus the proof of Proposition 3.4.2 is comptlete.

## 3.5 $\quad L^{2}$ decay estimate

The aim of this section is to show the optimal decay estimate stated in Theorem 3.2.2. For this purpose we derive the pointwise estimate of solutions in the Fourier space. We recall that the system (3.1.3) is written in the form of (3.4.12) or in the vector notation as

$$
\begin{equation*}
W_{t}+A W_{x}+L W=G_{x} \tag{3.5.1}
\end{equation*}
$$

where $G=(0, g(z), 0,0)^{T}$ with $g(z)=\sigma(z / a)-\sigma(0)-\sigma^{\prime}(0) z / a=O\left(z^{2}\right)$ for $z \rightarrow 0$; the coefficient matrices $A$ and $L$ are given in (3.1.6).
Proposition 3.5.1 (Pointwise estimate). Let $W$ be a solution of (3.5.1) with the initial data $W_{0}$. Then the Fourier image $\hat{W}$ satisfies the pointwise estimate

$$
\begin{equation*}
|\hat{W}(\xi, t)|^{2} \leq C e^{-c \rho(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2}+C \int_{0}^{t} e^{-c \rho(\xi)(t-\tau)} \xi^{2}|\hat{G}(\xi, \tau)|^{2} d \tau \tag{3.5.2}
\end{equation*}
$$

for $\xi \in \mathbb{R}$ and $t \geq 0$, where $\rho(\xi):=\xi^{2} /\left(1+\xi^{2}\right)^{2}$, and $C$ and $c$ are positive constants.

Our optimal decay estimate will be obtained by applying the following decay estimate of $L^{2}-L^{q}-L^{r}$ type, which was established in Chapter 2.

Lemma 3.5.2 (Decay estimate of $L^{2}-L^{q}-L^{r}$ type). Let $U$ be a function satisfying

$$
\begin{equation*}
|\hat{U}(\xi, t)| \leq C|\xi|^{m} e^{-c \rho(\xi) t}\left|\hat{U}_{0}(\xi)\right| \tag{3.5.3}
\end{equation*}
$$

for $\xi \in \mathbb{R}$ and $t \geq 0$, where $\rho(\xi)=\xi^{2} /\left(1+\xi^{2}\right)^{2}$, $m \geq 0$, and $U_{0}$ is a given function. Then we have

$$
\begin{align*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \leq & C(1+t)^{-\frac{1}{2}\left(\frac{1}{q}-\frac{1}{2}\right)-\frac{k+m}{2}}\left\|U_{0}\right\|_{L^{q}} \\
& +C(1+t)^{-\frac{\ell}{2}+\frac{1}{2}\left(\frac{1}{r}-\frac{1}{2}\right)}\left\|\partial_{x}^{k+m+\ell} U_{0}\right\|_{L^{r}} \tag{3.5.4}
\end{align*}
$$

where $k \geq 0,1 \leq q, r \leq 2, \ell>\frac{1}{r}-\frac{1}{2}(\ell \geq 0$ if $r=2)$.
Remark. The first (resp. the second) term on the right hand side of (3.5.4) is corresponding to the low frequency region $|\xi| \leq 1$ (resp. high frequency region $|\xi| \geq 1$ ). When $m=0, q=1$ and $r=2$, the estimate (3.5.4) is reduced to

$$
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}-\frac{k}{2}}\left\|U_{0}\right\|_{L^{1}}+C(1+t)^{-\frac{\ell}{2}}\left\|\partial_{x}^{k+\ell} U_{0}\right\|_{L^{2}}
$$

which is just the same decay estimate obtained in [24] for the linear system (3.1.6).
The outline of the proof of Lemma 3.5.2 is as follows. From the Plancherel theorem and (3.5.3), we have

$$
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}}^{2}=\int_{\mathbb{R}} \xi^{2 k}|\hat{U}(\xi, t)|^{2} d \xi \leq C \int_{\mathbb{R}} \xi^{2(k+m)} e^{-c \rho(\xi) t}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi
$$

We divide the last integral into two parts corresponding to $|\xi| \leq 1$ and $|\xi| \geq 1$, respectively, and estimate each part by applying the Hölder inequality and the Hausdorff-Young inequality. This yields the desired estimate (3.5.4). We omit the details and refer to Chapter 2.

### 3.5.1 Proof of Proposition 3.5.1

Proof. Taking the Fourier transform of (3.4.12), we have

$$
\begin{align*}
& \hat{v}_{t}-i \xi \hat{u}+\hat{y}=0,  \tag{3.5.5a}\\
& \hat{y}_{t}-a i \xi \hat{z}-\hat{v}+\gamma \hat{y}=i \xi \hat{g},  \tag{3.5.5b}\\
& \hat{u}_{t}-i \xi \hat{v}=0,  \tag{3.5.5c}\\
& \hat{z}_{t}-a i \xi \hat{y}=0, \tag{3.5.5d}
\end{align*}
$$

where $g=g(z)$. We construct a Lyapunov function of the system (3.5.5) in the Fourier space. The computations below are essentially the same as in Subsection 3.3.2 and correspond to those in the proof of Proposition 3.4.2. We divide the proof into 4 steps.

Step 1. (Basic energy and dissipation for $\hat{y})$ : We compute as $(3.5 .5 \mathrm{a}) \times \overline{\hat{v}}+(3.5 .5 \mathrm{~b}) \times \overline{\hat{y}}+$ $(3.5 .5 \mathrm{c}) \times \overline{\hat{u}}+(3.5 .5 \mathrm{~d}) \times \overline{\hat{z}}$ and take the real part. This yields

$$
\frac{1}{2} E_{0, t}+\gamma|\hat{y}|^{2}=\operatorname{Re}(i \xi \overline{\hat{y}} \hat{g})
$$

where $E_{0}:=|\hat{W}|^{2}$. Applying the Young inequality, we have

$$
\begin{equation*}
E_{0, t}+\gamma|\hat{y}|^{2} \leq C \xi^{2}|\hat{g}|^{2} \tag{3.5.6}
\end{equation*}
$$

Step 2. (Dissipation for $\hat{v}$ ): To create the dissipation term for $\hat{v}$, we compute as (3.5.5b) $\times$ $(-\overline{\hat{v}})+(3.5 .5 \mathrm{a}) \times(-\overline{\hat{y}})+(3.5 .5 \mathrm{c}) \times(-a \overline{\hat{z}})+(3.5 .5 \mathrm{~d}) \times(-a \overline{\hat{u}})$ and take the real part. This gives

$$
\begin{aligned}
E_{1, t}+|\hat{v}|^{2}-|\hat{y}|^{2} & =\gamma \operatorname{Re}(\overline{\hat{v}} \hat{y})-\operatorname{Re}\left\{i \xi\left(\overline{\hat{y}} \hat{u}+a^{2} \overline{\hat{u}} \hat{y}\right)\right\}-\operatorname{Re}(i \xi \overline{\hat{v}} \hat{g}) \\
& =\gamma \operatorname{Re}(\overline{\hat{v}} \hat{y})-\left(a^{2}-1\right) \xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})-\xi \operatorname{Re}(i \overline{\hat{v}} \hat{g})
\end{aligned}
$$

where $E_{1}:=-\operatorname{Re}(\hat{v} \overline{\hat{y}}+a \hat{u} \overline{\hat{z}})$. We multiply this equality by $1+\xi^{2}$. Then, using the Young inequality, we obtain

$$
\begin{equation*}
\left(1+\xi^{2}\right) E_{1, t}+c_{1}\left(1+\xi^{2}\right)|\hat{v}|^{2} \leq \varepsilon \xi^{2}|\hat{u}|^{2}+C_{\varepsilon}\left(1+\xi^{2}\right)^{2}|\hat{y}|^{2}+C\left(1+\xi^{2}\right) \xi^{2}|\hat{g}|^{2} \tag{3.5.7}
\end{equation*}
$$

for any $\varepsilon>0$, where $c_{1}$ is a positive constant with $c_{1}<1$ and $C_{\varepsilon}$ is a constant depending on $\varepsilon$.

Step 3. (Dissipation for $\hat{u}$ and $\hat{z}$ ): To create the dissipation term $|\hat{u}|^{2}$, we compute as (3.5.5a) $\times$ $i \xi \overline{\hat{u}}-(3.5 .5 \mathrm{c}) \times i \xi \overline{\hat{v}}$ and take the real part. The result is

$$
\begin{equation*}
\xi E_{2, t}+\xi^{2}\left(|\hat{u}|^{2}-|\hat{v}|^{2}\right)+\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})=0, \tag{3.5.8}
\end{equation*}
$$

where $E_{2}:=\operatorname{Re}(i \hat{v} \overline{\hat{u}})$. For the dissipation term $|\hat{z}|^{2}$, we compute as $(3.5 .5 \mathrm{~b}) \times i \xi \overline{\hat{z}}-(3.5 .5 \mathrm{~d}) \times$ $i \xi \overline{\hat{y}}$ and take the real part. Then we have

$$
\begin{equation*}
\xi E_{3, t}+a \xi^{2}\left(|\hat{\hat{z}}|^{2}-|\hat{y}|^{2}\right)-\xi \operatorname{Re}\{i \overline{\hat{z}}(\hat{v}-\gamma \hat{y})\}=-\xi^{2} \operatorname{Re}(\overline{\hat{z}} \hat{g}), \tag{3.5.9}
\end{equation*}
$$

where $E_{3}:=\operatorname{Re}(i \hat{y} \overline{\hat{z}})$. Now we combine (3.5.8) and (3.5.9) such that (3.5.8) $+(3.5 .9) \times\left(1+\xi^{2}\right)$. This gives

$$
\begin{aligned}
& \xi\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}_{t}+\xi^{2}|\hat{u}|^{2}+a\left(1+\xi^{2}\right) \xi^{2}|\hat{z}|^{2} \\
& \quad= \xi^{2}|\hat{v}|^{2}+a\left(1+\xi^{2}\right) \xi^{2}|\hat{y}|^{2}+\left(1+\xi^{2}\right) \xi \operatorname{Re}\{i \overline{\hat{z}}(\hat{v}-\gamma \hat{y})\} \\
& \quad-\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})-\left(1+\xi^{2}\right) \xi^{2} \operatorname{Re}\{\overline{\hat{z}} \hat{g}\} .
\end{aligned}
$$

Using the Young inequality, we get

$$
\begin{align*}
& \xi\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}_{t}+c_{1} \xi^{2}|\hat{u}|^{2}+c_{2}\left(1+\xi^{2}\right) \xi^{2} \mid \hat{\hat{z}}{ }^{2} \\
& \quad \leq C\left(1+\xi^{2}\right)|\hat{v}|^{2}+C\left(1+\xi^{2}\right)^{2}|\hat{y}|^{2}+C\left(1+\xi^{2}\right) \xi^{2}|\hat{g}|^{2} \tag{3.5.10}
\end{align*}
$$

where $c_{1}$ and $c_{2}$ are positive constants satisfying $c_{1}<1$ and $c_{2}<a$, respectively.
Step 4. (Lyapunov function): Letting $\alpha_{1}>0$, we combine (3.5.7) and (3.5.10) such that $(3.5 .7)+(3.5 .10) \times \alpha_{1}$. Then we have

$$
\begin{align*}
& \left\{\left(1+\xi^{2}\right) E_{1}+\alpha_{1} \xi\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}\right\}_{t}+\left(c_{1}-\alpha_{1} C\right)\left(1+\xi^{2}\right)|\hat{v}|^{2} \\
& \quad+\left(\alpha_{1} c_{1}-\varepsilon\right) \xi^{2}|\hat{u}|^{2}+\alpha_{1} c_{2}\left(1+\xi^{2}\right) \xi^{2}|\hat{z}|^{2} \\
& \quad \leq  \tag{3.5.11}\\
& \quad C_{\varepsilon, \alpha_{1}}\left(1+\xi^{2}\right)^{2}|\hat{y}|^{2}+C_{\alpha_{1}}\left(1+\xi^{2}\right) \xi^{2}|\hat{g}|^{2}
\end{align*}
$$

where $C_{\varepsilon, \alpha_{1}}$ and $C_{\alpha_{1}}$ are constants depending on $\left(\varepsilon, \alpha_{1}\right)$ and $\alpha_{1}$, respectively. Also, letting $\alpha_{2}>0$, we combine (3.5.6) and (3.5.11) such that $(3.5 .6)+(3.5 .11) \times \frac{\alpha_{2}}{\left(1+\xi^{2}\right)^{2}}$. Then, putting

$$
\begin{equation*}
E:=E_{0}+\frac{\alpha_{2}}{1+\xi^{2}}\left(E_{1}+\frac{\alpha_{1} \xi}{1+\xi^{2}}\left\{E_{2}+\left(1+\xi^{2}\right) E_{3}\right\}\right) \tag{3.5.12}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& E_{t}+\alpha_{2}\left(c_{1}-\alpha_{1} C\right) \frac{1}{1+\xi^{2}}|\hat{v}|^{2}+\left(\gamma-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right)|\hat{y}|^{2} \\
& \quad+\alpha_{2}\left(\alpha_{1} c_{1}-\varepsilon\right) \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{u}|^{2}+\alpha_{2} \alpha_{1} c_{2} \frac{\xi^{2}}{1+\xi^{2}}|\hat{z}|^{2} \leq C_{\alpha_{1}, \alpha_{2}} \xi^{2}|\hat{g}|^{2} \tag{3.5.13}
\end{align*}
$$

where $C_{\alpha_{1}, \alpha_{2}}$ is a constant depending on $\left(\alpha_{1}, \alpha_{2}\right)$. Here we see that there is a small positive constant $\alpha_{0}$ such that if $\alpha_{1}, \alpha_{2} \in\left(0, \alpha_{0}\right]$, then $E$ in (3.5.12) is equivalent to $|\hat{W}|^{2}$, that is,

$$
\begin{equation*}
c_{0}|\hat{W}|^{2} \leq E \leq C_{0}|\hat{W}|^{2} \tag{3.5.14}
\end{equation*}
$$

where $c_{0}$ and $C_{0}$ are positive constants. Futhermore, we choose $\alpha_{1} \in\left(0, \alpha_{0}\right]$ such that $c_{1}-\alpha_{1} C>0$ and take $\varepsilon>0$ so small as $\alpha_{1} c_{1}-\varepsilon>0$. Finally, we choose $\alpha_{2} \in\left(0, \alpha_{0}\right]$ such that $\gamma-\alpha_{2} C_{\varepsilon, \alpha_{1}}>0$. Then (3.5.13) becomes to

$$
\begin{equation*}
E_{t}+c F \leq C \xi^{2}|\hat{g}|^{2} \tag{3.5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
F:=\frac{1}{1+\xi^{2}}|\hat{v}|^{2}+|\hat{y}|^{2}+\frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{u}|^{2}+\frac{\xi^{2}}{1+\xi^{2}}|\hat{z}|^{2} \tag{3.5.16}
\end{equation*}
$$

This suggests that $E$ in (3.5.12) is the desired Lyapunov function of the system (3.5.5). Noting (3.5.14), we find that $F \geq c \rho(\xi) E$, where $\rho(\xi)=\xi^{2} /\left(1+\xi^{2}\right)^{2}$. Therefore (3.5.15) becomes to $E_{t}+c \rho(\xi) E \leq C \xi^{2}|\hat{g}|^{2}$. Solving this ordinary differential inequality for $E$ and using (3.5.14), we arrive at the desired estimate (3.5.2) in the form

$$
|\hat{W}(\xi, t)|^{2} \leq C e^{-c \rho(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2}+C \int_{0}^{t} e^{-c \rho(\xi)(t-\tau)} \xi^{2}|\hat{g}(\xi, \tau)|^{2} d \tau
$$

This completes the proof of Proposition 3.5.1.

### 3.5.2 Proof of Theorem 3.2.2

Proof. Let $W$ be the solution to the problem (3.1.5) with $W_{0}$ obtained in Theorem 3.2.1. Then $W$ satisfies (3.5.1). Therefore we have the pointwise estimate (3.5.2). We integrate (3.5.2) with respect to $\xi$. Applying the Plancherel theorem, we obtain

$$
\begin{align*}
\|W(t)\|_{L^{2}}^{2} & =\int_{\mathbb{R}}|\hat{W}(\xi, t)|^{2} d \xi \\
& \leq C \int_{\mathbb{R}} e^{-c \rho(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi+C \int_{0}^{t} \int_{\mathbb{R}} e^{-c \rho(\xi)(t-\tau)} \xi^{2}|\hat{g}(\xi, \tau)|^{2} d \xi d \tau=: I+J \tag{3.5.17}
\end{align*}
$$

We estimate the terms $I$ and $J$ by applying Lemma 3.5.2. For $I$, using (3.5.4) with $m=0$, we have

$$
\begin{align*}
I & =C \int_{\mathbb{R}} e^{-c \rho(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \\
& \leq \underbrace{C(1+t)^{-\frac{1}{2}}\left\|W_{0}\right\|_{L^{1}}^{2}}_{k=0, q^{2}}+\underbrace{C(1+t)^{-1}\left\|\partial_{x} W_{0}\right\|_{L^{2}}^{2}}_{k=0, \ell=1, r=2} \\
& \leq C E_{1}^{2}(1+t)^{-\frac{1}{2}}, \tag{3.5.18}
\end{align*}
$$

where $E_{1}=\left\|W_{0}\right\|_{H^{2}}+\left\|W_{0}\right\|_{L^{1}}$. On the other hand, for $J$ we use (3.5.4) with $m=1$. Then we obtain

$$
\begin{aligned}
J & =C \int_{0}^{t} \int_{\mathbb{R}} e^{-c \rho(\xi)(t-\tau)} \xi^{2}|\hat{G}(\xi, \tau)|^{2} d \tau d \xi \\
& \leq C \int_{0}^{t} \underbrace{(1+t-\tau)^{-\frac{3}{2}}\|G(\tau)\|_{L^{1}}^{2}}_{k=0, q=1} d \tau+C \int_{0}^{t} \underbrace{(1+t-\tau)^{-\frac{1}{2}}\left\|\partial_{x}^{2} G(\tau)\right\|_{L^{1}}^{2}}_{k=0, \ell=1, r=1} d \tau \\
& =: J_{1}+J_{2} .
\end{aligned}
$$

Here we introduce the norms $N(t)$ and $D(t)$ by

$$
N(t)=\sup _{0 \leq \tau \leq t}(1+\tau)^{\frac{1}{4}}\|W(\tau)\|_{L^{2}}, \quad D(t)^{2}=\int_{0}^{t}\left\|\partial_{x} z(\tau)\right\|_{H^{1}}^{2} d \tau
$$

We know from Theorem 3.2.1 that $D(t) \leq C E_{0} \leq C E_{1}$. For the low frequency part $J_{1}$, since $\|G\|_{L^{1}} \leq C\|z\|_{L^{2}}^{2}$, we have

$$
\begin{align*}
J_{1} & \leq C \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}\|z(\tau)\|_{L^{2}}^{4} d \tau \\
& \leq C N(t)^{4} \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}(1+\tau)^{-1} d \tau \leq C N(t)^{4}(1+t)^{-1} \tag{3.5.19}
\end{align*}
$$

For the high frequency part $J_{2}$, using $\left\|\partial_{x}^{2} G\right\|_{L^{1}} \leq C\|z\|_{L^{2}}\left\|\partial_{x}^{2} z\right\|_{L^{2}}$, we have

$$
\begin{align*}
J_{2} & \leq C \int_{0}^{t}(1+t-\tau)^{-\frac{1}{2}}\|z(\tau)\|_{L^{2}}^{2}\left\|\partial_{x}^{2} z(\tau)\right\|_{L^{2}}^{2} d \tau \\
& \leq C N(t)^{2} \int_{0}^{t}(1+t-\tau)^{-\frac{1}{2}}(1+\tau)^{-\frac{1}{2}}\left\|\partial_{x}^{2} z(\tau)\right\|_{L^{2}}^{2} d \tau \\
& \leq C N(t)^{2} D(t)^{2} \sup _{0 \leq \tau \leq t}\left\{(1+t-\tau)^{-\frac{1}{2}}(1+\tau)^{-\frac{1}{2}}\right\} \\
& \leq C N(t)^{2} D(t)^{2}(1+t)^{-\frac{1}{2}} . \tag{3.5.20}
\end{align*}
$$

Combining (3.5.18), (3.5.19) and (3.5.20) and using $D(t) \leq C E_{1}$, we obtain

$$
(1+t)^{\frac{1}{2}}\|W(t)\|_{L^{2}}^{2} \leq C E_{1}^{2}+C N(t)^{4}+C E_{1}^{2} N(t)^{2} .
$$

Thus we have the inequality $N(t)^{2} \leq C E_{1}^{2}+C N(t)^{4}+C E_{1}^{2} N(t)^{2}$. This inequality can be solved as $N(t) \leq C E_{1}$, provided that $E_{1}$ is suitably small. Thus we have proved the desired decay estimate $\|W(t)\|_{L^{2}} \leq C E_{1}(1+t)^{-1 / 4}$. This completes the proof of Theorem 3.2.2.

## Chapter 4

## Application to Besov spaces (I)

### 4.1 Introduction

Consider the following Timoshenko system (see [62,63]), which is a set of two coupled wave equations of the form

$$
\left\{\begin{array}{l}
\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0  \tag{4.1.1}\\
\psi_{t t}-\sigma\left(\psi_{x}\right)_{x}-\left(\varphi_{x}-\psi\right)+\gamma \psi_{t}=0
\end{array}\right.
$$

and describes the transverse vibrations of a beam. Here $t \geq 0$ is the time variable, $x \in \mathbb{R}$ is the spacial variable which denotes the point on the center line of the beam, $\varphi(t, x)$ is the transversal displacement of the beam from an equilibrium state, and $\psi$ is the rotation angle of the filament of the beam. The smooth function $\sigma(\eta)$ satisfies $\sigma^{\prime}(\eta)>0$ for any $\eta \in \mathbb{R}$, and $\gamma$ is a positive constant. System (4.1.1) is supplemented with the initial data

$$
\begin{equation*}
\left(\varphi, \varphi_{t}, \psi, \psi_{t}\right)(x, 0)=\left(\varphi_{0}, \varphi_{1}, \psi_{0}, \psi_{1}\right)(x) \tag{4.1.2}
\end{equation*}
$$

The linearized system of (4.1.1) reads correspondingly as

$$
\left\{\begin{array}{l}
\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0  \tag{4.1.3}\\
\psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+\gamma \psi_{t}=0
\end{array}\right.
$$

with $a>0$ is the propagation velocity defined by $a^{2}=\sigma^{\prime}(0)$. The case $a=1$ corresponds to the Timoshenko system with equal wave speeds.

### 4.1.1 Known results

In a bounded domain, it is known that (4.1.3) is exponentially stable if the damping term $\varphi_{t}$ is also present on the left-hand side of the first equation of (4.1.3) (see, e.g., [48]). Soufyane [59] showed that (4.1.3) could not be exponentially stable by considering only the damping term of the form $\psi_{t}$, unless for the case of $a=1$ (equal wave speeds). A similar result was obtained by Rivera and Racke [50] with an alternative proof. Moreover, Rivera and Racke
[49] extended those results in [48, 50] to the Timoshenko system where the heat conduction described by the classical Fourier law was additional considered.

In the whole space, Kawashima et. al. [24] introduced the following quantities

$$
\begin{equation*}
v=\varphi_{x}-\psi, \quad u=\varphi_{t}, \quad z=a \psi_{x}, \quad y=\psi_{t} \tag{4.1.4}
\end{equation*}
$$

so that the system (4.1.3) can be rewritten as

$$
\left\{\begin{array}{l}
v_{t}-u_{x}+y=0  \tag{4.1.5}\\
u_{t}-v_{x}=0 \\
z_{t}-a y_{x}=0 \\
y_{t}-a z_{x}-v+\gamma y=0
\end{array}\right.
$$

The initial data are given by

$$
\begin{equation*}
(v, u, z, y)(x, 0)=\left(v_{0}, u_{0}, z_{0}, y_{0}\right)(x) \tag{4.1.6}
\end{equation*}
$$

where $v_{0}=\varphi_{0, x}-\psi_{0}, y_{0}=\psi_{1}, u_{0}=\varphi_{1}$ and $z_{0}=a \psi_{0, x}$. Furthermore, it was shown by [24] that the dissipative structure of (4.1.5) is characterized by

$$
\begin{cases}\operatorname{Re} \lambda(i \xi) \leq-c \eta_{1}(\xi) \quad & \text { for } \quad a=1  \tag{4.1.7}\\ \operatorname{Re} \lambda(i \xi) \leq-c \eta_{2}(\xi) & \text { for } \quad a \neq 1\end{cases}
$$

where $\lambda(i \xi)$ denotes the eigenvalues of the system (4.1.5) in the Fourier space, $\eta_{1}(\xi)=$ $\xi^{2} /\left(1+\xi^{2}\right), \eta_{2}(\xi)=\xi^{2} /\left(1+\xi^{2}\right)^{2}$, and $c$ is a positive constant. As the consequence, the following decay properties are shown for $U=(v, u, z, y)^{\top}$ of (4.1.5):

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}-\frac{k}{2}}\left\|U_{0}\right\|_{L^{1}}+C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{L^{2}} \tag{4.1.8}
\end{equation*}
$$

for $a=1$, and

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}-\frac{k}{2}}\left\|U_{0}\right\|_{L^{1}}+C(1+t)^{-\frac{l}{2}}\left\|\partial_{x}^{k+l} U_{0}\right\|_{L^{2}} \tag{4.1.9}
\end{equation*}
$$

for $a \neq 1$, where $U_{0}:=\left(v_{0}, z_{0}, u_{0}, y_{0}\right), k$ and $l$ are nonnegative integers, and $c$ and $C$ are positive constants. However, the energy functionals in [24] are not optimal. Recently, by a careful analysis for asymptotic expansions of the eigenvalues, the author and Kawashima [38] (see Chapter 3) gave the optimal energy method in Fourier spaces, which is regarded as an improved version of that in [24]. With the additional assumption $\int_{\mathbb{R}} U_{0} d x=0$, Racke and Said-Houari [53] strengthened those decay properties in [24] such that linearized solutions decay faster with a rate of $t^{-\gamma / 2}$, by introducing the integral space $L^{1, \gamma}(\mathbb{R})$.

Other studies on the dissipative Timoshenko system can be found in the literature. We refer to $[47,48]$ for frictional dissipation case, $[19,54,55]$ for thermal dissipation case, and $[3,4,33,34]$ for memory-type dissipation case.

### 4.1.2 Main results

The main aim of Chapter 4 is to establish the global existence and optimal decay estimates of solutions in spatially critical Besov spaces. To the best of our knowledge, so far there are no results available in this direction for the Timoshenko system, although the critical space has already been succeeded in the study of fluid dynamical equations, see [2, 15, 22, 44] for Navier-Stokes equations, $[10,74,76]$ for Euler equations and related models. In [70], under the assumptions of dissipative entropy and Shizuta-Kawashima condition, Xu and Kawashima have already studied generally dissipative hyperbolic systems where the dissipation matrix is symmetric, however, the Timoshenko system has the non-symmetric dissipation. More precisely, with the aid of variable change (4.1.4) (with $a=1$ ), it is convenient to rewrite (4.1.1)-(4.1.2) as a Cauchy problem for the hyperbolic system of first order

$$
\left\{\begin{array}{l}
U_{t}+A(U) U_{x}+L U=0  \tag{4.1.10}\\
U(0, x)=U_{0}(x)
\end{array}\right.
$$

where

$$
A(U)=-\left(\begin{array}{cccc}
0 & 1 & 0 & 0  \tag{4.1.11}\\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & \sigma^{\prime}(z) & 0
\end{array}\right), \quad L=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & \gamma
\end{array}\right)
$$

Notice that $A(U)$ is a real symmetrizable matrix due to $\sigma^{\prime}(z)>0$, and the matrix $L$ is nonnegative definite but not symmetric, so the Timoshenko system (4.1.10) is an example of hyperbolic systems with non-symmetric dissipation. Consequently, the general theory (see [70]) for hyperbolic systems with symmetric dissipation can not be applied directly, which is the main motivation of this chapter.

The partial damping term $\gamma y$ is a weak dissipation, which enables us to capture the dissipation from contributions of $\left(y, v, u_{x}, z_{x}\right)$ only, and the dissipative rates for $u, z$ themselves are absent. To overcome the difficulty in the derivation of a priori estimates, an elementary fact in Proposition 4.2.1 (also see [70]) that indicates the relation between homogeneous and inhomogeneous Chemin-Lerner spaces, will be used, see proofs of Lemmas 4.3.1-4.3.4 for more details. On the other hand, Xu and Kawashima gave a new decay framework for general dissipative system satisfying the Shizuta-Kawashima condition (see [71]), which allows to pay less attention on the traditional spectral analysis. Inspired by the dissipative structure for the Timoshenko system (see [24] or (4.1.7)), we hope that the new decay framework can be adapted to the Timoshenko system with equal wave speeds. However, those analysis remain valid only for the case of high dimensions ( $n \geq 3$ ) due to interpolation techniques used. To overcome this obstruction, the degenerate space $\dot{B}_{2, \infty}^{-1 / 2}$ rather than the general form $\dot{B}_{2, \infty}^{-s}(0<s \leq 1 / 2)$ will be employed. Notice that $L^{1}(\mathbb{R}) \hookrightarrow \dot{B}_{1, \infty}^{0}(\mathbb{R}) \hookrightarrow \dot{B}_{2, \infty}^{-1 / 2}(\mathbb{R})$. Additionally, we involve new observations so as to achieve the optimal decay estimates at the low-frequency, see (4.4.23) and (4.4.26) for details.

In this chapter, we focus on the Timoshenko system with equal wave speeds ( $a=1$ ). Now, main results are stated as follows.

Theorem 4.1.1. Suppose that $U_{0} \in B_{2,1}^{3 / 2}(\mathbb{R})$. There exists a positive constant $\delta_{0}$ such that if

$$
\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}(\mathbb{R})} \leq \delta_{0}
$$

then the Cauchy problem (4.1.10) has a unique global classical solution $U \in \mathcal{C}^{1}\left(\mathbb{R}^{+} \times \mathbb{R}\right)$ satisfying

$$
U \in \widetilde{\mathcal{C}}\left(B_{2,1}^{3 / 2}(\mathbb{R})\right) \cap \widetilde{\mathcal{C}}^{1}\left(B_{2,1}^{1 / 2}(\mathbb{R})\right)
$$

Moreover, the following energy inequality holds that

$$
\begin{aligned}
& \|U\|_{\tilde{L}^{\infty}\left(B_{2,1}^{3 / 2}(\mathbb{R})\right)}+\left(\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+\left\|\left(v, z_{x}\right)\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)}\right) \\
\leq & C_{0}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}(\mathbb{R})},
\end{aligned}
$$

where $C_{0}>0$ is a constant.
Remark 4.1.1. To the best of our knowledge, Theorem 4.1.1 exhibits the optimal critical regularity of global well-posedness for (4.1.10), which is the first result in this direction for the Timoshenko system. Observe that there is 1-regularity-loss phenomenon for the dissipation rates due to the nonlinear influence, which is totally different in comparison with the linearized system (4.1.5) with $a=1$.

Based on the global-in-time existence of solutions, we further obtain the optimal decay estimates. Denote $\Lambda^{\alpha} f:=\mathcal{F}^{-1}|\xi|^{\alpha} \mathcal{F} f(\alpha \in \mathbb{R})$.

Theorem 4.1.2. Let $U(t, x)=(v, u, z, y)(t, x)$ be the global classical solution of Theorem 4.1.1. If further the initial data $U_{0} \in \dot{B}_{2, \infty}^{-1 / 2}(\mathbb{R})$ and

$$
\mathcal{M}_{0}:=\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}(\mathbb{R}) \cap \dot{B}_{2, \infty}^{-1 / 2}(\mathbb{R})}
$$

is sufficiently small. Then the classical solution $U(t, x)$ of (4.1.10) admits the following decay estimates

$$
\begin{equation*}
\left\|\Lambda^{\ell} U\right\|_{X_{1}(\mathbb{R})} \lesssim \mathcal{M}_{0}(1+t)^{-\frac{1}{4}-\frac{\ell}{2}} \tag{4.1.12}
\end{equation*}
$$

for $0 \leq \ell \leq 1 / 2$, where $X_{1}:=B_{2,1}^{1 / 2-\ell}$ if $0 \leq \ell<1 / 2$ and $X_{1}:=\dot{B}_{2,1}^{0}$ if $\ell=1 / 2$.
Note that the $L^{1}(\mathbb{R})$ embedding property in Lemma 4.2.3, as an immediate byproduct of Theorem 4.1.2, the usual optimal decay estimates of $L^{1}(\mathbb{R})-L^{2}(\mathbb{R})$ type are available.

Corollary 4.1.1. Let $U(t, x)=(v, u, z, y)(t, x)$ be the global classical solutions of Theorem 4.1.1. If further the initial data $U_{0} \in L^{1}(\mathbb{R})$ and

$$
\widetilde{\mathcal{M}}_{0}:=\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}(\mathbb{R}) \cap L^{1}(\mathbb{R})}
$$

is sufficiently small, then

$$
\begin{equation*}
\left\|\Lambda^{\ell} U\right\|_{L^{2}(\mathbb{R})} \lesssim \widetilde{\mathcal{M}}_{0}(1+t)^{-\frac{1}{4}-\frac{\ell}{2}} \tag{4.1.13}
\end{equation*}
$$

for $0 \leq \ell \leq 1 / 2$.

Remark 4.1.2. We can say that Theorem 4.1.2 and Corollary 4.1.1 exhibit various decay rates of solution and its derivatives of fractional order. In comparison with [25], here, the harmonic analysis allows to reduce significantly the regularity requirements on the initial data.

The rest of this chapter unfolds as follows. In Section 4.2, we present useful properties in Besov spaces, which will be used in the subsequence analysis. In Section 4.3, we construct the global-in-time solution by Fourier localization energy methods. Based on the dissipative structure, in Section 4.4, we develop the decay property for the linearized Timoshenko system (4.1.4)-(4.1.5) in the framework of Besov spaces. Then, by employing localized time-weighted energy approaches, we deduce the optimal decay estimates for (4.1.9).

We present those definitions of Besov spaces and Chemin-Lerner spaces in Section 5.6 (Appendix) in Chapter 5 for the convenience of readers.

### 4.2 Tools

In this section, we only present analysis properties in Besov spaces and Chemin-Lerner spaces in $\mathbb{R}^{n}(n \geq 1)$, which will be used in the sequence section. For convenience of reader, the Appendix in Section 5.6 in Chapter 5 devoted to those definitions for Besov spaces and Chemin-Lerner spaces.

Firstly, we give an improved Bernstein inequality (see, e.g., [68]), which allows the case of fractional derivatives.

Lemma 4.2.1. Let $0<R_{1}<R_{2}$ and $1 \leq a \leq b \leq \infty$.
(i) If $\operatorname{Supp} \mathcal{F} f \subset\left\{\xi \in \mathbb{R}^{n}:|\xi| \leq R_{1} \lambda\right\}$, then

$$
\left\|\Lambda^{\alpha} f\right\|_{L^{b}} \lesssim \lambda^{\alpha+n\left(\frac{1}{a}-\frac{1}{b}\right)}\|f\|_{L^{a}} \quad \text { for any } \quad \alpha \geq 0
$$

(ii) If $\operatorname{Supp} \mathcal{F} f \subset\left\{\xi \in \mathbb{R}^{n}: R_{1} \lambda \leq|\xi| \leq R_{2} \lambda\right\}$, then

$$
\left\|\Lambda^{\alpha} f\right\|_{L^{a}} \approx \lambda^{\alpha}\|f\|_{L^{a}} \quad \text { for any } \quad \alpha \in \mathbb{R}
$$

Besov spaces obey various inclusion relations. Precisely,
Lemma 4.2.2. Let $s \in \mathbb{R}$ and $1 \leq p, r \leq \infty$, then
(i) If $s>0$, then $B_{p, r}^{s}=L^{p} \cap \dot{B}_{p, r}^{s}$;
(ii) If $\tilde{s} \leq s$, then $B_{p, r}^{s} \hookrightarrow B_{p, r}^{\tilde{s}}$; this inclusion relation is false for the homogeneous Besov spaces;
(iii) If $1 \leq r \leq \tilde{r} \leq \infty$, then $\dot{B}_{p, r}^{s} \hookrightarrow \dot{B}_{p, \tilde{r}}^{s}$ and $B_{p, r}^{s} \hookrightarrow B_{p, \tilde{r}}^{s}$;
(iv) If $1 \leq p \leq \tilde{p} \leq \infty$, then $\dot{B}_{p, r}^{s} \hookrightarrow \dot{B}_{\tilde{p}, r}^{s-n\left(\frac{1}{p}-\frac{1}{\tilde{p}}\right)}$ and $B_{p, r}^{s} \hookrightarrow B_{\tilde{p}, r}^{s-n\left(\frac{1}{p}-\frac{1}{\tilde{p}}\right)}$;
(v) $\dot{B}_{p, 1}^{n / p} \hookrightarrow \mathcal{C}_{0}, \quad B_{p, 1}^{n / p} \hookrightarrow \mathcal{C}_{0} \quad(1 \leq p<\infty)$,
where $\mathcal{C}_{0}$ is the space of continuous bounded functions which decay at infinity.
Lemma 4.2.3. Suppose that $\varrho>0$ and $1 \leq p<2$. It holds that

$$
\|f\|_{\dot{B}_{r, \infty}^{-\infty}} \lesssim\|f\|_{L^{p}}
$$

with $1 / p-1 / r=\varrho / n$. In particular, this holds with $\varrho=n / 2, r=2$ and $p=1$.
The global existence depends on a key fact, which indicates the connection between homogeneous Chemin-Lerner spaces and inhomogeneous Chemin-Lerner spaces, see [70] for the proof. Precisely,

Proposition 4.2.1. Let $s \in \mathbb{R}$ and $1 \leq \theta, p, r \leq \infty$.
(i) It holds that

$$
L_{T}^{\theta}\left(L^{p}\right) \cap \widetilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right) \subset \widetilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)
$$

(ii) Furthermore, as $s>0$ and $\theta \geq r$, it holds that

$$
L_{T}^{\theta}\left(L^{p}\right) \cap \widetilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right)=\widetilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)
$$

for any $T>0$.
Let us state the Moser-type product estimates, which plays an important role in the estimate of bilinear terms.

Proposition 4.2.2. Let $s>0$ and $1 \leq p, r \leq \infty$. Then $\dot{B}_{p, r}^{s} \cap L^{\infty}$ is an algebra and

$$
\|f g\|_{\dot{B}_{p, r}^{s}} \lesssim\|f\|_{L^{\infty}}\|g\|_{\dot{B}_{p, r}^{s}}+\|g\|_{L^{\infty}}\|f\|_{\dot{B}_{p, r}^{s}} .
$$

Let $s_{1}, s_{2} \leq n / p$ such that $s_{1}+s_{2}>n \max \left\{0, \frac{2}{p}-1\right\}$. Then one has

$$
\|f g\|_{\dot{B}_{p, 1}^{s_{1}+s_{2}-n / p}} \lesssim\|f\|_{\dot{B}_{p, 1}^{s_{1}}}\|g\|_{\dot{B}_{p, 1}^{s_{2}}} .
$$

In the sequel we also need a estimate for commutator.
Proposition 4.2.3. Let $1<p<\infty, 1 \leq \theta \leq \infty$ and $s \in\left(-\frac{n}{p}-1, \frac{n}{p}\right]$. Then there exists a generic constant $C>0$ depending only on $s, n$ such that

$$
\left\{\begin{array}{l}
\left\|\left[f, \dot{\Delta}_{q}\right] g\right\|_{L^{p}} \leq C c_{q} 2^{-q(s+1)}\|f\|_{\dot{B}_{p, 1}^{n}+1}\|g\|_{\dot{B}_{p, 1}^{s}}, \\
\left\|\left[f, \dot{\Delta}_{q}\right] g\right\|_{L_{T}^{\theta}\left(L^{p}\right)} \leq C c_{q} 2^{-q(s+1)}\|f\|_{\tilde{L}_{T}^{\theta_{1}}\left(\dot{B}_{p, 1}^{\frac{n}{p}+1}\right.}\|g\|_{\tilde{L}_{T}^{\theta_{2}\left(\dot{B}_{p, 1}^{s}\right)}},
\end{array}\right.
$$

with $1 / \theta=1 / \theta_{1}+1 / \theta_{2}$, where the commutator $[\cdot, \cdot]$ is defined by $[f, g]=f g-g f$ and $\left\{c_{q}\right\}$ denotes a sequence such that $\left\|\left(c_{q}\right)\right\|_{l^{1}} \leq 1$.

Finally, we state a continuity result for compositions (see, e.g., [22]) to end this section.
Proposition 4.2.4. Let $s>0,1 \leq p, r, \theta \leq \infty, F \in W_{l o c}^{[s]+3, \infty}(I ; \mathbb{R})$ with $F(0)=0$, $T \in(0, \infty]$ and $f \in \widetilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right) \cap L_{T}^{\infty}\left(L^{\infty}\right)$. Then there exists a function $C$ depending only on $s, p, r, n$, and $F$ such that

$$
\left\{\begin{array}{l}
\left\|F(f)-F^{\prime}(0) f\right\|_{\dot{B}_{p, r}^{s}} \leq C\left(\|f\|_{L^{\infty}}\right)\|f\|_{\dot{B}_{p, r}^{s}}^{2}, \\
\left.\left\|F(f)-F^{\prime}(0) f\right\|_{\tilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right)} \leq C\left(\|f\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\right)\|f\|_{\widetilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right.}^{2}\right)
\end{array}\right.
$$

### 4.3 Global-in-time existence

Recently, Xu and Kawashima [70] have already established a local existence theory for generally symmetric hyperbolic systems in spatially critical Besov spaces, which is viewed as the generalization of the basic theory of Kato and Majda [26, 35]. Fortunately, the new result can be applied to the current problem (4.1.10) directly, since the non-symmetric dissipation $L$ has no influence on the local-in-time existence. Precisely,

Proposition 4.3.1. Assume that $U_{0} \in B_{2,1}^{3 / 2}$, then there exists a time $T_{0}>0$ (depending only on the initial data) such that
(i) (Existence): system (4.1.10) has a unique solution $U(t, x) \in \mathcal{C}^{1}\left(\left[0, T_{0}\right] \times \mathbb{R}\right)$ satisfying $U \in \widetilde{\mathcal{C}}_{T_{0}}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T_{0}}^{1}\left(B_{2,1}^{1 / 2}\right) ;$
(ii) (Blow-up criterion): if the maximal time $T^{*}\left(>T_{0}\right)$ of existence of such a solution is finite, then

$$
\limsup _{t \rightarrow T^{*}}\|U(t, \cdot)\|_{B_{2,1}^{3 / 2}}=\infty
$$

if and only if

$$
\int_{0}^{T^{*}}\|\nabla U(t, \cdot)\|_{L^{\infty}} d t=\infty
$$

Furthermore, in order to show that classical solutions in Proposition 4.3.1 are globally defined, the next task is to construct a priori estimates according to the dissipative mechanism produced by the Timoshenko system. To this end, we define by $E(T)$ the energy functional and by $D(T)$ the corresponding dissipation functional:

$$
E(T):=\|U\|_{\tilde{L}_{T}^{\infty}\left(B_{2,1}^{3 / 2}\right)}
$$

and

$$
D(T):=\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+\left\|\left(v, z_{x}\right)\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)}
$$

for any time $T>0$.
The first lemma is related to the nonlinear a priori estimate for the dissipation for $y$.

Lemma 4.3.1 (The dissipation for $y$ ). If $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (4.1.10) for any $T>0$, then

$$
\begin{equation*}
E(T)+\|y\|_{\widetilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)} \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\sqrt{E(T)} D(T) \tag{4.3.1}
\end{equation*}
$$

Proof. Firstly, we perform the usual energy method. Multiplying the first equation in (4.1.10) by $v$, the second one by $u$, the third one by $\sigma(z)-\sigma(0)$ and the last one by $y$, respectively, and then adding the resulting equalities, we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(v^{2}+y^{2}+u^{2}+S(z)\right)-(v u+[\sigma(z)-\sigma(0)])_{x}+\gamma y^{2}=0 \tag{4.3.2}
\end{equation*}
$$

where

$$
S(z)=2 \int_{0}^{z}(\sigma(\eta)-\sigma(0)) d \eta
$$

Note that $S(z)$ is equivalent to $z^{2}$, due to the fact $\sigma^{\prime}(\eta)>0$ and the smallness assumption (4.3.40) below. Then we perform the integral to (4.3.2) with respect to $x$ and obtain the basic energy equality

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E_{0}(U)+\gamma\|y\|_{L^{2}}^{2}=0 \tag{4.3.3}
\end{equation*}
$$

where the energy functional $E_{0}(U)$ is defined by

$$
E_{0}(U)=\|(v, u, y)\|_{L^{2}}^{2}+\int_{\mathbb{R}} S(z) d x \approx\|U\|_{L^{2}}^{2}
$$

By integrating in $t \in[0, T]$ and taking the square-root of the resulting inequality, we arrive at

$$
\begin{equation*}
\|U\|_{L_{T}^{\infty}\left(L^{2}\right)}+\sqrt{2 \gamma}\|y\|_{L_{T}^{2}\left(L^{2}\right)} \leq\left\|U_{0}\right\|_{L^{2}} \tag{4.3.4}
\end{equation*}
$$

for any $T>0$.
Next, we perform the frequency-localization estimate and get the dissipation rate from $y$ in homogeneous Chemin-Lerner spaces. Applying the operator $\dot{\Delta}_{q}(q \in \mathbb{Z})$ to (4.1.10) gives

$$
\left\{\begin{array}{l}
\dot{\Delta}_{q} v_{t}-\dot{\Delta}_{q} u_{x}+\dot{\Delta}_{q} y=0  \tag{4.3.5}\\
\dot{\Delta}_{q} u_{t}-\dot{\Delta}_{q} v_{x}=0 \\
\dot{\Delta}_{q} z_{t}-\dot{\Delta}_{q} y_{x}=0 \\
\dot{\Delta}_{q} y_{t}-\sigma^{\prime}(z) \dot{\Delta}_{q} z_{x}-\dot{\Delta}_{q} v+\gamma \dot{\Delta}_{q} y=\left[\dot{\Delta}_{q}, \sigma^{\prime}(z)\right] z_{x},
\end{array}\right.
$$

where the commutator is defined by $[f, g]:=f g-g f$. Multiplying (4.3.5) with $\dot{\Delta}_{q} v, \dot{\Delta}_{q} u$, $\sigma^{\prime}(z) \dot{\Delta}_{q} z$ and $\dot{\Delta}_{q} y$, respectively, and then adding the resulting equalities, we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left|\dot{\Delta}_{q} v\right|^{2}+\left|\dot{\Delta}_{q} y\right|^{2}+\left|\dot{\Delta}_{q} u\right|^{2}+\sigma^{\prime}(z)\left|\dot{\Delta}_{q} z\right|^{2}\right)  \tag{4.3.6}\\
& \quad-\left\{\left(\dot{\Delta}_{q} u \dot{\Delta}_{q} v\right)_{x}+\left(\sigma^{\prime}(z) \dot{\Delta}_{q} z \dot{\Delta}_{q} y\right)_{x}\right\}+\gamma\left|\dot{\Delta}_{q} y\right|^{2} \\
& = \\
& \frac{1}{2} \sigma^{\prime}(z)_{t}\left|\dot{\Delta}_{q} z\right|^{2}-\sigma^{\prime}(z)_{x} \dot{\Delta}_{q} z \dot{\Delta}_{q} y+\left[\dot{\Delta}_{q}, \sigma^{\prime}(z)\right] z_{x} \dot{\Delta}_{q} y .
\end{align*}
$$

Furthermore, by employing the integral with respect to $x$, with the aid of Cauchy-Schwarz inequality, we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} E_{0}\left[\dot{\Delta}_{q} U\right]+\gamma\left\|\dot{\Delta}_{q} y\right\|_{L^{2}}^{2}  \tag{4.3.7}\\
\lesssim \| & \left\|\sigma^{\prime}(z)_{t}\right\|_{L^{\infty}}\left\|\dot{\Delta}_{q} z\right\|_{L^{2}}^{2}+\left\|\sigma^{\prime}(z)_{x}\right\|_{L^{\infty}}\left\|\dot{\Delta}_{q} z\right\|_{L^{2}}\left\|\dot{\Delta}_{q} y\right\|_{L^{2}} \\
& \quad+\left\|\left[\dot{\Delta}_{q}, \sigma^{\prime}(z)\right] z_{x}\right\|_{L^{2}}\left\|\dot{\Delta}_{q} y\right\|_{L^{2}},
\end{align*}
$$

where

$$
E_{0}\left[\dot{\Delta}_{q} U\right]:=\left\|\left(\dot{\Delta}_{q} v, \dot{\Delta}_{q} y, \dot{\Delta}_{q} u\right)\right\|_{L^{2}}^{2}+\int_{\mathbb{R}} \sigma^{\prime}(z)\left|\dot{\Delta}_{q} z\right| d x \approx\left\|\dot{\Delta}_{q} U\right\|_{L^{2}}^{2}
$$

From (4.1.10) and a priori assumption (4.3.40) below, we have

$$
\begin{equation*}
\left\|\sigma^{\prime}(z)_{t}\right\|_{L^{\infty}}\left\|\dot{\Delta}_{q} z\right\|_{L^{2}}^{2} \lesssim\left\|z_{t}\right\|_{L^{\infty}}\left\|\dot{\Delta}_{q} z\right\|_{L^{2}}^{2} \lesssim\left\|y_{x}\right\|_{L^{\infty}}\left\|\dot{\Delta}_{q} z\right\|_{L^{2}}^{2} \tag{4.3.8}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left\|\sigma^{\prime}(z)_{x}\right\|_{L^{\infty}}\left\|\dot{\Delta}_{q} z\right\|_{L^{2}}\left\|\dot{\Delta}_{q} y\right\|_{L^{2}} \lesssim\left\|z_{x}\right\|_{L^{\infty}}\left\|\dot{\Delta}_{q} z\right\|_{L^{2}}\left\|\dot{\Delta}_{q} y\right\|_{L^{2}} \tag{4.3.9}
\end{equation*}
$$

Together with (4.3.8)-(4.3.9), by integrating in $t \in[0, T]$, with the help of Young's inequality, we are led to

$$
\begin{align*}
& \sqrt{E_{0}\left[\dot{\Delta}_{q} U\right]}+\sqrt{2 \gamma}\left\|\dot{\Delta}_{q} y\right\|_{L_{T}^{2}\left(L^{2}\right)} \\
\lesssim & \sqrt{E_{0}\left[\dot{\Delta}_{q} U_{0}\right]}+\sqrt{\left\|\left(y_{x}, z_{x}\right)\right\|_{L_{T}^{\infty}\left(L^{\infty}\right)}}\left(\left\|\dot{\Delta}_{q} y\right\|_{L_{T}^{2}\left(L^{2}\right)}+\left\|\dot{\Delta}_{q} z\right\|_{L_{T}^{2}\left(L^{2}\right)}\right) \\
& +\sqrt{\left\|\left[\dot{\Delta}_{q}, \sigma^{\prime}(z)\right] z_{x}\right\|_{L_{T}^{2}\left(L^{2}\right)}\left\|\dot{\Delta}_{q} y\right\|_{L_{T}^{2}\left(L^{2}\right)}} . \tag{4.3.10}
\end{align*}
$$

It follows from the commutator estimate in Proposition 4.2.3 that

$$
\begin{equation*}
\left\|\left[\dot{\Delta}_{q}, \sigma^{\prime}(z)\right] z_{x}\right\|_{L_{T}^{2}\left(L^{2}\right)} \lesssim c_{q} 2^{-\frac{3 q}{2}}\|z\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{3 / 2}\right.}\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)} \tag{4.3.11}
\end{equation*}
$$

where $\left\{c_{q}\right\}$ denotes a sequence such that $\left\|c_{q}\right\|_{\ell^{1}} \leq 1$. Therefore, we obtain

$$
\begin{align*}
& 2^{\frac{3 q}{2}}\left\|\dot{\Delta}_{q} U\right\|_{L_{T}^{\infty}\left(L^{2}\right)}+\sqrt{2 \gamma} 2^{\frac{3 q}{2}}\left\|\dot{\Delta}_{q} y\right\|_{L_{T}^{2}\left(L^{2}\right)} \\
\lesssim & \left\|\dot{\Delta}_{q} U_{0}\right\|_{L^{2}}+c_{q} \sqrt{\left\|\left(y_{x}, z_{x}\right)\right\|_{L_{T}^{\infty}\left(\dot{B}_{2,1}^{1 / 2}\right)}}\left(\|y\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{3 / 2}\right)}+\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}\right) \\
& +c_{q} \sqrt{\|z\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{3 / 2}\right)}}\left(\|y\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{3 / 2}\right)}+\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}\right) . \tag{4.3.12}
\end{align*}
$$

Here, we would like to point out each $\left\{c_{q}\right\}$ has a possibly different form in (4.3.12) or in sequent inequalities, however, the bound $\left\|c_{q}\right\|_{\ell^{1}} \leq 1$ is well satisfied. Hence, summing up on
$q \in \mathbb{Z}$, we arrive at

$$
\begin{align*}
& \|U\|_{\widetilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{3 / 2}\right)}+\sqrt{2 \gamma}\|y\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{3 / 2}\right)} \\
\lesssim & \left\|U_{0}\right\|_{\dot{B}_{2,1}^{3 / 2}}+\sqrt{\|(y, z)\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{3 / 2}\right)}}\left(\|y\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{3 / 2}\right)}+\left\|z_{x}\right\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}\right) . \tag{4.3.13}
\end{align*}
$$

Finally, combining (4.3.4) and (4.3.13), we conclude that from Proposition 4.2.1

$$
\begin{equation*}
E(T)+\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)} \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\sqrt{E(T)} D(T) \tag{4.3.14}
\end{equation*}
$$

Therefore, the proof of Lemma 4.3.1 is complete.
Lemma 4.3.2 (The dissipation for $v$ ). If $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (4.1.10) for any $T>0$, then

$$
\begin{equation*}
\|v\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \lesssim E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+\sqrt{E(T)} D(T) \tag{4.3.15}
\end{equation*}
$$

Proof. To do this, it is convenient to rewrite the system (4.1.10) as follows:

$$
\left\{\begin{array}{l}
v_{t}-u_{x}+y=0  \tag{4.3.16}\\
u_{t}-v_{x}=0 \\
z_{t}-y_{x}=0 \\
y_{t}-z_{x}-v+\gamma y=g(z)_{x}
\end{array}\right.
$$

where the smooth function $g(z)$ is defined by

$$
g(z)=\sigma(z)-\sigma(0)-z=O\left(z^{2}\right)
$$

satisfying $g(0)=0$ and $g^{\prime}(0)=0$. By multiplying four equations in (4.3.16) by $-y,-z,-u$ and $-v$, respectively, we deduce that

$$
\begin{equation*}
\frac{d}{d t} E_{1}(U)+\|v\|_{L^{2}}^{2} \leq\|y\|_{L^{2}}^{2}+\gamma\|y\|_{L^{2}}\|v\|_{L^{2}}+\left\|g(z)_{x}\right\|_{L^{2}}\|v\|_{L^{2}} \tag{4.3.17}
\end{equation*}
$$

where

$$
E_{1}(U):=-\int_{\mathbb{R}}(v y+u z) d x
$$

It follows from Young's inequality that

$$
\begin{equation*}
\frac{d}{d t} E_{1}(U)+\frac{1}{2}\|v\|_{L^{2}}^{2} \lesssim\|y\|_{L^{2}}^{2}+\|z\|_{L^{\infty}}\left\|z_{x}\right\|_{L^{2}}\|v\|_{L^{2}} \tag{4.3.18}
\end{equation*}
$$

Integrating (4.3.18) in $t \in[0, T]$ gives

$$
\begin{align*}
& \|v\|_{L_{t}^{2}\left(L^{2}\right)}^{2} \\
\lesssim & \left(\left|E_{1}(U)\right|+\left|E_{1}\left(U_{0}\right)\right|\right)+\|y\|_{L_{t}^{2}\left(L^{2}\right)}^{2}+\|z\|_{L_{t}^{\infty}\left(L^{\infty}\right)}\left\|z_{x}\right\|_{L_{t}^{2}\left(L^{2}\right)}\|v\|_{L_{t}^{2}\left(L^{2}\right)} \\
\lesssim & E(T)^{2}+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}^{2}+\|y\|_{L_{T}^{2}\left(L^{2}\right)}^{2}+E(T) D^{2}(T), \tag{4.3.19}
\end{align*}
$$

for any $T>0$, where we have used the embedding property in Lemma 4.2.2. Then, by Young's inequality again, we get

$$
\begin{equation*}
\|v\|_{L_{T}^{2}\left(L^{2}\right)} \lesssim E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|y\|_{L_{T}^{2}\left(L^{2}\right)}+\sqrt{E(T)} D(T) \tag{4.3.20}
\end{equation*}
$$

Next, we turn to the localization energy estimate. Applying the operator $\dot{\Delta}_{q}(q \in \mathbb{Z})$ to (4.3.16) implies

$$
\left\{\begin{array}{l}
\dot{\Delta}_{q} v_{t}-\dot{\Delta}_{q} u_{x}+\dot{\Delta}_{q} y=0  \tag{4.3.21}\\
\dot{\Delta}_{q} u_{t}-\dot{\Delta}_{q} v_{x}=0 \\
\dot{\Delta}_{q} z_{t}-\dot{\Delta}_{q} y_{x}=0 \\
\dot{\Delta}_{q} y_{t}-\dot{\Delta}_{q} z_{x}-\dot{\Delta}_{q} v+\gamma \dot{\Delta}_{q} y=\dot{\Delta}_{q} g(z)_{x}
\end{array}\right.
$$

Multiplying the first equation in $(4.3 .21)$ by $-\dot{\Delta}_{q} y$, the second one by $-\dot{\Delta}_{q} z$, the third one by $-\dot{\Delta}_{q} u$ and the fourth one by $-\dot{\Delta}_{q} v$, respectively, then adding the resulting equalities, we have

$$
\begin{align*}
& -\left(\dot{\Delta}_{q} v \dot{\Delta}_{q} y+\dot{\Delta}_{q} u \dot{\Delta}_{q} z\right)_{t}+\left(\dot{\Delta}_{q} v \dot{\Delta}_{q} z+\dot{\Delta}_{q} u \dot{\Delta}_{q} y\right)_{x}+\left|\dot{\Delta}_{q} v\right|^{2} \\
& \quad=\left|\dot{\Delta}_{q} y\right|^{2}+\gamma \dot{\Delta}_{q} y \dot{\Delta}_{q} v-\dot{\Delta}_{q} g(z)_{x} \dot{\Delta}_{q} v . \tag{4.3.22}
\end{align*}
$$

With the aid of Hölder and Young's inequalities, we obtain

$$
\begin{equation*}
\frac{d}{d t} E_{1}\left[\dot{\Delta}_{q} U\right]+\frac{1}{2}\left\|\dot{\Delta}_{q} v\right\|_{L^{2}}^{2} \lesssim\left\|\dot{\Delta}_{q} y\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{q} g(z)_{x}\right\|_{L^{2}}\left\|\dot{\Delta}_{q} v\right\|_{L^{2}} \tag{4.3.23}
\end{equation*}
$$

where

$$
E_{1}\left[\dot{\Delta}_{q} U\right]:=-\int_{\mathbb{R}}\left(\dot{\Delta}_{q} v \dot{\Delta}_{q} y+\dot{\Delta}_{q} u \dot{\Delta}_{q} z\right) d x
$$

By performing the integral with respect to $t \in[0, T]$, we are led to

$$
\begin{align*}
& \left\|\dot{\Delta}_{q} v\right\|_{L_{t}^{2}\left(L^{2}\right)}^{2} \\
\lesssim & \left\|\dot{\Delta}_{q} U\right\|_{L_{T}^{\infty}\left(L^{2}\right)}^{2}+\left\|\dot{\Delta}_{q} U_{0}\right\|_{L^{2}}^{2}+\left\|\dot{\Delta}_{q} y\right\|_{L_{T}^{2}\left(L^{2}\right)}^{2} \\
& +\left\|\dot{\Delta}_{q} v\right\|_{L_{T}^{\infty}\left(L^{2}\right)}\left\|\dot{\Delta}_{q} g(z)_{x}\right\|_{L_{T}^{1}\left(L^{2}\right)}^{1} . \tag{4.3.24}
\end{align*}
$$

Furthermore, Young's inequality enables us to get

$$
\begin{align*}
& 2^{\frac{q}{2}}\left\|\dot{\Delta}_{q} v\right\|_{L_{T}^{2}\left(L^{2}\right)} \\
\lesssim & c_{q}\|U\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{1 / 2}\right)}+c_{q}\left\|U_{0}\right\|_{\dot{B}_{2,1}^{1 / 2}} \\
& +c_{q}\|y\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}+c_{q} \sqrt{\|v\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{1 / 2}\right.}}\left\|g(z)_{x}\right\|_{\widetilde{L}_{T}^{1}\left(\dot{B}_{2,1}^{1 / 2}\right)}^{\frac{1}{2}}, \tag{4.3.25}
\end{align*}
$$

where the norm of $g(z)$ on the right-side of (4.3.25) can be estimated by Proposition 4.2.4

$$
\begin{align*}
\left\|g(z)_{x}\right\|_{\tilde{L}_{T}^{1}\left(\dot{B}_{2,1}^{1 / 2}\right)} & \lesssim \int_{0}^{T}\|g(z)\|_{\dot{B}_{2,1}^{3 / 2}} d t \\
& \lesssim \int_{0}^{T}\|z\|_{\dot{B}_{2,1}^{3 / 2}}^{2} d t \lesssim\left\|z_{x}\right\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}^{2} . \tag{4.3.26}
\end{align*}
$$

Therefore, together with (4.3.25)-(4.3.26), by summing up on $q \in \mathbb{Z}$, we arrive at

$$
\begin{align*}
& \|v\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)} \\
\lesssim & \|U\|_{\widetilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{1 / 2}\right)}+\left\|U_{0}\right\|_{\dot{B}_{2,1}^{1 / 2}}+\|y\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)} \\
& +\sqrt{\|v\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{1 / 2}\right)}}\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)} . \tag{4.3.27}
\end{align*}
$$

Finally, noticing (4.3.20) and (4.3.27), it follows from Proposition 4.2.1 that

$$
\begin{equation*}
\|v\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \lesssim E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+\sqrt{E(T)} D(T) \tag{4.3.28}
\end{equation*}
$$

which is just the inequality (4.3.15).
Lemma 4.3.3 (The dissipation for $\left.z_{x}\right)$. If $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (4.1.10) for any $T>0$, then

$$
\begin{align*}
\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \lesssim & E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)} \\
& +\|v\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\sqrt{E(T)} D(T) . \tag{4.3.29}
\end{align*}
$$

Proof. Multiplying the third equation in (4.3.16) by $y_{x}$ and the fourth one by $-z_{x}$, respectively, and then integrating the resulting equalities over $\mathbb{R}$, we arrive at

$$
\begin{align*}
& \frac{d}{d t} E_{2}(U)+\left\|z_{x}\right\|_{L^{2}}^{2} \\
\lesssim & \left\|y_{x}\right\|_{L^{2}}^{2}+\left(\|v\|_{L^{2}}+\|y\|_{L^{2}}\right)\left\|z_{x}\right\|_{L^{2}}+\|z\|_{L^{\infty}}\left\|z_{x}\right\|_{L^{2}}^{2}, \tag{4.3.30}
\end{align*}
$$

where

$$
E_{2}(U):=-\int_{\mathbb{R}} z_{x} y d x
$$

Similar to the procedure leading to (4.3.20), we arrive at

$$
\begin{align*}
\left\|z_{x}\right\|_{L_{T}^{2}\left(L^{2}\right)} \lesssim & E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)} \\
& +\|v\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\sqrt{E(T)} D(T) \tag{4.3.31}
\end{align*}
$$

On the other hand, from (4.3.21), we have

$$
\left\{\begin{array}{l}
\dot{\Delta}_{q} z_{t}-\dot{\Delta}_{q} y_{x}=0  \tag{4.3.32}\\
\dot{\Delta}_{q} y_{t}-\dot{\Delta}_{q} z_{x}-\dot{\Delta}_{q} v+\gamma \dot{\Delta}_{q} y=\dot{\Delta}_{q} g(z)_{x}
\end{array}\right.
$$

Then, by multiplying the first equation in (4.3.32) by $\dot{\Delta}_{q} y_{x}$ and the second one by $-\dot{\Delta}_{q} z_{x}$, respectively, and then employing the energy estimates on each block, we are led to

$$
\begin{align*}
& \quad 2^{\frac{q}{2}}\left\|\dot{\Delta}_{q} z_{x}\right\|_{L_{T}^{2}\left(L^{2}\right)} \\
& \lesssim c_{q}\left(\|U\|_{\tilde{L}_{T}^{\infty}\left(B_{2,1}^{3 / 2}\right)}+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}\right)+c_{q}\left\|y_{x}\right\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)} \\
& \quad+c_{q} \varepsilon\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}+c_{q} C_{\varepsilon}\left(\|v\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}+\|y\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}\right) \\
& \quad+c_{q} \sqrt{\left\|z_{x}\right\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{1 / 2}\right)}\left\|g(z)_{x}\right\|_{\widetilde{L}_{T}^{1}\left(\dot{B}_{2,1}^{1 / 2}\right)}^{\frac{1}{2}} .} \tag{4.3.33}
\end{align*}
$$

Furthermore, similar to the estimates (4.3.26)-(4.3.27), we get

$$
\begin{align*}
& \left\|z_{x}\right\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)} \\
\lesssim & \|U\|_{\widetilde{L}_{T}^{\infty}\left(B_{2,1}^{3 / 2}\right)}+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|y\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{3 / 2}\right)} \\
& +\|v\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}+\|y\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}+\sqrt{\|z\|_{\tilde{L}_{T}^{\infty}\left(\dot{B}_{2,1}^{3 / 2}\right)}}\left\|z_{x}\right\|_{\widetilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)}, \tag{4.3.34}
\end{align*}
$$

where we have chosen $0<\varepsilon \leq 1 / 2$.
Finally, by combining (4.3.31) and (4.3.34), we arrive at (4.3.29).
Lemma 4.3.4 (The dissipation for $\left.u_{x}\right)$. If $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (4.1.10) for any $T>0$, then

$$
\begin{equation*}
\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)} \lesssim E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|v\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)} \tag{4.3.35}
\end{equation*}
$$

Proof. Applying the inhomogeneous operator $\Delta_{q}(q \geq-1)$ to the first equation and second one of (4.3.16) gives

$$
\left\{\begin{array}{l}
\Delta_{q} v_{t}-\Delta_{q} u_{x}+\Delta_{q} y=0  \tag{4.3.36}\\
\Delta_{q} u_{t}-\Delta_{q} v_{x}=0
\end{array}\right.
$$

Multiplying the first equation in (4.3.36) by $-\Delta_{q} u_{x}$ and the second one by $\Delta_{q} v_{x}$, we can obtain

$$
\begin{equation*}
\frac{d}{d t} E_{3}\left[\Delta_{q} U\right]+\left\|\Delta_{q} u_{x}\right\|_{L^{2}}^{2} \leq\left\|\Delta_{q} v_{x}\right\|_{L^{2}}^{2}+\left\|\Delta_{q} u_{x}\right\|_{L^{2}}\left\|\Delta_{q} y\right\|_{L^{2}} \tag{4.3.37}
\end{equation*}
$$

where

$$
E_{3}\left[\Delta_{q} U\right]:=-\int_{\mathbb{R}} \Delta_{q} v \Delta_{q} u_{x} d x
$$

Then we integrate (4.3.37) with respect to $t \in[0, T]$ to get

$$
\begin{align*}
\left\|\Delta_{q} u_{x}\right\|_{L_{t}^{2}\left(L^{2}\right)}^{2} \leq & \left(\left|E_{3}\left[\Delta_{q} U\right]\right|+E_{3}\left[\Delta_{q} U_{0}\right]\right) \\
& +\left\|\Delta_{q} v_{x}\right\|_{L_{t}^{2}\left(L^{2}\right)}^{2}+\left\|\Delta_{q} u_{x}\right\|_{L_{t}^{2}\left(L^{2}\right)}\left\|\Delta_{q} y\right\|_{L_{t}^{2}\left(L^{2}\right)} \tag{4.3.38}
\end{align*}
$$

By using Young's inequality and embedding properties in Lemma 4.2.2, we are led to

$$
\begin{align*}
& 2^{-q / 2}\left\|\Delta_{q} u_{x}\right\|_{L_{T}^{2}\left(L^{2}\right)} \\
\lesssim & c_{q} E(T)+c_{q}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+c_{q}\|v\|_{\widetilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \\
& +c_{q} \sqrt{\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)}\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}}, \tag{4.3.39}
\end{align*}
$$

which leads to (4.3.35) immediately.
Having Lemmas 4.3.1-4.3.4, we obtain the following a priori estimate for solutions. For brevity, we feel free to skip the details.

Proposition 4.3.2. Suppose $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (5.1.10) for $T>0$. There exists $\delta_{1}>0$ such that if

$$
\begin{equation*}
E(T) \leq \delta_{1} \tag{4.3.40}
\end{equation*}
$$

then the following estimate holds:

$$
\begin{equation*}
E(T)+D(T) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\sqrt{E(T)} D(T) \tag{4.3.41}
\end{equation*}
$$

Furthermore, it holds that

$$
\begin{equation*}
E(T)+D(T) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 1}} . \tag{4.3.42}
\end{equation*}
$$

By using the standard boot-strap argument, for instance, see [40] (Theorem 7.1, p.100), Theorem 4.1.1 follows from the local existence result (Proposition 4.3.1) and a priori estimate (Proposition 4.3.2). Here, we give the outline for completeness.

The proof of Theorem 4.1.1. If the initial data satisfy $\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}} \leq \frac{\delta_{1}}{2}$, by Proposition 4.3.1, then we determine a time $T_{1}>0\left(T_{1} \leq T_{0}\right)$ such that the local solutions of (4.1.10) exists in $\widetilde{\mathcal{C}}_{T_{1}}\left(B_{2,1}^{3 / 2}\right)$ and $\|U\|_{\left.\tilde{L}_{T_{1}\left(B_{2,1}\right)}^{3 / 2}\right)} \leq \delta_{1}$. Therefore from Proposition 4.3 .2 the solutions satisfy the a priori estimate

$$
\|U\|_{\tilde{L}_{T_{1}}^{\infty}\left(B_{2,1}^{3 / 2}\right)} \leq C_{1}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}} \leq \frac{\delta_{1}}{2}
$$

provided $\left\|U_{0}\right\|_{B_{2,1}^{\sigma}} \leq \frac{\delta_{1}}{2 C_{1}}$. Thus by Proposition 4.3 .1 the system (4.1.10) for $t \geq T_{1}$ with the initial data $U\left(T_{1}\right)$ has again a unique solution $U$ satisfying $\|U\|_{\tilde{L}_{\left(T_{1}, 2 T_{1}\right)}^{\infty}\left(B_{2,1}^{3 / 2}\right)} \leq \delta_{1}$, further $\|U\|_{\tilde{L}_{2 T_{1}}^{\infty}\left(B_{2,1}^{3 / 2}\right)} \leq \delta_{1}$. Then by Proposition 4.3 .2 we have

$$
\|U\|_{\tilde{L}_{2 T_{1}}^{\infty}\left(B_{2,1}^{3 / 2}\right)} \leq C_{1}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}} \leq \frac{\delta_{1}}{2}
$$

Subsequently, we continuous the same process for $0 \leq t \leq n T_{1}, n=3,4, \ldots$ and finally get a global solution $U \in \widetilde{\mathcal{C}}\left(B_{2,1}^{\sigma}\right)$ satisfying

$$
\begin{aligned}
& \|U\|_{\widetilde{L}^{\infty}\left(B_{2,1}^{3 / 2}\right)}+\left(\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+\left\|\left(v, z_{x}\right)\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)}\right) \\
\leq & C_{1}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}} \leq \frac{\delta_{1}}{2} .
\end{aligned}
$$

### 4.4 Optimal decay rates

By employing the energy method in Fourier spaces in [24, 38], it is well-known that the linearized system (4.1.5)-(4.1.6) admits the dissipative structure

$$
\operatorname{Re} \lambda(i \xi) \leq-c \eta_{1}(\xi), \quad \text { for } \quad a=1
$$

with $\eta_{1}(\xi)=\frac{\xi^{2}}{1+\xi^{2}}$, that is, the following differential inequality holds

$$
\begin{equation*}
\frac{d}{d t} E[\hat{U}]+c_{1} \eta_{1}(\xi)|\hat{U}|^{2} \leq 0 \tag{4.4.1}
\end{equation*}
$$

where $E[\hat{U}] \approx|\hat{U}|^{2}$. As a matter of fact, following from the derivation of (4.4.1) as in [24,38], we can deduce frequency-localization differential inequalities

$$
\begin{equation*}
\frac{d}{d t} E\left[\widehat{\Delta_{q} U}\right]+c_{1} \eta_{1}(\xi)\left|\widehat{\Delta_{q} U}\right|^{2} \leq 0 \tag{4.4.2}
\end{equation*}
$$

for $q \geq-1$, and

$$
\begin{equation*}
\frac{d}{d t} E\left[\widehat{\dot{\Delta}_{q} U}\right]+c_{1} \eta_{1}(\xi)\left|\widehat{\dot{\Delta}_{q} U}\right|^{2} \leq 0 \tag{4.4.3}
\end{equation*}
$$

for $q \in \mathbb{Z}$.

### 4.4.1 Decay property for the linearized system

As shown by [71], we do the similar high-frequency and low-frequency analysis to achieve the following decay property for (4.1.5)-(4.1.6).

Proposition 4.4.1. If $U_{0} \in \dot{B}_{2,1}^{\sigma}(\mathbb{R}) \cap \dot{B}_{2, \infty}^{-s}(\mathbb{R})$ for $\sigma \geq 0$ and $s>0$, then the solutions $U(t, x)$ of (4.1.5)-(4.1.6) has the decay estimate

$$
\begin{equation*}
\left\|\Lambda^{\ell} U\right\|_{B_{2,1}^{\sigma-\ell}} \lesssim\left\|U_{0}\right\|_{\dot{B}_{2,1}^{\sigma} \cap \dot{B}_{2, \infty}^{-s}}(1+t)^{-\frac{\ell+s}{2}} \tag{4.4.4}
\end{equation*}
$$

for $0 \leq \ell \leq \sigma$. In particular, if $U_{0} \in \dot{B}_{2,1}^{\sigma}(\mathbb{R}) \cap L^{p}(\mathbb{R})(1 \leq p<2)$, one further has

$$
\begin{equation*}
\left\|\Lambda^{\ell} U\right\|_{B_{2,1}^{\sigma-\ell}} \lesssim\left\|U_{0}\right\|_{\dot{B}_{2,1}^{\sigma} \cap L^{p}}(1+t)^{-\frac{1}{2}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{\ell}{2}} \tag{4.4.5}
\end{equation*}
$$

for $0 \leq \ell \leq \sigma$.
Additionally, we also obtain the decay property on the framework of homogeneous Besov spaces, see [71] for the similar proof.

Proposition 4.4.2. If $U_{0} \in \dot{B}_{2,1}^{\sigma}(\mathbb{R}) \cap \dot{B}_{2, \infty}^{-s}(\mathbb{R})$ for $\sigma \in \mathbb{R}$, $s \in \mathbb{R}$ satisfying $\sigma+s>0$, then the solution $U(t, x)$ of (4.1.5)-(4.1.6) has the decay estimate

$$
\begin{equation*}
\|U\|_{\dot{B}_{2,1}^{\sigma}} \lesssim\left\|U_{0}\right\|_{\dot{B}_{2,1}^{\sigma} \cap \dot{B}_{2, \infty}^{-s}}(1+t)^{-\frac{\sigma+s}{2}} . \tag{4.4.6}
\end{equation*}
$$

In particular, if $U_{0} \in \dot{B}_{2,1}^{\sigma}(\mathbb{R}) \cap L^{p}(\mathbb{R})(1 \leq p<2)$, one further has

$$
\begin{equation*}
\|U\|_{\dot{B}_{2,1}^{\sigma}} \lesssim\left\|U_{0}\right\|_{\dot{B}_{2,1}^{\sigma} \cap L^{p}}(1+t)^{-\frac{1}{2}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{\sigma}{2}} \tag{4.4.7}
\end{equation*}
$$

### 4.4.2 Localized time-weighted energy approaches

Firstly, we denote by $\mathcal{G}(t)$ the Green matrix associated with the linearized system (4.1.5)(4.1.6) as follows:

$$
\begin{equation*}
\mathcal{G}(t) f=\mathcal{F}^{-1}\left[e^{-t \hat{\Phi}(i \xi)} \mathcal{F} f\right] \tag{4.4.8}
\end{equation*}
$$

with

$$
\hat{\Phi}(i \xi)=(i \xi A+L)
$$

where

$$
A=-\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right), \quad L=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & \gamma
\end{array}\right)
$$

Then, by the classical Duhamel principle, the solution to Cauchy problem of the nonlinear Timoshenko system

$$
\left\{\begin{array}{l}
v_{t}-u_{x}+y=0  \tag{4.4.9}\\
u_{t}-v_{x}=0 \\
z_{t}-y_{x}=0 \\
y_{t}-z_{x}-v+\gamma y=g(z)_{x}
\end{array}\right.
$$

with

$$
\begin{equation*}
\left.U\right|_{t=0}=U_{0}(x) \tag{4.4.10}
\end{equation*}
$$

can be represented by

$$
\begin{equation*}
U(t, x)=\mathcal{G}(t) U_{0}+\int_{0}^{t} \mathcal{G}(t-\tau) \mathcal{R}(\tau) d \tau \tag{4.4.11}
\end{equation*}
$$

where $\mathcal{R}:=\left(0,0,0, g(z)_{x}\right)^{\top}$. Note that the smooth function $g(z)=O\left(z^{2}\right)$ satisfying $g(0)=0$ and $g^{\prime}(0)=0$.

Additionally, from the definition of $\mathcal{G}(t)$, it is not difficult to obtain the frequencylocalization Duhamel principle for (4.4.9)-(4.4.10).

Lemma 4.4.1. Suppose that $U(t, x)$ is a solution of (4.4.9)-(4.4.10). Then

$$
\begin{equation*}
\Delta_{q} \Lambda^{\ell} U(t, x)=\Delta_{q} \Lambda^{\ell}\left[\mathcal{G}(t) U_{0}\right]+\int_{0}^{t} \Delta_{q} \Lambda^{\ell}[\mathcal{G}(t-\tau) \mathcal{R}(\tau)] d \tau \tag{4.4.12}
\end{equation*}
$$

for $q \geq-1$ and $\ell \in \mathbb{R}$, and

$$
\begin{equation*}
\dot{\Delta}_{q} \Lambda^{\ell} U(t)=\dot{\Delta}_{q} \Lambda^{\ell}\left[\mathcal{G}(t) U_{0}\right]+\int_{0}^{t} \dot{\Delta}_{q} \Lambda^{\ell}[\mathcal{G}(t-\tau) \mathcal{R}(\tau)] d \tau \tag{4.4.13}
\end{equation*}
$$

for $q \in \mathbb{Z}$ and $\ell \in \mathbb{R}$.
Based on Lemma 4.4.1, we shall deduce the optimal decay estimate by developing timeweighted energy approaches as in [37] in terms of high-frequency and low-frequency decompositions. For this purpose, we first define some sup-norms as follows

$$
\begin{gathered}
\mathcal{E}_{0}(t):=\sup _{0 \leq \tau \leq t}\|U(\tau)\|_{B_{2,1}^{3 / 2}} ; \\
\mathcal{E}_{1}(t):=\sup _{0 \leq \ell<\frac{1}{2}} \sup _{0 \leq \tau \leq t}(1+\tau)^{\frac{1}{4}+\frac{\ell}{2}}\left\|\Lambda^{\ell} U(\tau)\right\|_{B_{2,1}^{1 / 2}}+\sup _{0 \leq \tau \leq t}(1+\tau)^{\frac{1}{2}}\left\|\Lambda^{\frac{1}{2}} U(\tau)\right\|_{\dot{B}_{2,1}^{0}} .
\end{gathered}
$$

As a consequence, we have

Proposition 4.4.3. Let $U=(v, u, z, y)^{\top}$ be the global classical solution in the sense of Theorem 4.1.1. Suppose that $U_{0} \in B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}$ and the norm $\mathcal{M}_{0}:=\left\|U_{0}\right\|_{B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}}$ is sufficiently small. Then it holds that

$$
\begin{equation*}
\left\|\Lambda^{\ell} U(t)\right\|_{X_{1}} \lesssim \mathcal{M}_{0}(1+t)^{-\frac{1}{4}-\frac{\ell}{2}} \tag{4.4.14}
\end{equation*}
$$

for $0 \leq \ell \leq 1 / 2$, where $X_{1}:=B_{2,1}^{1 / 2-\ell}$ if $0 \leq \ell<1 / 2$ and $X_{1}:=\dot{B}_{2,1}^{0}$ if $\ell=1 / 2$.
Actually, Proposition 4.4.3 depends on an energy inequality related to sup-norms $\mathcal{E}_{0}(t)$ and $\mathcal{E}_{1}(t)$, which is included in the following proposition.

Proposition 4.4.4. Let $U=(v, u, z, y)^{\top}$ be the global classical solution in the sense of Theorem 4.1.1. Additional, if $U_{0} \in \dot{B}_{2, \infty}^{-1 / 2}$, then

$$
\begin{equation*}
\mathcal{E}_{1}(t) \lesssim \mathcal{M}_{0}+\mathcal{E}_{1}^{2}(t)+\mathcal{E}_{0}(t) \mathcal{E}_{1}(t) \tag{4.4.15}
\end{equation*}
$$

where $\mathcal{M}_{0}$ is the same notation defined in Proposition 4.4.3.
Proof. The proof consists of two steps.
Step 1: High-frequency estimate
Due to $\Delta_{q} f \equiv \dot{\Delta}_{q} f(q \geq 0)$, it suffices to show the inhomogeneous case. It follows from the high-frequency analysis for (4.1.5)-(4.1.6) (see, e.g., [71]) that

$$
\begin{equation*}
\left\|\Delta_{q} \Lambda^{\ell} \mathcal{G}(t) U_{0}\right\|_{L^{2}} \lesssim e^{-c_{2} t}\left\|\Delta_{q} \Lambda^{\ell} U_{0}\right\|_{L^{2}} \quad\left(c_{2}>0\right) \tag{4.4.16}
\end{equation*}
$$

for all $q \geq 0$. Then by Lemma 4.4.1, we arrive at

$$
\begin{align*}
& \left\|\Delta_{q} \Lambda^{\ell} U\right\|_{L^{2}} \\
\leq & \left\|\Delta_{q} \Lambda^{\ell}\left[\mathcal{G}(t) U_{0}\right]\right\|_{L^{2}}+\int_{0}^{t}\left\|\Delta_{q} \Lambda^{\ell}[\mathcal{G}(t-\tau) \mathcal{R}(\tau)]\right\|_{L^{2}} d \tau \\
\lesssim & e^{-c_{2} t}\left\|\Delta_{q} \Lambda^{\ell} U_{0}\right\|_{L^{2}}+\int_{0}^{t} e^{-c_{2}(t-\tau)}\left\|\Delta_{q} \Lambda^{\ell} \mathcal{R}(\tau)\right\|_{L^{2}} d \tau \tag{4.4.17}
\end{align*}
$$

which leads to

$$
\begin{equation*}
\sum_{q \geq 0} 2^{q(1 / 2-\ell)}\left\|\Delta_{q} \Lambda^{\ell} U\right\|_{L^{2}} \lesssim\left\|U_{0}\right\|_{B_{2,1}^{1 / 2}} e^{-c_{1} t}+\int_{0}^{t} e^{-c_{2}(t-\tau)}\|\mathcal{R}(\tau)\|_{\dot{B}_{2,1}^{1 / 2}} d \tau \tag{4.4.18}
\end{equation*}
$$

for $0 \leq \ell \leq 1 / 2$. Next, we turn to estimate the norm $\|\mathcal{R}(\tau)\|_{\dot{B}_{2,1}^{1 / 2}}$ as follows

$$
\begin{align*}
\|\mathcal{R}(\tau)\|_{\dot{B}_{2,1}^{1 / 2}} & =\left\|g^{\prime}(z) z_{x}\right\|_{\dot{B}_{2,1}^{1 / 2}} \leq\|z\|_{\dot{B}_{2,1}^{1 / 2}}\|z\|_{\dot{B}_{2,1}^{3 / 2}} \leq\left\|\Lambda^{\ell} z\right\|_{\dot{B}_{2,1}^{1 / 2-\ell}}\|z\|_{B_{2,1}^{3 / 2}} \\
& \lesssim(1+\tau)^{-\frac{1}{4}-\ell} \mathcal{E}_{0}(t) \mathcal{E}_{1}(t) \tag{4.4.19}
\end{align*}
$$

where Lemma 4.2.1 and Proposition 4.2.2 have been used.

Therefore, together with (4.4.18)-(4.4.19), we obtain

$$
\begin{equation*}
\sum_{q \geq 0} 2^{q(1 / 2-\ell)}\left\|\Delta_{q} \Lambda^{\ell} U\right\|_{L^{2}} \lesssim\left\|U_{0}\right\|_{B_{2,1}^{1 / 2}} e^{-c_{1} t}+(1+t)^{-\frac{1}{4}-\frac{\ell}{2}} \mathcal{E}_{0}(t) \mathcal{E}_{1}(t) \tag{4.4.20}
\end{equation*}
$$

for $0 \leq \ell \leq 1 / 2$.

Step 2: Low-frequency estimate
In the following, we proceed with the different low-frequency estimate in comparison with [71], since those analysis remains true for higher dimensions due to interpolation techniques. Here, the proof involves new observations, which is divided into two cases.
(i) In the case of $0 \leq \ell<1 / 2$, we have the low-frequency estimate for (4.1.4)-(4.1.5):

$$
\begin{equation*}
\left\|\Delta_{-1} \Lambda^{\ell}\left[\mathcal{G}(t) U_{0}\right]\right\|_{L^{2}} \lesssim\left\|\tilde{w}_{0}\right\|_{\dot{B}_{2, \infty}^{-1 / 2}}(1+t)^{-\frac{1}{4}-\frac{\ell}{2}} \tag{4.4.21}
\end{equation*}
$$

Then it follows from Lemma 4.4.1 that

$$
\begin{align*}
& \left\|\Delta_{-1} \Lambda^{\ell} U(t, x)\right\|_{L^{2}} \\
\leq & \left\|\Delta_{-1} \Lambda^{\ell}\left[\mathcal{G}(t) U_{0}\right]\right\|_{L^{2}}+\int_{0}^{t}\left\|\Delta_{-1} \Lambda^{\ell}[\mathcal{G}(t-\tau) \mathcal{R}(\tau)]\right\|_{L^{2}} d \tau \\
\lesssim & \left\|U_{0}\right\|_{\dot{B}_{2, \infty}^{-1 / 2}}(1+t)^{-\frac{1}{4}-\frac{\ell}{2}}+I_{1}+I_{2}, \tag{4.4.22}
\end{align*}
$$

where

$$
I_{1}=\int_{0}^{\frac{t}{2}}\left\|\Delta_{-1} \Lambda^{\ell}[\mathcal{G}(t-\tau) \mathcal{R}(\tau)]\right\|_{L^{2}} d \tau,
$$

and

$$
I_{2}=\int_{\frac{t}{2}}^{t}\left\|\Delta_{-1} \Lambda^{\ell}[\mathcal{G}(t-\tau) \mathcal{R}(\tau)]\right\|_{L^{2}} d \tau
$$

For $I_{1}$, noticing that the form $\mathcal{R}(\tau) \approx g(z)_{x}$, we arrive at

$$
\begin{align*}
I_{1} & \lesssim \int_{0}^{\frac{t}{2}}(1+t-\tau)^{-\frac{1}{4}-\frac{\ell+1}{2}}\|g(z)\|_{\dot{B}_{2, \infty}^{-1 / 2}} d \tau \\
& \lesssim \int_{0}^{\frac{t}{2}}(1+t-\tau)^{-\frac{1}{4}-\frac{\ell+1}{2}}\|g(z)\|_{L^{1}} d \tau \\
& \lesssim \int_{0}^{\frac{t}{2}}(1+t-\tau)^{-\frac{1}{4}-\frac{\ell+1}{2}}\|z\|_{L^{2}}^{2} d \tau \\
& \lesssim \mathcal{E}_{1}^{2}(t) \int_{0}^{\frac{t}{2}}(1+t-\tau)^{-\frac{1}{4}-\frac{\ell+1}{2}}(1+\tau)^{-\frac{1}{2}} d \tau \\
& \lesssim \mathcal{E}_{1}^{2}(t)(1+t)^{-\frac{1}{4}-\frac{\ell+1}{2}} \int_{0}^{\frac{t}{2}}(1+\tau)^{-\frac{1}{2}} d \tau \\
& \lesssim \mathcal{E}_{1}^{2}(t)(1+t)^{-\frac{1}{4}-\frac{\ell}{2}} \tag{4.4.23}
\end{align*}
$$

where we have used the fact that $g(z)=O\left(z^{2}\right)$ and the embeddings $L^{1} \hookrightarrow \dot{B}_{2, \infty}^{-1 / 2}$ in Lemma 4.2.3 and $B_{2,1}^{1 / 2} \hookrightarrow L^{2}$.

On the other hand, for $I_{2}$, we have

$$
\begin{equation*}
I_{2} \lesssim \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{4}-\frac{\ell}{2}}\left\|g(z)_{x}\right\|_{\dot{B}_{2, \infty}^{-1 / 2}} d \tau \tag{4.4.24}
\end{equation*}
$$

It follows from Lemma 4.2.1 and Proposition 4.2.4 that

$$
\begin{equation*}
\left\|g(z)_{x}\right\|_{\dot{B}_{2, \infty}^{-1 / 2}} \lesssim\|g(z)\|_{\dot{B}_{2, \infty}^{1 / 2}} \lesssim\|z\|_{\dot{B}_{2, \infty}^{1 / 2}}^{2} \lesssim\|z\|_{\dot{B}_{2,1}^{1 / 2}}^{2} \lesssim(1+\tau)^{-1} \mathcal{E}_{1}^{2}(t) \tag{4.4.25}
\end{equation*}
$$

Hence, together with (4.4.24)-(4.4.25), we are led to the estimate

$$
\begin{align*}
I_{2} & \lesssim \mathcal{E}_{1}^{2}(t) \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{4}-\frac{\ell}{2}}(1+\tau)^{-1} d \tau \\
& \lesssim \mathcal{E}_{1}^{2}(t)(1+t)^{-1} \int_{\frac{t}{2}}^{t}(1+t-\tau)^{-\frac{1}{4}-\frac{\ell}{2}} d \tau \\
& \lesssim \mathcal{E}_{1}^{2}(t)(1+t)^{-\frac{1}{4}-\frac{\ell}{2}} \tag{4.4.26}
\end{align*}
$$

Finally, combing (4.4.22)-(4.4.23) and (4.4.26), we conclude that

$$
\begin{equation*}
\left\|\Delta_{-1} \Lambda^{\ell} U(t, x)\right\|_{L^{2}} \lesssim\left\|U_{0}\right\|_{\dot{B}_{2, \infty}^{-1 / 2}}(1+t)^{-\frac{1}{4}-\frac{\ell}{2}}+\mathcal{E}_{1}^{2}(t)(1+t)^{-\frac{1}{4}-\frac{\ell}{2}} \tag{4.4.27}
\end{equation*}
$$

(ii) In the case of $\ell=1 / 2$, similar to the procedure leading to (4.4.27), we can deduce the corresponding nonlinear low-frequency estimate

$$
\begin{align*}
& \sum_{q<0}\left\|\dot{\Delta}_{q} \Lambda^{1 / 2} U\right\|_{L^{2}} \\
\leq & \sum_{q<0}\left\|\dot{\Delta}_{q} \Lambda^{1 / 2}\left[\mathcal{G}(t) U_{0}\right]\right\|_{L^{2}}+\int_{0}^{t} \sum_{q<0}\left\|\dot{\Delta}_{q} \Lambda^{1 / 2}[\mathcal{G}(t-\tau) \mathcal{R}(\tau)]\right\|_{L^{2}} d \tau \\
\lesssim & \left\|U_{0}\right\|_{\dot{B}_{2, \infty}^{-1 / 2}}(1+t)^{-\frac{1}{2}}+\mathcal{E}_{1}^{2}(t)(1+t)^{-\frac{1}{2}} . \tag{4.4.28}
\end{align*}
$$

With these preparations (4.4.20) and (4.4.27)-(4.4.28) in hand, the desired inequality (4.4.15) is followed directly by the definitions of $\mathcal{E}_{0}(t)$ and $\mathcal{E}_{1}(t)$.

The proof of Proposition 4.4.3. From Theorem 4.1.1, we see that

$$
\mathcal{E}_{0}(t) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}} \lesssim \mathcal{M}_{0}
$$

Thus, if $\mathcal{M}_{0}$ is sufficient small, it follows from (4.4.15) that

$$
\mathcal{E}_{1}(t) \lesssim \mathcal{M}_{0}+\mathcal{E}_{1}^{2}(t)
$$

which implies that $\mathcal{E}(t) \lesssim \mathcal{M}_{0}$ by the standard method, provided that $\mathcal{M}_{0}$ is sufficient small. Consequently, we obtain the decay estimate in Proposition 4.4.3.

## Chapter 5

## Application to Besov spaces (II)

### 5.1 Introduction

In this work, we are concerned with the following Timoshenko system (see [62, 63]), which is a set of two coupled wave equations of the form

$$
\left\{\begin{array}{l}
\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0  \tag{5.1.1}\\
\psi_{t t}-\sigma\left(\psi_{x}\right)_{x}-\left(\varphi_{x}-\psi\right)+\gamma \psi_{t}=0
\end{array}\right.
$$

System (5.1.1) describes the transverse vibrations of a beam. Here, $t \geq 0$ is the time variable, $x \in \mathbb{R}$ is the spacial variable which denotes the point on the center line of the beam, $\varphi(t, x)$ is the transversal displacement of the beam from an equilibrium state, and $\psi(t, x)$ is the rotation angle of the filament of the beam. The smooth function $\sigma(\eta)$ satisfies $\sigma^{\prime}(\eta)>0$ for any $\eta \in \mathbb{R}$, and $\gamma$ is a positive constant. We focus on the Cauchy problem of (5.1.1), so the initial data are supplemented as

$$
\begin{equation*}
\left(\varphi, \varphi_{t}, \psi, \psi_{t}\right)(x, 0)=\left(\varphi_{0}, \varphi_{1}, \psi_{0}, \psi_{1}\right)(x) \tag{5.1.2}
\end{equation*}
$$

Based on the change of variable introduced by Ide, Haramoto, and the third author [24]:

$$
\begin{equation*}
v=\varphi_{x}-\psi, \quad u=\varphi_{t}, \quad z=a \psi_{x}, \quad y=\psi_{t} \tag{5.1.3}
\end{equation*}
$$

with $a>0$ being the sound speed defined by $a^{2}=\sigma^{\prime}(0)$, it is convenient to rewrite (5.1.1)(5.1.2) as a Cauchy problem for the first-order hyperbolic system of $U=(v, u, z, y)^{\top}$

$$
\left\{\begin{array}{l}
U_{t}+A(U) U_{x}+L U=0  \tag{5.1.4}\\
U(x, 0)=U_{0}(x)
\end{array}\right.
$$

with $U_{0}(x)=\left(v_{0}, u_{0}, z_{0}, y_{0}\right)(x)$, where $v_{0}=\varphi_{0, x}-\psi_{0}, u_{0}=\varphi_{1}, z_{0}=a \psi_{0, x}, y_{0}=\psi_{1}$ and

$$
A(U)=-\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & a \\
0 & 0 & \frac{\sigma^{\prime}(z / a)}{a} & 0
\end{array}\right), \quad L=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & \gamma
\end{array}\right) .
$$

Note that $A(U)$ is a real symmetrizable matrix due to $\sigma^{\prime}(z / a)>0$, and the dissipative matrix $L$ is nonnegative definite but not symmetric. Such degenerate dissipation forces (5.1.4) to go beyond the class of generally dissipative hyperbolic systems, so the recent global-in-time existence (see [70]) for hyperbolic systems with symmetric dissipation can not be applied directly, which is the main motivation on studying the Timoshenko system (5.1.1).

Let us review several known results on (5.1.1). In a bounded domain, it is known that (5.1.1) is exponentially stable if the damping term $\varphi_{t}$ is also present on the left-hand side of the first equation of (5.1.3) (see, e.g., [48]). Soufyane [59] showed that (5.1.1) could not be exponentially stable by considering only the damping term of the form $\psi_{t}$, unless for the case of $a=1$ (equal wave speeds). A similar result was obtained by Rivera and Racke [50] with an alternative proof. In addition, Rivera and Racke [49] also investigated the Timoshenko system with the heat conduction, which is described by the classical Fourier law. In the whole space, Kawashima and his collaborators [24] considered the corresponding linearized form of (5.1.4):

$$
\left\{\begin{array}{l}
v_{t}-u_{x}+y=0  \tag{5.1.5}\\
u_{t}-v_{x}=0 \\
z_{t}-a y_{x}=0 \\
y_{t}-a z_{x}-v+\gamma y=0 \\
(v, u, z, y)(x, 0)=\left(v_{0}, u_{0}, z_{0}, y_{0}\right)(x)
\end{array}\right.
$$

and showed that the dissipative structure could be characterized by

$$
\begin{cases}\operatorname{Re} \lambda(i \xi) \leq-c \eta_{1}(\xi) \quad & \text { for } \quad a=1  \tag{5.1.6}\\ \operatorname{Re} \lambda(i \xi) \leq-c \eta_{2}(\xi) & \text { for } \quad a \neq 1\end{cases}
$$

where $\lambda(i \xi)$ denotes the eigenvalues of the system (5.1.5) in the Fourier space, $\eta_{1}(\xi)=\frac{\xi^{2}}{1+\xi^{2}}$, $\eta_{2}(\xi)=\frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}$, and $c>0$ is some constant. Consequently, the following decay properties were established for $U=(v, u, z, y)^{\top}$ of (5.1.5) (see [24] for details):

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \lesssim(1+t)^{-\frac{1}{4}-\frac{k}{2}}\left\|U_{0}\right\|_{L^{1}}+e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{L^{2}} \tag{5.1.7}
\end{equation*}
$$

for $a=1$, and

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \lesssim(1+t)^{-\frac{1}{4}-\frac{k}{2}}\left\|U_{0}\right\|_{L^{1}}+(1+t)^{-\frac{l}{2}}\left\|\partial_{x}^{k+l} U_{0}\right\|_{L^{2}} \tag{5.1.8}
\end{equation*}
$$

for $a \neq 1$. Recently, under the additional assumption $\int_{\mathbb{R}} U_{0} d x=0$, Racke and Said-Houari [53] strengthened (5.1.7)-(5.1.8) such that linearized solutions decay faster with a rate of $t^{-\gamma / 2}$, by introducing the integral space $L^{1, \gamma}(\mathbb{R})$.
Remark 5.1.1. Clearly, the high frequency part of (5.1.7) yields an exponential decay, whereas the corresponding part of (5.1.8) is of the regularity-loss type, since $(1+t)^{-\ell / 2}$ is created by assuming the additional $\ell$-th order regularity on the initial data. Consequently, extra higher regularity than that for global-in-time existence of classical solutions is imposed to obtain the optimal decay rates.

In [25], Ide and Kawashima performed the time-weighted approach to establish the global existence and asymptotic decay of solutions to the nonlinear problem (5.1.4). To overcome the difficulty caused by the regularity-loss property, the spatially regularity $s \geq 6$ was needed. Denote by $s_{c}$ the critical regularity for global existence of classical solutions. Actually, the local-in-time existence theory of Kato and Majda [26, 35] implies that $s_{c}=2$ for the Timoshenko system (5.1.4), actually, the extra regularity is used to take care of optimal decay estimates. Consequently, some natural questions follow. Is $s=6$ the minimal decay regularity for (5.1.4) with the regularity-loss? If not, which index characterises the minimal decay regularity? This motivates the following general definition.
Definition 5.1.1. If the optimal decay rate of $L^{1}\left(\mathbb{R}^{n}\right)-L^{2}\left(\mathbb{R}^{n}\right)$ type is achieved under the lowest regularity assumption, then the lowest index is called the minimal decay regularity index for dissipative systems of regularity-loss, which is labelled as $s_{D}$.

Recently, we are concerned with the global existence and large-time behavior for (5.1.4) in spatially critical Besov spaces. To the best of our knowledge, there are few results available in this direction for the Timoshenko system, although the critical space has already been succeeded in the study of fluid dynamical equations, see $[2,15,22,44]$ for Navier-Stokes equations, $[10,74,76,78]$ for Euler equations and related models. In [70, 71], under the assumptions of dissipative entropy and Shizuta-Kawashima condition, Xu and Kawashima have already investigated generally dissipative systems, however, the Timoshenko system admits the non-symmetric dissipation and goes beyond the class. Hence, as a first step, we considered the easy case, that is, (5.1.4) with the equal wave speed ( $a=1$ ) in Chapter 4. By virtue of an elementary fact in Proposition 5.2.3 (also see Chapter 4) that indicates the relation between homogeneous and inhomogeneous Chemin-Lernerspaces, we first constructed global solutions pertaining to data in the Besov space $B_{2,1}^{3 / 2}(\mathbb{R})$. Furthermore, the optimal decay rates of solution and its derivatives are shown in the space $B_{2,1}^{3 / 2}(\mathbb{R}) \cap \dot{B}_{2, \infty}^{-1 / 2}(\mathbb{R})$ by the frequency-localization Duhamel principle and energy approach in terms of high-frequency and low-frequency decomposition.

In Chapter 5, we hope to establish similar results for (5.1.4) with non-equal wave speeds $(a \neq 1)$ that has weaker dissipative mechanism. If done, we shall improve two regularity indices for Timoshenko system with regularity-loss: $s_{c}=3 / 2$ for global-in-time existence and $s_{D}=3 / 2$ for the optimal decay estimate, which lead to reduce significantly the regularity requirements on the initial data in comparison with [25].

Before main results, let us explain new technical points for (5.1.4) with $a \neq 1$ and the strategy to get round the obstruction. Firstly, as in Chapter 4, the degenerate non-symmetric damping enables us to capture the dissipation from contributions of $\left(y, v, u_{x}, z_{x}\right)$, however, there is an additional norm related to $u_{x}$ in the proof for the dissipation of $v$. Indeed, we need to carefully take care of the topological relation between $\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(\dot{B}_{2,1}^{-1 / 2}\right)}$ and $\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)}$ as in Proposition 5.2.3. To do this, we localize (5.1.4) with inhomogeneous blocks rather than homogeneous blocks to obtain the dissipative estimate for $v$.

Secondly, due to the weaker mechanism of regularity-loss, it seems that there is no possibility to capture optimal decay rates in the critical space $B_{2,1}^{3 / 2}(\mathbb{R})$, since the polynomial decay
at the high-frequency part comes from the fact that the initial data is imposed extra higher regularity (see (5.1.8)). To overcome the outstanding difficulty, there are new ingredients in comparison with the case of equal wave speeds in Chapter 4. Precisely, we develop a new frequency-localization time-decay inequality for the dissipative rate $\eta(\xi)=\frac{|\xi|^{2}}{\left(1+|\xi|^{2}\right)^{2}}$ in $\mathbb{R}^{n}$, see Proposition 5.3.1. At the formal level, we see that the high-frequency part decays in time not only with algebraic rates of any order as long as the function is spatially regular enough, but also additional information related the $L^{p}$-integrability is available. Consequently, the high-frequency estimate in energy approaches can be divided into two parts, and on each part, different values of $p$ (for example, $p=1$ or $p=2$ ) are chosen to get desired decay estimates, see Lemma 5.5.1. Additionally, it should be worth noting that the energy approach is totally different from that in Chapter 4, where the frequency-localization Duhamel principle was used. Here, we shall employ somewhat "the square formula of the Duhamel principle" based on the Littlewood-Paley pointwise estimate in Fourier space for the linear system with right-hand side, see (5.5.3)-(5.5.4) for details.

Our main results focus on the Timoshenko system with non-equal wave speeds ( $a \neq 1$ ), which are stated as follows.
Theorem 5.1.1. Suppose that $U_{0} \in B_{2,1}^{3 / 2}(\mathbb{R})$. There exists a positive constant $\delta_{0}$ such that if

$$
\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}(\mathbb{R})} \leq \delta_{0}
$$

then the Cauchy problem (5.1.4) has a unique global classical solution $U \in \mathcal{C}^{1}\left(\mathbb{R}^{+} \times \mathbb{R}\right)$ satisfying

$$
U \in \widetilde{\mathcal{C}}\left(B_{2,1}^{3 / 2}(\mathbb{R})\right) \cap \widetilde{\mathcal{C}}^{1}\left(B_{2,1}^{1 / 2}(\mathbb{R})\right)
$$

Moreover, the following energy inequality holds that

$$
\begin{align*}
& \|U\|_{\tilde{L}^{\infty}\left(B_{2,1}^{3 / 2}(\mathbb{R})\right)}+\left(\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+\left\|\left(v, z_{x}\right)\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)}\right) \\
\leq & C_{0}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}(\mathbb{R})}, \tag{5.1.9}
\end{align*}
$$

where $C_{0}>0$ is a constant.
Remark 5.1.2. Theorem 5.1.1 exhibits the optimal critical regularity ( $s_{c}=3 / 2$ ) of global-intime existence for (5.1.4), which was proved by the revised energy estimates in comparison with [42], along with the local-in-time existence result in Proposition 5.4.1. Observe that there is 1-regularity-loss phenomenon for the dissipation rate of $\left(v, u_{x}\right)$.

Furthermore, with the aid of the new frequency-localization time-decay inequality in Proposition 5.3.1, we can obtain the the optimal decay estimates by using the time-weighted energy approach in terms of high-frequency and low-frequency decomposition.
Theorem 5.1.2. Let $U(t, x)=(v, u, z, y)(t, x)$ be the global classical solution of Theorem 5.1.1. Assume that the initial data satisfy $U_{0} \in B_{2,1}^{3 / 2}(\mathbb{R}) \cap \dot{B}_{2, \infty}^{-1 / 2}(\mathbb{R})$. Set $I_{0}:=$ $\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}(\mathbb{R}) \cap \dot{B}_{2, \infty}^{-1 / 2}(\mathbb{R})}$. If $I_{0}$ is sufficiently small, then the classical solution $U(t, x)$ of (5.1.4) admits the optimal decay estimate

$$
\begin{equation*}
\|U\|_{L^{2}} \lesssim I_{0}(1+t)^{-\frac{1}{4}} \tag{5.1.10}
\end{equation*}
$$

Note that the embedding $L^{1}(\mathbb{R}) \hookrightarrow \dot{B}_{2, \infty}^{-1 / 2}(\mathbb{R})$ in Lemma 5.2.3, as an immediate byproduct of Theorem 5.1.2, the usual optimal decay estimate of $L^{1}(\mathbb{R})-L^{2}(\mathbb{R})$ type is available.

Corollary 5.1.1. Let $U(t, x)=(v, u, z, y)(t, x)$ be the global classical solutions of Theorem 5.1.1. If further the initial data $U_{0} \in L^{1}(\mathbb{R})$ and $\widetilde{I}_{0}:=\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}(\mathbb{R}) \cap L^{1}(\mathbb{R})}$ is sufficiently small, then

$$
\begin{equation*}
\|U\|_{L^{2}} \lesssim \widetilde{I}_{0}(1+t)^{-\frac{1}{4}} \tag{5.1.11}
\end{equation*}
$$

Remark 5.1.3. Let us mention that Theorem 5.1.2 and Corollary 5.1.1 exhibit the optimal decay rate in the Besov space with $s_{c}=3 / 2$, that is, $s_{D}=3 / 2$, which implies that the minimal decay regularity coincides with the the critical regularity for global solutions, and the extra higher regularity is not necessary. In addition, it is worth noting that the present work opens a door for the study of dissipative systems of regularity-loss type, which encourages us to develop frequency-localization time-decay inequalities for other dissipative rates and investigate systems with the regularity-loss mechanism.

Finally, we would like to mention other studies on the dissipative Timoshenko system with different effects, see, e.g., [47, 48] for frictional dissipation case, [19, 54, 55] for thermal dissipation case, and $[3,4,33,34]$ for memory-type dissipation case.

The rest of this chapter unfolds as follows. In Section 5.2, we present useful properties in Besov spaces, which will be used in the subsequence analysis. In Section 5.3, we shall develop new time-decay inequality with using frequency-localization techniques. Section 5.4 is devoted to construct the global-in-time existence of classical solutions to (5.1.4). Furthermore, in Section 5.5, we deduce the optimal decay estimate for (5.1.4) by employing energy approaches in terms of high-frequency and low-frequency decomposition. In Appendix (Section 5.6), we present those definitions for Besov spaces and Chemin-Lerner spaces for the convenience of reader.

### 5.2 Tools

In this section, we only collect useful analysis properties in Besov spaces and Chemin-Lerner spaces in $\mathbb{R}^{n}(n \geq 1)$. For convenience of reader, those definitions for Besov spaces and Chemin-Lerner spaces are given in the Appendix. Firstly, we give an improved Bernstein inequality (see, e.g., [68]), which allows the case of fractional derivatives.

Lemma 5.2.1. Let $0<R_{1}<R_{2}$ and $1 \leq a \leq b \leq \infty$.
(i) If $\operatorname{Supp} \mathcal{F} f \subset\left\{\xi \in \mathbb{R}^{n}:|\xi| \leq R_{1} \lambda\right\}$, then

$$
\left\|\Lambda^{\alpha} f\right\|_{L^{b}} \lesssim \lambda^{\alpha+n\left(\frac{1}{a}-\frac{1}{b}\right)}\|f\|_{L^{a}} \quad \text { for any } \quad \alpha \geq 0
$$

(ii) If Supp $\mathcal{F} f \subset\left\{\xi \in \mathbb{R}^{n}: R_{1} \lambda \leq|\xi| \leq R_{2} \lambda\right\}$, then

$$
\left\|\Lambda^{\alpha} f\right\|_{L^{a}} \approx \lambda^{\alpha}\|f\|_{L^{a}} \quad \text { for any } \quad \alpha \in \mathbb{R}
$$

Besov spaces obey various inclusion relations. Precisely,
Lemma 5.2.2. Let $s \in \mathbb{R}$ and $1 \leq p, r \leq \infty$, then
(i) If $s>0$, then $B_{p, r}^{s}=L^{p} \cap \dot{B}_{p, r}^{s}$;
(ii) If $\tilde{s} \leq s$, then $B_{p, r}^{s} \hookrightarrow B_{p, r}^{\tilde{s}}$; this inclusion relation is false for the homogeneous Besov spaces;
(iii) If $1 \leq r \leq \tilde{r} \leq \infty$, then $\dot{B}_{p, r}^{s} \hookrightarrow \dot{B}_{p, \tilde{r}}^{s}$ and $B_{p, r}^{s} \hookrightarrow B_{p, \tilde{r}}^{s}$;
(iv) If $1 \leq p \leq \tilde{p} \leq \infty$, then $\dot{B}_{p, r}^{s} \hookrightarrow \dot{B}_{\tilde{p}, r}^{s-n\left(\frac{1}{p}-\frac{1}{\bar{p}}\right)}$ and $B_{p, r}^{s} \hookrightarrow B_{\tilde{p}, r}^{s-n\left(\frac{1}{p}-\frac{1}{\bar{p}}\right)}$;
(v) $\dot{B}_{p, 1}^{n / p} \hookrightarrow \mathcal{C}_{0}, \quad B_{p, 1}^{n / p} \hookrightarrow \mathcal{C}_{0}(1 \leq p<\infty) ;$
where $\mathcal{C}_{0}$ is the space of continuous bounded functions which decay at infinity.
Lemma 5.2.3. Suppose that $\varrho>0$ and $1 \leq p<2$. It holds that

$$
\|f\|_{\dot{B}_{r, \infty}^{-\infty}} \lesssim\|f\|_{L^{p}}
$$

with $1 / p-1 / r=\varrho / n$. In particular, this holds with $\varrho=n / 2, r=2$ and $p=1$.
Moser-type product estimates are stated as follows, which plays an important role in the estimate of bilinear terms.

Proposition 5.2.1. Let $s>0$ and $1 \leq p, r \leq \infty$. Then $\dot{B}_{p, r}^{s} \cap L^{\infty}$ is an algebra and

$$
\|f g\|_{\dot{B}_{p, r}^{s}} \lesssim\|f\|_{L^{\infty}}\|g\|_{\dot{B}_{p, r}^{s}}+\|g\|_{L^{\infty}}\|f\|_{\dot{B}_{p, r}^{s}} .
$$

Let $s_{1}, s_{2} \leq n / p$ such that $s_{1}+s_{2}>n \max \left\{0, \frac{2}{p}-1\right\}$. Then one has

$$
\|f g\|_{\dot{B}_{p, 1}^{s_{1}+s_{2}-n / p}} \lesssim\|f\|_{\dot{B}_{p, 1}^{s_{1}}}\|g\|_{\dot{B}_{p, 1}^{s_{2}}}
$$

In the analysis of decay estimates, we also need the general form of Moser-type product estimates, which was shown by Yong in [78].

Proposition 5.2.2. Let $s>0$ and $1 \leq p, r, p_{1}, p_{2}, p_{3}, p_{4} \leq \infty$. Assume that $f \in L^{p_{1}} \cap \dot{B}_{p_{4}, r}^{s}$ and $g \in L^{p_{3}} \cap \dot{B}_{p_{2}, r}^{s}$ with

$$
\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}+\frac{1}{p_{4}}
$$

Then it holds that

$$
\|f g\|_{\dot{B}_{p, r}^{s}} \lesssim\|f\|_{L^{p_{1}}}\|g\|_{\dot{B}_{p_{2}, r}^{s}}+\|g\|_{L^{p_{3}}}\|f\|_{{\dot{B_{p}}, r}_{s}^{s}}
$$

In [70], Xu and Kawashima established a key fact, which indicates the connection between homogeneous Chemin-Lerner spaces and inhomogeneous Chemin-Lerner spaces.

Proposition 5.2.3. Let $s \in \mathbb{R}$ and $1 \leq \theta, p, r \leq \infty$.
(1) It holds that

$$
L_{T}^{\theta}\left(L^{p}\right) \cap \widetilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right) \subset \widetilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)
$$

(2) Furthermore, as $s>0$ and $\theta \geq r$, it holds that

$$
L_{T}^{\theta}\left(L^{p}\right) \cap \widetilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right)=\widetilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)
$$

for any $T>0$.
The property of continuity for product in $\widetilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)$ is similar to in the stationary case (Proposition 5.2.1), whereas the time exponent $\theta$ behaves according to the Hölder inequality.

Proposition 5.2.4. The following inequality holds:

$$
\|f g\|_{\tilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)} \lesssim\left(\|f\|_{L_{T}^{\theta_{1}}\left(L^{\infty}\right)}\|g\|_{\tilde{L}_{T}^{\theta_{2}\left(B_{p, r}^{s}\right)}}+\|g\|_{L_{T}^{\theta_{3}\left(L^{\infty}\right)}}\|f\|_{\tilde{L}_{T}^{\theta_{4}\left(B_{p, r}^{s}\right)}}\right)
$$

whenever $s>0,1 \leq p \leq \infty, 1 \leq \theta, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{4} \leq \infty$ and

$$
\frac{1}{\theta}=\frac{1}{\theta_{1}}+\frac{1}{\theta_{2}}=\frac{1}{\theta_{3}}+\frac{1}{\theta_{4}}
$$

As a direct corollary, one has

$$
\|f g\|_{\tilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)} \lesssim\|f\|_{\tilde{L}_{T}^{\theta_{1}\left(B_{p, r}^{s}\right)}}\|g\|_{\tilde{L}_{T}^{\theta_{2}\left(B_{p, r}^{s}\right)}}
$$

whenever $s \geq n / p, \frac{1}{\theta}=\frac{1}{\theta_{1}}+\frac{1}{\theta_{2}}$.
Finally, we state a continuity result for compositions (see [1]) to end this section.
Proposition 5.2.5. Let $s>0,1 \leq p, r, \rho \leq \infty, F \in W_{l o c}^{[s]+1, \infty}(I ; \mathbb{R})$ with $F(0)=0$, $T \in(0, \infty]$ and $v \in \widetilde{L}_{T}^{\rho}\left(B_{p, r}^{s}\right) \cap L_{T}^{\infty}\left(L^{\infty}\right)$. Then

$$
\|F(v)\|_{\tilde{L}_{T}^{\rho}\left(B_{p, r}^{s}\right)} \lesssim\left(1+\|v\|_{L_{T}^{\infty}\left(L^{\infty}\right)}\right)^{[s]+1}\|v\|_{\tilde{L}_{T}^{\rho}\left(B_{p, r}^{s}\right)}
$$

### 5.3 Frequency-localization time-decay inequality

In the recent decade, harmonic analysis tools, especially for techniques based on LittlewoodPaley decomposition and paradifferential calculus have proved to be very efficient in the study of partial differential equations. It is well-known that the frequency-localization operator $\dot{\Delta}_{q} f$ (or $\Delta_{q} f$ ) has a smoothing effect on the function $f$, even though $f$ is quite rough. Moreover, the $L^{p}$ norm of $\dot{\Delta}_{q} f$ can be preserved provided $f \in L^{p}\left(\mathbb{R}^{n}\right)$. To the best of our knowledge, so far there are few efforts about the decay property related to the operator $\dot{\Delta}_{q} f$. Here, the difficulty of regularity-loss mechanism forces us to develop the frequency-localization time-decay inequality. Precisely,

Proposition 5.3.1. Set $\eta(\xi)=\frac{|\xi|^{2}}{\left(1+|\xi|^{2}\right)^{2}}$. If $f \in \dot{B}_{2, r}^{\sigma+\ell}\left(\mathbb{R}^{n}\right) \cap \dot{B}_{2, \infty}^{-s}\left(\mathbb{R}^{n}\right)$ for $\sigma \in \mathbb{R}, s \in \mathbb{R}$ and $1 \leq r \leq \infty$ such that $\sigma+s>0$, then it holds that

$$
\begin{align*}
& \left\|2^{q \sigma}\right\| \widehat{\dot{\Delta}_{q} f} e^{-\eta(\xi) t}\left\|_{L^{2}}\right\|_{L_{q}^{r}} \\
\lesssim & \underbrace{(1+t)^{-\frac{\sigma+s}{2}}\|f\|_{\dot{B}_{2, \infty}^{-s}}}_{\text {Low-frequency Estimate }}+\underbrace{(1+t)^{-\frac{\ell}{2}+\frac{n}{2}\left(\frac{1}{p}-\frac{1}{2}\right)}\|f\|_{\dot{B}_{, r}^{\sigma+\ell}}}_{\text {High-frequency Estimate }}, \tag{5.3.1}
\end{align*}
$$

for $\ell>n\left(\frac{1}{p}-\frac{1}{2}\right)$ with $1 \leq p \leq 2$.
Proof. For clarity, the proof is separated into high-frequency and low-frequency parts.
(1) If $q \geq 0$, then $|\xi| \sim 2^{q} \geq 1$, which leads to

$$
\begin{align*}
\left\|\widehat{\dot{\Delta}_{q} f} e^{-\eta(\xi) t}\right\|_{L^{2}} & \leq\left\|\widehat{\dot{\Delta}_{q} f} e^{-c_{0} t|\xi|^{-2}}\right\|_{L^{2}(|\xi| \geq 1)} \\
& =\left\||\xi|^{\ell}\left|\widehat{\dot{\Delta}_{q} f}\right| \frac{e^{-c_{0} t|\xi|^{-2}}}{|\xi|^{\ell}}\right\|_{L^{2}(|\xi| \geq 1)} \\
& \leq\left\||\xi|^{\ell} \widehat{\dot{\Delta}_{q} f}\right\|_{L^{p^{\prime}}}\left\|\frac{e^{-c_{0} t|\xi|^{-2}}}{|\xi|^{\ell}}\right\|_{L^{s}(|\xi| \geq 1)} \quad\left(\frac{1}{p^{\prime}}+\frac{1}{s}=\frac{1}{2}, p^{\prime} \geq 2\right) \\
& \leq 2^{q \ell}\left\|\dot{\Delta}_{q} f\right\|_{L^{p}}\left\|\frac{e^{-c_{1} t|\xi|^{-2}}}{|\xi|^{\ell}}\right\|_{L^{s}(|\xi| \geq 1)} \quad\left(\frac{1}{p}+\frac{1}{p^{\prime}}=1\right) \tag{5.3.2}
\end{align*}
$$

where $c_{1}>0$ and the Hausdorff-Young's inequality was used in the last line. By performing the change of variable as in [72], we arrive at

$$
\begin{equation*}
\left\|\frac{e^{-c_{1} t|\xi|^{-2}}}{|\xi|^{\ell}}\right\|_{L^{s}(|\xi| \geq 1)} \lesssim(1+t)^{-\frac{\ell}{2}+\frac{n}{2}\left(\frac{1}{p}-\frac{1}{2}\right)} \tag{5.3.3}
\end{equation*}
$$

for $\ell>n\left(\frac{1}{p}-\frac{1}{2}\right)$. Besides, it can be also bounded by $(1+t)^{-\frac{\ell}{2}}$ for $\ell \geq 0$ if $p=2$. Then it follows from (5.3.2)-(5.3.3) that

$$
\begin{equation*}
2^{q \sigma}\left\|\widehat{\dot{\Delta}_{q} f} e^{-\eta(\xi) t}\right\|_{L^{2}} \lesssim 2^{q(\sigma+\ell)}(1+t)^{-\frac{\ell}{2}+\frac{n}{2}\left(\frac{1}{p}-\frac{1}{2}\right)}\left\|\dot{\Delta}_{q} f\right\|_{L^{p}} \tag{5.3.4}
\end{equation*}
$$

(2) If $q<0$, then $|\xi| \sim 2^{q}<1$, which implies that

$$
\begin{equation*}
\left|\widehat{\dot{\Delta}_{q} f}\right| e^{-\eta(\xi) t} \leq\left|\widehat{\dot{\Delta}_{q} f}\right| e^{-c_{2} t|\xi|^{2}} \lesssim\left|\widehat{\dot{\Delta}_{q} f}\right| e^{-c_{2}\left(2^{q} \sqrt{t}\right)^{2}} \tag{5.3.5}
\end{equation*}
$$

for $c_{2}>0$. Furthermore, we can obtain

$$
\begin{equation*}
2^{q \sigma}\left\|\widehat{\dot{\Delta}_{q} f} e^{-\eta(\xi) t}\right\|_{L^{2}} \lesssim\|f\|_{\dot{B}_{2, \infty}^{-s}}(1+t)^{-\frac{\sigma+s}{2}}\left[\left(2^{q} \sqrt{t}\right)^{\sigma+s} e^{-c_{2}\left(2^{q} \sqrt{t}\right)^{2}}\right] \tag{5.3.6}
\end{equation*}
$$

Let us remark that $\ell \geq 0$ in the case of $p=2$.
for $\sigma \in \mathbb{R}, s \in \mathbb{R}$ such that $\sigma+s>0$. Note that

$$
\begin{equation*}
\left\|\left(2^{q} \sqrt{t}\right)^{\sigma+s} e^{-c_{2}\left(2^{q} \sqrt{t}\right)^{2}}\right\|_{l_{q}^{r}} \lesssim 1, \tag{5.3.7}
\end{equation*}
$$

for any $r \in[1,+\infty]$. Combining (5.3.4), (5.3.6)-(5.3.7), we conclude that

$$
\begin{align*}
& \left\|2^{q \sigma}\right\| \widehat{\dot{\Delta}_{q} f} e^{-\eta(\xi) t}\left\|_{L^{2}}\right\|_{l_{q}^{r}} \\
\lesssim & \|f\|_{\dot{B}_{2, \infty}^{-s}}(1+t)^{-\frac{\sigma+s}{2}}+\|f\|_{\dot{B}_{p, r}^{\sigma+\ell}}(1+t)^{-\frac{\ell}{2}+\frac{n}{2}\left(\frac{1}{p}-\frac{1}{2}\right)} \tag{5.3.8}
\end{align*}
$$

which is just the inequality (5.3.1).

### 5.4 Global-in-time existence

As shown in Chapter 4, the recent local existence theory in [70] for generally symmetric hyperbolic systems can be applied to (5.1.4) directly.

Proposition 5.4.1 (Chapter 4, [42]). Assume that $U_{0} \in B_{2,1}^{3 / 2}$, then there exists a time $T_{0}>0$ (depending only on the initial data) such that
(i) (Existence) : system (5.1.4) has a unique solution $U(t, x) \in \mathcal{C}^{1}\left(\left[0, T_{0}\right] \times \mathbb{R}\right)$ satisfying $U \in \widetilde{\mathcal{C}}_{T_{0}}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T_{0}}^{1}\left(B_{2,1}^{1 / 2}\right) ;$
(ii) (Blow-up criterion) : if the maximal time $T^{*}\left(>T_{0}\right)$ of existence of such a solution is finite, then

$$
\limsup _{t \rightarrow T^{*}}\|U(t, \cdot)\|_{B_{2,1}^{3 / 2}}=\infty
$$

if and only if

$$
\int_{0}^{T^{*}}\|\nabla U(t, \cdot)\|_{L^{\infty}} d t=\infty
$$

Furthermore, in order to show that classical solutions in Proposition 5.3.1 are globally defined, we need to construct a priori estimates according to the dissipative mechanism produced by the Timoshenko system. For this purpose, define by $E(T)$ the energy functional and by $D(T)$ the corresponding dissipation functional:

$$
E(T):=\|U\|_{\tilde{L}_{T}^{\infty}\left(B_{2,1}^{3 / 2}\right)}
$$

and

$$
D(T):=\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+\left\|\left(v, z_{x}\right)\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)}
$$

for any time $T>0$. Hence, we have the following

Proposition 5.4.2. Suppose $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (5.1.4) for $T>0$. There exists $\delta_{1}>0$ such that if $E(T) \leq \delta_{1}$, then

$$
\begin{equation*}
E(T)+D(T) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+(\sqrt{E(T)}+E(T)) D(T) \tag{5.4.1}
\end{equation*}
$$

Furthermore, it holds that

$$
\begin{equation*}
E(T)+D(T) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 1}} \tag{5.4.2}
\end{equation*}
$$

Actually, in the case of non-equal wave speeds $(a \neq 1)$, a priori estimates on the dissipations for $y, z_{x}$ and $u_{x}$ coincide with the case of equal wave speeds. For brevity, we present them as lemmas only, the interested reader is referred to Chapter 4 for proofs.

Lemma 5.4.1 (The dissipation for $y$ ). If $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (5.1.4) for any $T>0$, then

$$
\begin{equation*}
E(T)+\|y\|_{\widetilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)} \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\sqrt{E(T)} D(T) \tag{5.4.3}
\end{equation*}
$$

Lemma 5.4.2 (The dissipation for $\left.z_{x}\right)$. If $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (5.1.4) for any $T>0$, then

$$
\begin{align*}
\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \lesssim & E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)} \\
& +\|v\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\sqrt{E(T)} D(T) \tag{5.4.4}
\end{align*}
$$

Lemma 5.4.3 (The dissipation for $\left.u_{x}\right)$. If $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (5.1.4) for any $T>0$, then

$$
\begin{equation*}
\left\|u_{x}\right\|_{\widetilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)} \lesssim E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\|v\|_{\widetilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}+\|y\|_{\widetilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)} \tag{5.4.5}
\end{equation*}
$$

However, the calculation for the dissipation of $v$ is a little different. We would like to give the proof as follows.

Lemma 5.4.4 (The dissipation for $v$ ). If $U \in \widetilde{\mathcal{C}}_{T}\left(B_{2,1}^{3 / 2}\right) \cap \widetilde{\mathcal{C}}_{T}^{1}\left(B_{2,1}^{1 / 2}\right)$ is a solution of (5.1.4) for any $T>0$, then

$$
\begin{align*}
\|v\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \lesssim & E(T)+\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}+\varepsilon\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)} \\
& +\left(1+C_{\varepsilon}\right)\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+E(T) D(T) \tag{5.4.6}
\end{align*}
$$

for $\varepsilon>0$, where $C_{\varepsilon}$ is a position constant dependent on $\varepsilon$.

Proof. It is convenient to rewrite the system (5.1.4) as follows:

$$
\left\{\begin{array}{l}
v_{t}-u_{x}+y=0  \tag{5.4.7}\\
u_{t}-v_{x}=0 \\
z_{t}-a y_{x}=0 \\
y_{t}-a z_{x}-v+\gamma y=g(z)_{x}
\end{array}\right.
$$

where the smooth function $g(z)$ is defined by

$$
g(z)=\sigma(z / a)-\sigma(0)-\sigma^{\prime}(0) z / a=O\left(z^{2}\right)
$$

satisfying $g(0)=0$ and $g^{\prime}(0)=0$.
Firstly, applying the inhomogeneous frequency-localization operator $\Delta_{q}(q \geq-1)$ to (5.4.7) gives

$$
\left\{\begin{array}{l}
\Delta_{q} v_{t}-\Delta_{q} u_{x}+\Delta_{q} y=0  \tag{5.4.8}\\
\Delta_{q} u_{t}-\Delta_{q} v_{x}=0 \\
\Delta_{q} z_{t}-a \Delta_{q} y_{x}=0 \\
\Delta_{q} y_{t}-a \Delta_{q} z_{x}-\Delta_{q} v+\gamma \Delta_{q} y=\Delta_{q} g(z)_{x}
\end{array}\right.
$$

Next, multiplying the first equation in (5.4.8) by $-\Delta_{q} y$, the second one by $-a \Delta_{q} z$, the third one by $-a \Delta_{q} u$ and the fourth one by $-\Delta_{q} v$, respectively, then adding the resulting equalities, we have

$$
\begin{align*}
& -\left(\Delta_{q} v \Delta_{q} y+a \Delta_{q} u \Delta_{q} z\right)_{t}+\left(a \Delta_{q} v \Delta_{q} z+a^{2} \Delta_{q} u \Delta_{q} y\right)_{x}+\left|\Delta_{q} v\right|^{2} \\
= & \left|\Delta_{q} y\right|^{2}+\left(a^{2}-1\right) \Delta_{q} y \Delta_{q} u_{x}+\gamma \Delta_{q} y \Delta_{q} v-\Delta_{q} g(z)_{x} \Delta_{q} v . \tag{5.4.9}
\end{align*}
$$

Integrating the equality (5.4.9) in $x \in \mathbb{R}$, with the aid of Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
& \frac{d}{d t} E_{1}\left[\Delta_{q} U\right]+\frac{1}{2}\left\|\Delta_{q} v\right\|_{L^{2}}^{2} \\
\lesssim & \left\|\Delta_{q} y\right\|_{L^{2}}^{2}+\left|a^{2}-1\right|\left\|\Delta_{q} y\right\|_{L^{2}}\left\|\Delta_{q} u_{x}\right\|_{L^{2}} \\
& +\left\|\Delta_{q} g(z)_{x}\right\|_{L^{2}}\left\|\Delta_{q} v\right\|_{L^{2}}, \tag{5.4.10}
\end{align*}
$$

where

$$
E_{1}\left[\Delta_{q} U\right]:=-\int_{\mathbb{R}}\left(\Delta_{q} v \Delta_{q} y+\Delta_{q} u \Delta_{q} z\right) d x .
$$

By performing the integral with respect to $t \in[0, T]$, we are led to

$$
\begin{align*}
& \left\|\Delta_{q} v\right\|_{L_{t}^{2}\left(L^{2}\right)}^{2} \\
\lesssim & \left\|\Delta_{q} U\right\|_{L_{T}^{\infty}\left(L^{2}\right)}^{2}+\left\|\Delta_{q} U_{0}\right\|_{L^{2}}^{2}+\left\|\Delta_{q} y\right\|_{L_{T}^{2}\left(L^{2}\right)}^{2} \\
& +\left\|\Delta_{q} y\right\|_{L_{T}^{2}\left(L^{2}\right)}\left\|\Delta_{q} u_{x}\right\|_{L_{T}^{2}\left(L^{2}\right)}+\left\|\Delta_{q} g(z)_{x}\right\|_{L_{T}^{2}\left(L^{2}\right)}^{2} \tag{5.4.11}
\end{align*}
$$

where we have noticed the case of $a \neq 1$. Furthermore, Young's inequality enables us to get

$$
\begin{align*}
& 2^{\frac{q}{2}}\left\|\Delta_{q} v\right\|_{L_{T}^{2}\left(L^{2}\right)} \\
\lesssim & c_{q}\|U\|_{\tilde{L}_{T}^{\infty}\left(B_{2,1}^{1 / 2}\right)}+c_{q}\left\|U_{0}\right\|_{B_{2,1}^{1 / 2}}+\varepsilon c_{q}\left\|u_{x}\right\|_{\widetilde{L}_{T}^{2}\left(B_{2,1}^{-1 / 2}\right)} \\
& +c_{q}\left(1+C_{\varepsilon}\right)\|y\|_{\widetilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+c_{q}\left\|g(z)_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \tag{5.4.12}
\end{align*}
$$

for $\varepsilon>0$, where $C_{\varepsilon}$ is a position constant dependent on $\varepsilon$ and each $\left\{c_{q}\right\}$ has a possibly different form in (5.4.12), however, the bound $\left\|c_{q}\right\|_{\ell^{1}} \leq 1$ is well satisfied.

Recalling the fact $g^{\prime}(0)=0$, it follows from Propositions 5.2.4-5.2.5 that

$$
\begin{align*}
\left\|g(z)_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} & =\left\|g^{\prime}(z) z_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \\
& \lesssim\left\|g^{\prime}(z)-g^{\prime}(0)\right\|_{\tilde{L}_{T}^{\infty}\left(B_{2,1}^{1 / 2}\right)}\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \\
& \lesssim\|z\|_{\tilde{L}_{T}^{\infty}\left(B_{2,1}^{1 / 2}\right)}\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} . \tag{5.4.13}
\end{align*}
$$

Hence, together with (5.4.12)-(5.4.13), by summing up on $q \geq-1$, we deduce that

$$
\begin{align*}
& \|v\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)} \\
\lesssim & \|U\|_{\tilde{L}_{T}^{\infty}\left(B_{2,1}^{1 / 2}\right)}+\left\|U_{0}\right\|_{B_{2,1}^{1 / 2}}+\varepsilon\left\|u_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}-1 / 2\right)} \\
& +\left(1+C_{\varepsilon}\right)\|y\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{3 / 2}\right)}+\|z\|_{\tilde{L}_{T}^{\infty}\left(B_{2,1}^{1 / 2}\right)}\left\|z_{x}\right\|_{\tilde{L}_{T}^{2}\left(B_{2,1}^{1 / 2}\right)}, \tag{5.4.14}
\end{align*}
$$

which leads to the inequality (5.4.6) immediately.
Having Lemmas 5.4.1-5.4.4, by taking sufficiently small $\varepsilon>0$, we can achieve the proof of Proposition 5.4.2. For brevity, we feel free to skip the details. Furthermore, along with local existence result (Proposition 5.4.1) and a priori estimate (Proposition 5.4.2), Theorem 5.1.1 follows from the standard boot-strap argument directly, see Chapter 4 for similar details.

### 5.5 Optimal decay rates

Due to the better dissipative structure in the case of $a=1$ (see Chapter 4), we performed the Littlewood-Paley pointwise estimates for the linearized problem (5.1.5) and develop decay properties in the framework of Besov spaces. Furthermore, with the help of the frequencylocalization Duhamel principle, the optimal decay estimates of (5.1.4) are shown by localized time-weighted energy approaches. For the case of $a \neq 1$, if the standard Duhamel principle is used, we need to deal with the weak mechanism of regularity-loss in the price of extra higher regularity, so it is impossible to achieve $s_{D}=3 / 2$. Hence, we involve new observations. Actually, we perform "the square formula of the Duhamel principle" based on the LittlewoodPaley pointwise estimate in Fourier space for the linear system with right-hand side, see
(5.5.3)-(5.5.4). Furthermore, we proceed the optimal decay estimate for (5.1.4) in terms of high-frequency and low-frequency decompositions, with the aid of the frequency-localization time-decay inequality developed in Section 5.3.

To do this, we define the following energy functionals:

$$
\mathcal{N}(t)=\sup _{0 \leq \tau \leq t}(1+\tau)^{\frac{1}{4}}\|U(\tau)\|_{L^{2}}, \quad \mathcal{D}(t)=\left\|z_{x}(\tau)\right\|_{L_{t}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right.} .
$$

The optimal decay estimate lies in a nonlinear time-weighted energy inequality, which is include in the following

Lemma 5.5.1. Let $U=(v, u, z, y)^{\top}$ be the global classical solutions in Theorem 5.1.1. Additionally, if $U_{0} \in \dot{B}_{2, \infty}^{-1 / 2}$, then it holds that

$$
\begin{equation*}
\mathcal{N}(t) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}}+\mathcal{N}(t) \mathcal{D}(t)+\mathcal{N}(t)^{2} \tag{5.5.1}
\end{equation*}
$$

Proof. As in [38], perform the energy method in Fourier spaces to get

$$
\begin{equation*}
\frac{d}{d t} E[\hat{U}]+c_{3} \eta_{1}(\xi)|\hat{U}|^{2} \lesssim \xi^{2}|\hat{g}|^{2} \tag{5.5.2}
\end{equation*}
$$

with $\eta_{1}(\xi)=\frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}$, where $E[\hat{U}] \approx|\hat{U}|^{2}$. As a matter of fact, following from the derivation of (5.5.2), we can obtain the corresponding Littlewood-Paley pointwise energy inequality

$$
\begin{equation*}
\frac{d}{d t} E\left[\widehat{\dot{\Delta}_{q} U}\right]+c_{3} \eta_{1}\left|\widehat{\dot{\Delta}_{q} U}\right|^{2} \lesssim \xi^{2}\left|\widehat{\dot{\Delta}_{q} g}\right|^{2} \tag{5.5.3}
\end{equation*}
$$

where $E\left[\widehat{\dot{\Delta}_{q} U}\right] \approx\left|\widehat{\dot{\Delta}_{q} U}\right|^{2}$. Gronwall's inequality implies that

$$
\begin{equation*}
\left|\widehat{\mid \dot{\Delta}_{q} U}\right|^{2} \lesssim e^{-c_{3} \eta_{1} t}\left|\widehat{\dot{\Delta}_{q} U_{0}}\right|^{2}+\int_{0}^{t} e^{-c_{3} \eta_{1}(t-\tau)} \xi^{2}\left|\widehat{\dot{\Delta}_{q} g}\right|^{2} d \tau \tag{5.5.4}
\end{equation*}
$$

It follows from Fubini and Plancherel theorems that

$$
\begin{align*}
\|U\|_{L^{2}}^{2}= & \sum_{q \in \mathbb{Z}}\left\|\dot{\Delta}_{q} U\right\|_{L^{2}}^{2} \\
\lesssim & \sum_{q \in \mathbb{Z}}\left\|\widehat{\dot{\Delta}_{q} U_{0}} e^{-\frac{1}{2} c_{3} \eta_{1}(\xi) t}\right\|_{L^{2}}^{2} \\
& +\int_{0}^{t} \sum_{q \in \mathbb{Z}}\left\|\left\lvert\, \widehat{\dot{\Delta}_{q} g} e^{-\frac{1}{2} c_{3} \eta_{1}(\xi)(t-\tau)}\right.\right\|_{L^{2}}^{2} d \tau \\
\triangleq & I_{1}+I_{2} \tag{5.5.5}
\end{align*}
$$

For $I_{1}$, by taking $p=r=2, \sigma=0, s=1 / 2$ and $\ell=1$ in Proposition 5.3.1, we arrive at

$$
\begin{align*}
I_{1} & =\left(\sum_{q<0}+\sum_{q \geq 0}\right)(\cdots) \\
& \lesssim\left\|U_{0}\right\|_{\dot{B}_{2, \infty}^{-1 / 2}}^{2}(1+t)^{-\frac{1}{2}}+\sum_{q \geq 0} 2^{2 q}\left\|\dot{\Delta}_{q} U_{0}\right\|_{L^{2}}^{2}(1+t)^{-1} \\
& \lesssim\left\|U_{0}\right\|_{\dot{B}_{2, \infty}^{-1 / 2}}^{2}(1+t)^{-\frac{1}{2}}+\left\|U_{0}\right\|_{\dot{B}_{2,2}^{1}}^{2}(1+t)^{-1} \\
& \lesssim\left\|U_{0}\right\|_{\dot{B}_{2, \infty}^{-1 / 2} \cap B_{2,1}^{3 / 2}}^{2}(1+t)^{-\frac{1}{2}} . \tag{5.5.6}
\end{align*}
$$

Next, we begin to bound the nonlinear term on the right-hand side of (5.5.5), which is written as the sum of low-frequency and high-frequency

$$
\begin{equation*}
I_{2}=\int_{0}^{t}\left(\sum_{q<0}+\sum_{q \geq 0}\right)(\cdots) \triangleq I_{2 L}+I_{2 H} \tag{5.5.7}
\end{equation*}
$$

For $I_{2 L}$, by taking $r=2, \sigma=1$ and $s=1 / 2$ in Proposition 5.3.1, we have

$$
\begin{align*}
I_{2 L} & \leq \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}\|g(z)\|_{\dot{B}_{2, \infty}^{-1 / 2}}^{2} d \tau \\
& \lesssim \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}\|g(z)\|_{L^{1}}^{2} d \tau \\
& \lesssim \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}\|z(\tau)\|_{L^{2}}^{4} d \tau \\
& \lesssim \mathcal{N}^{4}(t) \int_{0}^{t}(1+t-\tau)^{-\frac{3}{2}}(1+t)^{-1} d \tau \\
& \lesssim \mathcal{N}^{4}(t)(1+t)^{-1}, \tag{5.5.8}
\end{align*}
$$

where we used the embedding $L^{1}(\mathbb{R}) \hookrightarrow \dot{B}_{2, \infty}^{-1 / 2}(\mathbb{R})$ in Lemma 5.2.3 and the fact $g(z)=O\left(z^{2}\right)$. For the high-frequency part $I_{2 H}$, more elaborate estimates are needed. For the purpose, we write

$$
I_{2 H}=\left(\int_{0}^{t / 2}+\int_{t / 2}^{t}\right)(\cdots) \triangleq I_{2 H 1}+I_{2 H 2}
$$

For $I_{2 H 1}$, taking $p=r=2, \sigma=1$ and $\ell=1 / 2$ in Proposition 5.3 .1 gives

$$
\begin{align*}
I_{2 H 1} & =\int_{0}^{t / 2} \sum_{q \geq 0} 2^{3 q}\left\|\dot{\Delta}_{q} g(z)\right\|_{L^{2}}^{2}(1+t-\tau)^{-\frac{1}{2}} d \tau \\
& \leq \int_{0}^{t / 2}(1+t-\tau)^{-\frac{1}{2}}\|g(z)\|_{\dot{B}_{2,2}^{3 / 2}}^{2} d \tau \tag{5.5.9}
\end{align*}
$$

On the other hand, recalling $g(z)=O\left(z^{2}\right)$, Proposition 5.2.1 and Lemmas 5.2.1-5.2.2 enable us to get

$$
\begin{equation*}
\|g(z)\|_{\dot{B}_{2,2}^{3 / 2}} \lesssim\|g(z)\|_{\dot{B}_{2,1}^{3 / 2}} \lesssim\|z\|_{L^{\infty}}\left\|z_{x}\right\|_{\dot{B}_{2,1}^{1 / 2}} \tag{5.5.10}
\end{equation*}
$$

Combine (5.5.9) and (5.5.10) to arrive at

$$
\begin{align*}
I_{2 H 1} & \lesssim \int_{0}^{t / 2}(1+t-\tau)^{-\frac{1}{2}}\|z(\tau)\|_{L^{\infty}}^{2}\left\|z_{x}(\tau)\right\|_{\dot{B}_{2,1}^{1 / 2}}^{2} d \tau \\
& \lesssim \sup _{0 \leq \tau \leq t / 2}\left\{(1+t-\tau)^{-\frac{1}{2}}\|z(\tau)\|_{L^{\infty}}^{2}\right\} \int_{0}^{t / 2}\left\|z_{x}(\tau)\right\|_{\dot{B}_{2,1}^{1 / 2}}^{2} d \tau \\
& \lesssim(1+t)^{-\frac{1}{2}}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}^{2} \mathcal{D}^{2}(t) \\
& \lesssim(1+t)^{-\frac{1}{2}}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}^{2} \tag{5.5.11}
\end{align*}
$$

For the last step of (5.5.11), we would like to explain a little. It follows from Proposition 5.2.3 and Remark 5.6.1 that

$$
\begin{equation*}
\mathcal{D}(t) \lesssim\left\|z_{x}\right\|_{\tilde{L}_{t}^{2}\left(\dot{B}_{2,1}^{1 / 2}\right)} \lesssim\left\|z_{x}\right\|_{\tilde{L}_{t}^{2}\left(B_{2,1}^{1 / 2}\right)} \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}} \tag{5.5.12}
\end{equation*}
$$

where we used the energy inequality (5.1.9) in Theorem 5.1.1. By choosing $r=2, p=\sigma=1$ and $\ell=1 / 2$ in Proposition 5.3.1, $I_{2 H 2}$ is proceeded as

$$
\begin{align*}
I_{2 H 2} & =\int_{t / 2}^{t} \sum_{q \geq 0} 2^{3 q}\left\|\dot{\Delta}_{q} g(z)\right\|_{L^{1}}^{2} d \tau \\
& \leq \int_{t / 2}^{t}\|g(z)\|_{\dot{B}_{1,2}^{3 / 2}}^{2} d \tau . \tag{5.5.13}
\end{align*}
$$

Thanks to $g(z)=O\left(z^{2}\right)$, it follows from Proposition 5.2.2 that

$$
\begin{equation*}
\|g(z)\|_{\dot{B}_{1,2}^{3 / 2}} \leq\|g(z)\|_{\dot{B}_{1,1}^{3 / 2}} \lesssim\|z\|_{L^{2}}\left\|z_{x}\right\|_{\dot{B}_{2,1}^{1 / 2}} . \tag{5.5.14}
\end{equation*}
$$

Together with (5.5.13)-(5.5.14), we are led to

$$
\begin{align*}
I_{2 H 2} & \lesssim \mathcal{N}^{2}(t) \int_{t / 2}^{t}(1+\tau)^{-\frac{1}{2}}\left\|z_{x}(\tau)\right\|_{\dot{B}_{2,1}^{1 / 2}}^{2} d \tau \\
& \lesssim \mathcal{N}^{2}(t) \sup _{t / 2 \leq \tau \leq t}(1+\tau)^{-\frac{1}{2}} \int_{t / 2}^{t}\left\|z_{x}(\tau)\right\|_{\dot{B}_{2,1}^{1 / 2}}^{2} d \tau \\
& \lesssim(1+t)^{-\frac{1}{2}} \mathcal{N}^{2}(t) \mathcal{D}^{2}(t) . \tag{5.5.15}
\end{align*}
$$

Combine (5.5.11) and (5.5.15) to get

$$
\begin{equation*}
I_{2 H} \lesssim(1+t)^{-\frac{1}{2}}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}^{2}+(1+t)^{-\frac{1}{2}} \mathcal{N}^{2}(t) \mathcal{D}^{2}(t) \tag{5.5.16}
\end{equation*}
$$

Therefore, it follows from (5.5.8) and (5.5.16) that

$$
\begin{align*}
I_{2} \lesssim & (1+t)^{-1} \mathcal{N}^{4}(t)+(1+t)^{-\frac{1}{2}}\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}}^{2} \\
& +(1+t)^{-\frac{1}{2}} \mathcal{N}^{2}(t) \mathcal{D}^{2}(t) . \tag{5.5.17}
\end{align*}
$$

Finally, noticing (5.5.5)-(5.5.6) and (5.5.17), we conclude that

$$
\begin{align*}
\|U\|_{L^{2}}^{2} \lesssim & (1+t)^{-\frac{1}{2}}\left\|U_{0}\right\|_{\dot{B}_{2, \infty}^{-1 / 2} \cap B_{2,1}^{3 / 2}}^{2}+(1+t)^{-\frac{1}{2}} \mathcal{N}^{2}(t) \mathcal{D}^{2}(t) \\
& +(1+t)^{-1} \mathcal{N}^{4}(t) \tag{5.5.18}
\end{align*}
$$

which leads to (5.5.1) directly.
Proof of Theorem 5.1.2. Note that (5.5.12), we arrive at

$$
\begin{equation*}
\mathcal{D}(t) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2}} \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}} . \tag{5.5.19}
\end{equation*}
$$

Thus, if the norm $\left\|U_{0}\right\|_{B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}}$ is sufficiently small, then we have

$$
\begin{equation*}
\mathcal{N}(t) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}}+\mathcal{N}(t)^{2} \tag{5.5.20}
\end{equation*}
$$

which implies that $\mathcal{N}(t) \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}}$, provided that $\left\|U_{0}\right\|_{B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}}$ is sufficiently small. Consequently, the desired decay estimate in Theorem 5.1.2 follows

$$
\begin{equation*}
\|U\|_{L^{2}} \lesssim\left\|U_{0}\right\|_{B_{2,1}^{3 / 2} \cap \dot{B}_{2, \infty}^{-1 / 2}}(1+t)^{-\frac{1}{4}} \tag{5.5.21}
\end{equation*}
$$

Hence, the proof of Theorem 5.1.2 is complete eventually.

### 5.6 Appendix

For convenience of reader, in this section, we review the Littlewood-Paley decomposition and definitions for Besov spaces and Chemin-Lerner spaces in $\mathbb{R}^{n}(n \geq 1)$, see [5] for more details.

Let $(\varphi, \chi)$ is a couple of smooth functions valued in $[0,1]$ such that $\varphi$ is supported in the shell $\mathbf{C}\left(0, \frac{3}{4}, \frac{8}{3}\right)=\left\{\xi \in \mathbb{R}^{n}\left|\frac{3}{4} \leq|\xi| \leq \frac{8}{3}\right\}, \chi\right.$ is supported in the ball $\mathbf{B}\left(0, \frac{4}{3}\right)=\{\xi \in$ $\left.\mathbb{R}^{n}| | \xi \left\lvert\, \leq \frac{4}{3}\right.\right\}$ satisfying

$$
\chi(\xi)+\sum_{q \in \mathbb{N}} \varphi\left(2^{-q} \xi\right)=1, \quad q \in \mathbb{N}, \quad \xi \in \mathbb{R}^{n}
$$

and

$$
\sum_{k \in \mathbb{Z}} \varphi\left(2^{-k} \xi\right)=1, \quad k \in \mathbb{Z}, \quad \xi \in \mathbb{R}^{n} \backslash\{0\}
$$

For $f \in \mathcal{S}^{\prime}$ (the set of temperate distributions which is the dual of the Schwarz class $\mathcal{S}$ ), define

$$
\begin{aligned}
& \Delta_{-1} f:=\chi(D) f=\mathcal{F}^{-1}(\chi(\xi) \mathcal{F} f), \quad \Delta_{q} f:=0 \quad \text { for } \quad q \leq-2 \\
& \Delta_{q} f:=\varphi\left(2^{-q} D\right) f=\mathcal{F}^{-1}\left(\varphi\left(2^{-q}|\xi|\right) \mathcal{F} f\right) \quad \text { for } q \geq 0 \\
& \dot{\Delta}_{q} f:=\varphi\left(2^{-q} D\right) f=\mathcal{F}^{-1}\left(\varphi\left(2^{-q}|\xi|\right) \mathcal{F} f\right) \quad \text { for } q \in \mathbb{Z}
\end{aligned}
$$

where $\mathcal{F} f, \mathcal{F}^{-1} f$ represent the Fourier transform and the inverse Fourier transform on $f$, respectively. Observe that the operator $\dot{\Delta}_{q}$ coincides with $\Delta_{q}$ for $q \geq 0$.

Denote by $\mathcal{S}_{0}^{\prime}:=\mathcal{S}^{\prime} / \mathcal{P}$ the tempered distributions modulo polynomials $\mathcal{P}$. We first give the definition of homogeneous Besov spaces.

Definition 5.6.1. For $s \in \mathbb{R}$ and $1 \leq p, r \leq \infty$, the homogeneous Besov spaces $\dot{B}_{p, r}^{s}$ is defined by

$$
\dot{B}_{p, r}^{s}=\left\{f \in S_{0}^{\prime}:\|f\|_{\dot{B}_{p, r}^{s}}<\infty\right\}
$$

where

$$
\|f\|_{\dot{B}_{p, r}}= \begin{cases}\left(\sum_{q \in \mathbb{Z}}\left(2^{q s}\left\|\dot{\Delta}_{q} f\right\|_{L^{p}}\right)^{r}\right)^{1 / r}, & r<\infty \\ \sup _{q \in \mathbb{Z}} 2^{q s}\left\|\dot{\Delta}_{q} f\right\|_{L^{p}}, & r=\infty\end{cases}
$$

Similarly, the definition of inhomogeneous Besov spaces is stated as follows.
Definition 5.6.2. For $s \in \mathbb{R}$ and $1 \leq p, r \leq \infty$, the inhomogeneous Besov spaces $B_{p, r}^{s}$ is defined by

$$
B_{p, r}^{s}=\left\{f \in S^{\prime}:\|f\|_{B_{p, r}^{s}}<\infty\right\},
$$

where

$$
\|f\|_{B_{p, r}^{s}}= \begin{cases}\left(\sum_{q=-1}^{\infty}\left(2^{q s}\left\|\Delta_{q} f\right\|_{L^{p}}\right)^{r}\right)^{1 / r}, & r<\infty \\ \sup _{q \geq-1} 2^{q s}\left\|\Delta_{q} f\right\|_{L^{p}}, & r=\infty\end{cases}
$$

On the other hand, we also present the definition of Chemin-Lerner spaces first initialled by J.-Y. Chemin and N. Lerner [7], which are the refinement of the space-time mixed spaces $L_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right)$ or $L_{T}^{\theta}\left(B_{p, r}^{s}\right)$.

Definition 5.6.3. For $T>0, s \in \mathbb{R}, 1 \leq r, \theta \leq \infty$, the homogeneous mixed Chemin-Lerner spaces $\widetilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right)$ is defined by

$$
\widetilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right):=\left\{f \in L^{\theta}\left(0, T ; \mathcal{S}_{0}^{\prime}\right):\|f\|_{\widetilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right)}<+\infty\right\}
$$

where

$$
\|f\|_{\tilde{L}_{T}^{\theta}\left(\dot{B}_{p, r}^{s}\right)}:=\left(\sum_{q \in \mathbb{Z}}\left(2^{q s}\left\|\dot{\Delta}_{q} f\right\|_{L_{T}^{\theta}\left(L^{p}\right)}\right)^{r}\right)^{\frac{1}{r}}
$$

with the usual convention if $r=\infty$.
Definition 5.6.4. For $T>0, s \in \mathbb{R}, 1 \leq r, \theta \leq \infty$, the inhomogeneous Chemin-Lerner spaces $\widetilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)$ is defined by

$$
\widetilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right):=\left\{f \in L^{\theta}\left(0, T ; \mathcal{S}^{\prime}\right):\|f\|_{\tilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)}<+\infty\right\},
$$

where

$$
\|f\|_{\tilde{L}_{T}^{\theta}\left(B_{p, r}^{s}\right)}:=\left(\sum_{q \geq-1}\left(2^{q s}\left\|\Delta_{q} f\right\|_{L_{T}^{\theta}\left(L^{p}\right)}\right)^{r}\right)^{\frac{1}{r}}
$$

with the usual convention if $r=\infty$.
We further define

$$
\widetilde{\mathcal{C}}_{T}\left(B_{p, r}^{s}\right):=\widetilde{L}_{T}^{\infty}\left(B_{p, r}^{s}\right) \cap \mathcal{C}\left([0, T], B_{p, r}^{s}\right)
$$

and

$$
\widetilde{\mathcal{C}}_{T}^{1}\left(B_{p, r}^{s}\right):=\left\{f \in \mathcal{C}^{1}\left([0, T], B_{p, r}^{s}\right) \mid \partial_{t} f \in \widetilde{L}_{T}^{\infty}\left(B_{p, r}^{s}\right)\right\},
$$

where the index $T$ will be omitted when $T=+\infty$.
By Minkowski's inequality, Chemin-Lerner spaces can be linked with the usual space-time mixed spaces $L_{T}^{\theta}(X)$ with $X=B_{p, r}^{s}$ or $\dot{B}_{p, r}^{s}$.
Remark 5.6.1. It holds that

$$
\|f\|_{\tilde{L}_{T}^{\theta}(X)} \leq\|f\|_{L_{T}^{\theta}(X)} \quad \text { if } \quad r \geq \theta ; \quad\|f\|_{\tilde{L}_{T}^{\theta}(X)} \geq\|f\|_{L_{T}^{\theta}(X)} \quad \text { if } \quad r \leq \theta
$$

## Chapter 6

## Timoshenko-Fourier system

### 6.1 Introduction

In the previous chapters (from Chapter 3 to Chapter 5), we have treated the so-called dissipative Timoshenko system

$$
\begin{cases}\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0 & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}  \tag{6.1.1}\\ \psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+\gamma \psi_{t}=0 & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}\end{cases}
$$

The frictional damping is taken into account in this model. Our second model system includes the heat conduction satisfying the Fourier law, which is called Timoshenko-Fourier system, and written in the form

$$
\begin{cases}\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0 & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}  \tag{6.1.2}\\ \psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+b \theta_{x}=0 & (x, t) \in \mathbb{R} \times \mathbb{R}^{+} \\ \theta_{t}+b \psi_{t x}=\kappa \theta_{x x} & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}\end{cases}
$$

We note that our Timoshenko-Fourier system (6.1.2) doesn't contain any mechanical damping. Here the unknown function $\theta=\theta(t, x)$ denotes the temperature, and $\kappa$ and $b$ are positive constants; in the physically reasonable situation, we only have $b \neq 0$ but we assume $b>0$ for simplicity.

The decay property of the systems (6.1.1) and (6.1.2) in the bounded region $0<x<1$ was studied in [49] and [50], respectively. It was shown in [49, 50] that the energy of the both systems decays exponentially as $t \rightarrow \infty$ if $a=1$, while in the case $a \neq 1$, the energy decays polynomially as $t \rightarrow \infty$.

To explain this interesting decay property, we need to investigate the dissipative structure of the systems (6.1.1) and (6.1.2). This was done in [24] for the dissipative Timoshenko system (6.1.1). It was shown in [24] that the dissipative structure of (6.1.1) is characterized by the property

$$
\begin{align*}
& \operatorname{Re} \lambda(i \xi) \leq-c \eta_{1}(\xi) \quad \text { for } \quad a=1,  \tag{6.1.3}\\
& \operatorname{Re} \lambda(i \xi) \leq-c \eta_{2}(\xi) \quad \text { for } \quad a \neq 1,
\end{align*}
$$

where $\lambda(i \xi)$ denotes the eigenvalues of the system (6.1.1) in the Fourie space, $\eta_{1}(\xi)=\xi^{2} /(1+$ $\left.\xi^{2}\right), \eta_{2}(\xi)=\xi^{2} /\left(1+\xi^{2}\right)^{2}$, and $c$ is a positive constant. This dissipative structure for $a=1$ is the same as in the general theory developed in [67,58]. On the other hand, the dissipative structure for $a \neq 1$ is very weak in the high frequency region and satisfies $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$ for $|\xi| \rightarrow \infty$, which causes the regularity-loss in the decay estimate (see [24] or Theorem 3.3.1) and also in the dissipative term of the energy estimate (see [24] or Proposition 3.3.4).

Here we remark that the energy estimate (3.3.12) for $a \neq 1$ given in Proposition 3.3.4 in Chapter 3 is the optimal improvement of the corresponding estimate obtained in [24]. To derive this optimal energy estimate, we need to make a refinement of the energy method employed in [24] in the Fourier space. This has been done in Chapter 3.

In this chapter, we study the dissipative structure of the Timoshenko system (6.1.2) with the heat conduction. We will show that the dissipative structure of the system (6.1.2) can be characterized by the property

$$
\begin{array}{ll}
\operatorname{Re} \lambda(i \xi) \leq-c \rho_{1}(\xi) \quad \text { for } \quad a=1  \tag{6.1.4}\\
\operatorname{Re} \lambda(i \xi) \leq-c \rho_{2}(\xi) \quad \text { for } \quad a \neq 1
\end{array}
$$

where $\lambda(i \xi)$ is the eigenvalues of the system (6.1.2) in the Fourie space, $\rho_{1}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{2}$, $\rho_{2}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{3}$, and $c$ is a positive constant. We find that the dissipative structure of (6.1.2) is different from that of (6.1.1) in the low frequency region. In fact, for $|\xi| \rightarrow 0$, we see that $\lambda(\xi) \sim-c \xi^{4}$ for (6.1.2) and $\lambda(\xi) \sim-c \xi^{2}$ for (6.1.1). However, there is no difference in the high frequence region $|\xi| \rightarrow \infty$.

As the consequence, we can prove the following optimal decay estimate of the solution $U=\left(\varphi_{x}-\psi, \varphi_{t}, \psi_{x}, \psi_{t}, \theta\right)$ to the system (6.1.2) in the whole space:

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|U_{0}\right\|_{L^{p}}+C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{L^{2}} \tag{6.1.5}
\end{equation*}
$$

for $a=1$, and

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|U_{0}\right\|_{L^{p}}+C(1+t)^{-\frac{l}{2}}\left\|\partial_{x}^{k+l} U_{0}\right\|_{L^{2}} \tag{6.1.6}
\end{equation*}
$$

for $a \neq 1$, where $1 \leq p \leq 2, k$ and $l$ are nonnegative integers, and $U_{0}$ is the corresponding initial data. This decay estimate is a little different from that of (6.1.1) (see Theorem 3.3.1), and this difference comes from the difference in the low frequency region.

The above decay estimate is based on the corresponding pointwise estimate of the solution in the Fourier space. Our pointwise estimate is optimal and can be derived by the energy method in the Fourier space. Our energy method employed in this paper is an improved version of the energy method developed in [24].

Other studies on the dissipative Timoshenko system can be found in literature. We refer to [47, 48, 57] for frictional dissipation case, $[56,55,54]$ for thermal dissipation case, and [ $4,3,33,34]$ for memory-type dissipation case.

Similar decay property of the regularity-loss type was found also for other interesting model systems. We refer to [60] for a plate equation with rotational inertia effect, [23] for a hyperbolic-elliptic system of radiating gas, $[15,65]$ for the compressible Euler-Maxwell system, and [16] for the Vlasov-Maxwell-Boltzmann system.

### 6.2 Main results

We consider the system (6.1.2) with the initial data

$$
\left(\varphi, \varphi_{t}, \psi, \psi_{t}, \theta\right)(x, 0)=\left(\varphi_{0}, \varphi_{1}, \psi_{0}, \psi_{1}, \theta_{0}\right)(x)
$$

As in the previous chapters, we introduce the quantities $v=\varphi_{x}-\psi, u=\varphi_{t}, z=a \psi_{x}$ and $y=\psi_{t}$ and rewrite the system (6.1.2) in the form

$$
\left\{\begin{array}{l}
v_{t}-u_{x}+y=0,  \tag{6.2.1}\\
y_{t}-a z_{x}-v+b \theta_{x}=0, \\
u_{t}-v_{x}=0 \\
z_{t}-a y_{x}=0 \\
\theta_{t}+b y_{x}=\kappa \theta_{x x} .
\end{array}\right.
$$

The corresponding initial data are given by

$$
\begin{equation*}
(v, y, u, z, \theta)(x, 0)=\left(v_{0}, y_{0}, u_{0}, z_{0}, \theta_{0}\right)(x) \tag{6.2.2}
\end{equation*}
$$

where $v_{0}=\varphi_{0, x}-\psi_{0}, y_{0}=\psi_{1}, u_{0}=\varphi_{1}, z_{0}=a \psi_{0, x}$. Putting $U=(v, y, u, z, \theta)^{T}$ and $U_{0}=\left(v_{0}, y_{0}, u_{0}, z_{0}, \theta_{0}\right)^{T}$, we can rewrite this initial value problem (6.2.1), (6.2.2) by using vector notations as

$$
\left\{\begin{array}{l}
U_{t}+A U_{x}+L U=B U_{x x},  \tag{6.2.3}\\
U(x, 0)=U_{0}(x)
\end{array}\right.
$$

where

$$
A=-\left(\begin{array}{ccccc}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & a & -b \\
1 & 0 & 0 & 0 & 0 \\
0 & a & 0 & 0 & 0 \\
0 & -b & 0 & 0 & 0
\end{array}\right), \quad L=\left(\begin{array}{ccccc}
0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \quad B=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \kappa
\end{array}\right)
$$

We see that $A$ is real symmetric, $L$ is nonnegative definite (not real symmetric) and $B$ is real symmetric and nonnegative definite. Therefore our system is regarded as a symmetric hyperbolic-parabolic coupled system with non-symmetric relaxation. Since $L$ is not symmetric, the general theory on the dissipative structure developed in $[67,58]$ is not applicable to the above system.

We take the Fourier transform of (6.2.3) to obtain

$$
\left\{\begin{array}{l}
\hat{U}_{t}+\left(i \xi A+L+\xi^{2} B\right) \hat{U}=0  \tag{6.2.4}\\
\hat{U}(\xi, 0)=\hat{U}_{0}(\xi)
\end{array}\right.
$$

The solution to (6.2.4) is given by $\hat{U}(\xi, t)=e^{t \hat{\Phi}(i \xi)} \hat{U}_{0}(\xi)$, where

$$
\begin{equation*}
\hat{\Phi}(\zeta)=-\left(L+\zeta A-\zeta^{2} B\right), \quad \zeta \in \mathbb{C} \tag{6.2.5}
\end{equation*}
$$

The eigenvalue problem corresponding (6.2.4) is

$$
\begin{equation*}
\lambda \phi+\left(i \xi A+L+\xi^{2} B\right) \phi=0 \tag{6.2.6}
\end{equation*}
$$

where $\lambda \in \mathbb{C}$ and $\phi \in \mathbb{C}^{5}$. The eigenvalue $\lambda=\lambda(i \xi)$ of the problem (6.2.4) is the value of $\lambda$ satisfying (6.2.6) for $\phi \neq 0$.

Now we state the main result in this chapter, which is on the decay estimate of the solutions to the Cauchy problem (6.2.3).

Theorem 6.2.1 (Decay estimates). The solution $U$ of the problem (6.2.3) satisfies the following decay estimates for $t \geq 0$ :

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|U_{0}\right\|_{L^{p}}+C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{L^{2}} \tag{6.2.7}
\end{equation*}
$$

for $a=1$, and

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|U_{0}\right\|_{L^{p}}+C(1+t)^{-\frac{l}{2}}\left\|\partial_{x}^{k+l} U_{0}\right\|_{L^{2}} \tag{6.2.8}
\end{equation*}
$$

for $a \neq 1$, where $1 \leq p \leq 2, k$ and $l$ are nonnegative integers, and $C$ and $c$ are positive constants.

Remark. The above decay estimates are a little different from those for the dissipative Timoshenko system obtained in [24] (see Theorem 3.3.1).

The key to the proof of the above decay estimates (6.2.7) and (6.2.8) is to show the following pointwise estimates of the solution in the Fourier space.

Lemma 6.2.2 (Pointwise estimates in the Fourier space). The solution $\hat{U}$ to the problem (6.2.4) satisfies the following pointwise estimates for any $\xi \in \mathbb{R}$ and $t \geq 0$ :

$$
\begin{align*}
& |\hat{U}(\xi, t)| \leq C e^{-c \rho_{1}(\xi) t}\left|\hat{U}_{0}(\xi)\right| \quad \text { for } \quad a=1  \tag{6.2.9}\\
& |\hat{U}(\xi, t)| \leq C e^{-c \rho_{2}(\xi) t}\left|\hat{U}_{0}(\xi)\right| \quad \text { for } \quad a \neq 1 \tag{6.2.10}
\end{align*}
$$

where $\rho_{1}(\xi)=\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}$ and $\rho_{2}(\xi)=\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}$, and $C$ and c are positive constants.

Remark. The corresponding eigenvalue $\lambda(i \xi)$ satisfies $\operatorname{Re} \lambda(i \xi) \leq-c \rho_{1}(\xi)$ for $a=1$ and $\operatorname{Re} \lambda(i \xi) \leq-c \rho_{2}(\xi)$ for $a \neq 1$. Since $\rho_{1}(\xi)$ and $\rho_{2}(\xi)$ for the system (6.2.3) are different from $\eta_{1}(\xi)$ and $\eta_{2}(\xi)$ for (3.3.1), the dissipative structure of (6.2.3) is different from that of (3.3.1). This difference appears in the low frequency region. In fact, for $|\xi| \rightarrow 0$, we see that $\lambda(\xi) \sim-c \xi^{4}$ for (6.2.3) and $\lambda(\xi) \sim-c \xi^{2}$ for (3.3.1). However, there is no essential difference in the high frequency region $|\xi| \rightarrow \infty$.

We prove the above pointwise estimates by using the energy method in the Fourier space. As in the previous section, we need to construct a suitable Lyapunov function $E$ for the problem (6.2.4) which is equivalent to $|\hat{U}|^{2}$ and satisfies the differential inequality

$$
\begin{equation*}
E_{t}+c F \leq 0 \tag{6.2.11}
\end{equation*}
$$

where $F$ is the corresponding dissipative term and $c$ is a positive constant. Our Lyapunov function $E$ will be given by (6.4.25) for $a=1$ and (6.4.28) for $a \neq 1$. The corresponding dissipative term $F$ will be given as follows:

$$
\begin{equation*}
F=\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}\left(|\hat{v}|^{2}+|\hat{y}|^{2}\right)+\frac{\xi^{2}}{1+\xi^{2}}\left(|\hat{u}|^{2}+|\hat{z}|^{2}\right)+\xi^{2}|\hat{\theta}|^{2} \tag{6.2.12}
\end{equation*}
$$

for $a=1$, and

$$
\begin{equation*}
F=\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}|\hat{v}|^{2}+\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\hat{y}|^{2}+\frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{u}|^{2}+\frac{\xi^{2}}{1+\xi^{2}}|\hat{z}|^{2}+\xi^{2}|\hat{\theta}|^{2} \tag{6.2.13}
\end{equation*}
$$

for $a \neq 1$. Namely, we can prove the following result.
Proposition 6.2.3. Let $a=1$ (resp. $a \neq 1$ ). Then, for suitably small positive constants $\alpha_{1}$ and $\alpha_{2}$, the Lyapunov function $E$ in (6.4.25) (resp. (6.4.28)) is equivalent to $|\hat{U}|^{2}$ and satisfies the differential inequality (6.2.11) with the dissipative term $F$ in (6.2.12) (resp. (6.2.13)), where $c$ is a positive constant.

Remark. Our dissipative term $F$ in (6.2.12) (resp. (6.2.13)) completely matches with the eigenvalues in (6.3.3) and (6.3.6) (resp. (6.3.3) and (6.3.7)) for $a=1$ (resp. $a \neq 1$ ).

Lemma 6.2.2 easily follows from Proposition 6.2.3.
Proof. We only give the proof for $a \neq 1$. Since $E$ is equivalent to $|\hat{U}|^{2}$, we find that $F$ in (6.2.13) satisfies

$$
F \geq c \rho_{2}(\xi) E
$$

for a positive constant $c$, where $\rho_{2}(\xi)=\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}$. Substituting this inequality into (6.2.11), we have

$$
E_{t}+c \rho_{2}(\xi) E \leq 0
$$

This differential inequality can be solved as

$$
E(\xi, t) \leq e^{-c \rho_{2}(\xi) t} E(\xi, 0)
$$

which gives the desired pointwise estimate (6.2.10).

Also, as a simple corollary of Proposition 6.2.3, we have the following optimal energy estimates of solutions to the problem (6.2.3).

Proposition 6.2.4. Let $s$ and $k$ be integers with $0 \leq k \leq s$. Then the solution $U$ to the problem (6.2.3) satisfies the following energy estimates for any $t \geq 0$ :

$$
\begin{align*}
& \left\|\partial_{x}^{k} U(t)\right\|_{H^{s-k}}^{2}+\int_{0}^{t}\left(\left\|\partial_{x}^{k+2} v(\tau)\right\|_{H^{s-k-2}}^{2}+\left\|\partial_{x}^{k+2} y(\tau)\right\|_{H^{s-k-2}}^{2}\right. \\
& \left.\quad \quad \quad\left\|\partial_{x}^{k+1} u(\tau)\right\|_{H^{s-k-1}}^{2}+\left\|\partial_{x}^{k+1} z(\tau)\right\|_{H^{s-k-1}}^{2}+\left\|\partial_{x}^{k+1} \theta(\tau)\right\|_{H^{s-k}}^{2}\right) d \tau \\
& \leq C\left\|\partial_{x}^{k} U_{0}\right\|_{H^{s-k}}^{2} \tag{6.2.14}
\end{align*}
$$

for $a=1$, and

$$
\begin{align*}
& \left\|\partial_{x}^{k} U(t)\right\|_{H^{s-k}}^{2}+\int_{0}^{t}\left(\left\|\partial_{x}^{k+2} v(\tau)\right\|_{H^{s-k-3}}^{2}+\left\|\partial_{x}^{k+2} y(\tau)\right\|_{H^{s-k-2}}^{2}\right. \\
& \left.\quad+\left\|\partial_{x}^{k+1} u(\tau)\right\|_{H^{s-k-2}}^{2}+\left\|\partial_{x}^{k+1} z(\tau)\right\|_{H^{s-k-1}}^{2}+\left\|\partial_{x}^{k+1} \theta(\tau)\right\|_{H^{s-k}}^{2}\right) d \tau \\
& \leq C\left\|\partial_{x}^{k} U_{0}\right\|_{H^{s-k}}^{2} \tag{6.2.15}
\end{align*}
$$

for $a \neq 1$, where $C$ is a positive constant.
Remark. The above energy estimates completely match with the eigenvalues given in (6.3.3) and (6.3.6) for $a=1$ and (6.3.3) and (6.3.7) for $a \neq 1$. Therefore they seem optimal. We note that in the dissipative term of (6.2.15) for $a \neq 1$, we have one regularity-loss for two components $v$ and $u$ but no regularity-loss for other three components $y, z$ and $\theta$.

Finally in this subsection, we give the proof of Theorem 6.2.1.
Proof. Now we prove Theorem 6.2.1. First we consider the case where $a=1$. Applying the Plancherel theorem and using the pointwise estimate (6.2.9), we have

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}}^{2}=C \int_{\mathbb{R}} \xi^{2 k}|\hat{U}(\xi, t)|^{2} d \xi \leq C \int_{\mathbb{R}} \xi^{2 k} e^{-\rho_{1}(\xi) t}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \tag{6.2.16}
\end{equation*}
$$

We divided the last integral into two parts $I_{1}$ and $I_{2}$ corresponding to the regions $|\xi| \leq 1$ and $|\xi| \geq 1$, respectively. Here we see that $\rho_{1}(\xi) \geq c \xi^{4}$ for $|\xi| \leq 1$ so that we have

$$
I_{1}=C \int_{|\xi| \leq 1} \xi^{2 k} e^{-c \rho_{1}(\xi) t}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \leq C \int_{|\xi| \leq 1} \xi^{2 k} e^{-c \xi^{4} t}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi
$$

For $1 \leq p \leq 2$, we choose $p^{\prime}$ such that $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Also, we take $r$ such that $\frac{1}{r}+\frac{2}{p^{\prime}}=1$. Then we see that $\frac{1}{2 r}=\frac{1}{p}-\frac{1}{2}$. Applying the Hölder inequality and the Hausdorff-Young inequality, we can estimate $I_{1}$ as

$$
\begin{aligned}
I_{1} & \leq C\left\|\xi^{2 k} e^{-c \xi^{4} t}\right\|_{L^{r}(|\xi| \leq 1)}\left\|\hat{U}_{0}\right\|_{L^{p^{\prime}}}^{2} \\
& \leq C(1+t)^{-\frac{1}{4 r}-\frac{k}{2}}\left\|U_{0}\right\|_{L^{p}}^{2}=C(1+t)^{-\frac{1}{2}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{2}}\left\|U_{0}\right\|_{L^{p}}^{2} .
\end{aligned}
$$

On the other hand, in the high frequency region $|\xi| \geq 1$, we have $\rho_{1}(\xi) \geq c$. Therefore we can estimate $I_{2}$ as

$$
\begin{aligned}
I_{2} & =C \int_{|\xi| \geq 1} \xi^{2 k} e^{-c \rho_{1}(\xi) t}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \\
& \leq C e^{-c t} \int_{|\xi| \geq 1} \xi^{2 k}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \leq C e^{-c t}\left\|\partial_{x}^{k} U_{0}\right\|_{L^{2}}^{2}
\end{aligned}
$$

Substituting these estimates into (6.2.16) gives the desired estimate (6.2.7).
Next we consider the case where $a \neq 1$. Using (6.2.10), we have

$$
\begin{equation*}
\left\|\partial_{x}^{k} U(t)\right\|_{L^{2}}^{2} \leq C \int_{\mathbb{R}} \xi^{2 k} e^{-\rho_{2}(\xi) t}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \tag{6.2.17}
\end{equation*}
$$

We divided this integral into two parts $J_{1}$ and $J_{2}$ corresponding to the regions $|\xi| \leq 1$ and $|\xi| \geq 1$, respectively. Since, $\rho_{2}(\xi) \geq c \xi^{4}$ for $|\xi| \leq 1$, the low frequency part $J_{1}$ is estimated just in the same way as $I_{1}$ for $a=1$, and we have $J_{1} \leq C(1+t)^{-\frac{1}{2}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{2}}\left\|U_{0}\right\|_{L^{p}}^{2}$. On the other hand, in the high frequency region $|\xi| \geq 1$, we see that $\rho_{2}(\xi) \geq c|\xi|^{-2}$. Thus we have

$$
\begin{aligned}
J_{2} & =C \int_{|\xi| \geq 1} \xi^{2 k} e^{-c \rho_{2}(\xi) t}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \leq C \int_{|\xi| \geq 1} \xi^{2 k} e^{-c|\xi|^{-2} t}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \\
& \leq C \sup _{|\xi| \geq 1}\left\{|\xi|^{-2 l} e^{-c|\xi|^{-2} t}\right\} \int_{|\xi| \geq 1} \xi^{2(k+l)}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \\
& \leq C(1+t)^{-l}\left\|\partial_{x}^{k+l} U_{0}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Substituting these estimates into (6.2.17) gives the desired estimate (6.2.8) for $a \neq 1$. This completes the proof of Theorem 6.2.1.

### 6.3 Asymptotic expansion of eigenvalues

In order to see whether the pointwise estimates in Lemma 6.2.2 are optimal or not, we investigate the asymptotic expansion of the eigenvalues of (6.2.4) for $|\xi| \rightarrow 0$ and $|\xi| \rightarrow \infty$. We denote by $\lambda_{j}(\zeta), j=1,2,3,4,5$, the eigenvalues of the matrix $\hat{\Phi}(\zeta)$ in (6.2.4), which are the solutions to the characteristic equation

$$
\begin{align*}
& \operatorname{det}(\lambda I-\hat{\Phi}(\zeta))=\lambda^{5}-\kappa \zeta^{2} \lambda^{4}+\left\{1-\left(1+a^{2}+b^{2}\right) \zeta^{2}\right\} \lambda^{3} \\
& \quad-\kappa\left\{1-\left(a^{2}+1\right) \zeta^{2}\right\} \zeta^{2} \lambda^{2}+\left(a^{2}+b^{2}\right) \zeta^{4} \lambda-a^{2} \kappa \zeta^{6}=0 . \tag{6.3.1}
\end{align*}
$$

(i) When $|\zeta| \rightarrow 0, \quad \lambda_{j}(\zeta)$ has the following asymptotic expansion:

$$
\begin{equation*}
\lambda_{j}(\zeta)=\lambda_{j}^{(0)}+\lambda_{j}^{(1)} \zeta+\lambda_{j}^{(2)} \zeta^{2}+\cdots \tag{6.3.2}
\end{equation*}
$$

We substitute $\lambda=\lambda_{j}(\zeta)$ in (6.3.2) into the characteristic quation (6.3.1) and calculate the coefficients $\lambda_{j}^{(k)}, k=0,1,2 \cdots$, successively. We have

$$
\begin{aligned}
& \lambda_{j}^{(0)}=\lambda_{j}^{(1)}=0, \quad \lambda_{j}^{(2)}=\alpha_{j} \quad \text { for } \quad j=1,2,3, \\
& \lambda_{j}^{(0)}= \pm i, \quad \lambda_{j}^{(1)}=0, \quad \lambda_{j}^{(2)}=\mp \frac{1}{2} i Y, \\
& \lambda_{j}^{(3)}=0, \quad \lambda_{j}^{(4)}=-\frac{1}{2} b^{2} \kappa \mp \frac{1}{2} i Z \quad \text { for } \quad j=4,5,
\end{aligned}
$$

where $\alpha_{j}$ are the solutions of the algebraic equation

$$
X^{3}-\kappa X^{2}+\left(a^{2}+b^{2}\right) X-a^{2} \kappa=0,
$$

and $Y=1+a^{2}+b^{2}$ and $Z=Y^{2} / 4+Y-1$. We claim that $\operatorname{Re} \alpha_{j}>0$ for $j=1,2,3$. To see this, we put $f(X)=X^{3}-\kappa X^{2}+\left(a^{2}+b^{2}\right) X-a^{2} \kappa$. Then $f(X)$ is continuous and satisfies $f(0) f(\kappa)<0$. This imples that there exists at least one solution $X=\alpha_{1}$ of $f(X)=0$ in the interval $(0, \kappa)$. We write other two solutions as $\alpha_{2}$ and $\alpha_{3}$. Then we have $\operatorname{Re} \alpha_{2}=\operatorname{Re} \alpha_{3}$. Also, from Newton's relations, we have $\alpha_{1}+\alpha_{2}+\alpha_{3}=\kappa$, which shows that $\operatorname{Re} \alpha_{2}=\operatorname{Re} \alpha_{3}=\left(\kappa-\alpha_{1}\right) / 2>0$. Moreover, we see that $\operatorname{Re} \lambda_{j}^{(4)}=-b^{2} \kappa / 2<0$ for $j=4,5$. Consequently, for $|\xi| \rightarrow 0$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\left(\operatorname{Re} \alpha_{j}\right) \xi^{2}+O\left(|\xi|^{3}\right) & \text { for } \quad j=1,2,3  \tag{6.3.3}\\ -\frac{1}{2} b^{2} \kappa \xi^{4}+O\left(|\xi|^{5}\right) & \text { for } \quad j=4,5\end{cases}
$$

(ii) To derive the asymptotic expansion of the eigenvalues $\lambda_{j}(\zeta)$ for $|\zeta| \rightarrow \infty$, we define the matrix $\hat{\Psi}\left(\zeta^{-1}\right)=B-\zeta^{-1} A-\zeta^{-2} L$. Then we have the relation $\hat{\Phi}(\zeta)=\zeta^{2} \hat{\Psi}\left(\zeta^{-1}\right)$. Let $\mu_{j}\left(\zeta^{-1}\right)$ be the eigenvalues of the matrix $\hat{\Psi}\left(\zeta^{-1}\right)$, which are the solutions to the characteristic equation

$$
\begin{align*}
& \operatorname{det}\left(\mu I-\hat{\Psi}\left(\zeta^{-1}\right)\right)=\mu^{5}-\kappa \mu^{4}-\left\{\left(1+a^{2}+b^{2}\right)-\zeta^{-2}\right\} \zeta^{-2} \mu^{3} \\
& \quad+\kappa\left\{\left(a^{2}+1\right)-\zeta^{-2}\right\} \zeta^{-2} \mu^{2}+\left(a^{2}+b^{2}\right) \zeta^{-4} \mu-a^{2} \kappa \zeta^{-4}=0 \tag{6.3.4}
\end{align*}
$$

When $|\zeta|^{-1} \rightarrow 0$, we have the asymptotic expansion of $\mu_{j}\left(\zeta^{-1}\right)$ in the form

$$
\begin{equation*}
\mu_{j}\left(\zeta^{-1}\right)=\mu_{j}^{(2)}+\mu_{j}^{(1)} \zeta^{-1}+\mu_{j}^{(0)} \zeta^{-2}+\mu_{j}^{(-1)} \zeta^{-3}+\cdots \tag{6.3.5}
\end{equation*}
$$

This together with the relation $\lambda_{j}(\zeta)=\zeta^{2} \mu_{j}\left(\zeta^{-1}\right)$ gives the asymptotic expansion of $\lambda_{j}(\zeta)$ for $|\zeta| \rightarrow \infty$ :

$$
\lambda_{j}(\zeta)=\mu_{j}^{(2)} \zeta^{2}+\mu_{j}^{(1)} \zeta+\mu_{j}^{(0)}+\mu_{j}^{(-1)} \zeta^{-1}+\mu_{j}^{(-2)} \zeta^{-2}+\cdots
$$

We substitute the asymptotic expansion of $\mu_{j}\left(\zeta^{-1}\right)$ in (6.3.5) into the characteristic equation (6.3.4) and calculate the coefficients $\mu_{j}^{(k)}, k=2,1,0,-1,-2, \cdots$, successively. For four eigenvalues we find the following expressions: When $a=1$, we have

$$
\mu_{j}^{(2)}=0, \quad \mu_{j}^{(1)}= \pm 1, \quad \mu_{j}^{(0)}=\beta_{j} \quad \text { for } \quad j=1,2,3,4
$$

and when $a \neq 1$, we have

$$
\begin{aligned}
\mu_{j}^{(2)}=0, \quad \mu_{j}^{(1)} & = \pm 1, \quad \mu_{j}^{(0)}=0, \\
\mu_{j}^{(-1)} & = \pm \frac{1}{2 P}, \quad \mu_{j}^{(-2)}=\frac{b^{2}}{2 \kappa P^{2}} \quad \text { for } \quad j=1,2, \\
\mu_{j}^{(2)}=0, \quad \mu_{j}^{(1)} & = \pm a, \quad \mu_{j}^{(0)}=-\frac{b^{2}}{2 \kappa}, \quad \text { for } \quad j=3,4,
\end{aligned}
$$

where $\beta_{j}$ are the solutions of the algebraic equation $4 \kappa X^{2}+2 b^{2} X+\kappa=0$ and satisfy $\operatorname{Re} \beta_{j}<0$, and $P=a^{2}-1$ (for $a \neq 1$ ). On the other hand, for the last eigenvalue, we have

$$
\mu_{j}^{(2)}=\kappa, \quad \mu_{j}^{(1)}=0 \quad \text { for } \quad j=5 .
$$

Consequently, when $a=1$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\operatorname{Re} \beta_{j}+O\left(|\xi|^{-1}\right) & \text { for } \quad j=1,2,3,4  \tag{6.3.6}\\ -\kappa \xi^{2}+O(1) & \text { for } \quad j=5\end{cases}
$$

for $|\xi| \rightarrow \infty$; while in the case $a \neq 1$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\frac{b^{2}}{2 \kappa P^{2}} \xi^{-2}+O\left(|\xi|^{-3}\right) & \text { for } \quad j=1,2  \tag{6.3.7}\\ -\frac{b^{2}}{2 \kappa}+O\left(|\xi|^{-1}\right) & \text { for } \quad j=3,4 \\ -\kappa \xi^{2}+O(1) & \text { for } \quad j=5\end{cases}
$$

for $|\xi| \rightarrow \infty$. According to the expansion (6.3.7) for $|\xi| \rightarrow \infty$, when $a \neq 1$, one eigenvalue is of the standard type and satisfies $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{2}$, two eigenvalues are of the standard type and satisfy $\operatorname{Re} \lambda(i \xi) \sim-c$, while the other two are not of the standard type and satisfy $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$.

The asymptotic expansions (6.3.3), (6.3.6) and (6.3.7) imply that the energy inequality in Proposition 6.2.3 and hence the pointwise estimates (6.2.9) and (6.2.10) in Lemma 6.2.2 seem optimal.

### 6.4 Energy method in Fourier spaces

The aim of this subsection is to prove Proposition 6.2.3.

Proof. The system (6.2.4) is written explicitly in the form

$$
\begin{align*}
& \hat{v}_{t}-i \xi \hat{u}+\hat{y}=0,  \tag{6.4.1a}\\
& \hat{y}_{t}-a i \xi \hat{z}-\hat{v}+b i \xi \hat{\theta}=0,  \tag{6.4.1b}\\
& \hat{u}_{t}-i \xi \hat{v}=0,  \tag{6.4.1c}\\
& \hat{z}_{t}-a i \xi \hat{y}=0,  \tag{6.4.1d}\\
& \hat{\theta}_{t}+b i \xi \hat{y}+\kappa \xi^{2} \hat{\theta}=0 . \tag{6.4.1e}
\end{align*}
$$

By using the energy method for this system in the Fourier space, we construct the Lyapunov function $E$ and prove the differential inequality (6.2.11) with the desired dissipation term $F$. Our proof below is divided into six steps.
Step 1. We multiply (6.4.1a), (6.4.1b), (6.4.1c), (6.4.1d) and (6.4.1e) by $\overline{\hat{v}}, \overline{\hat{y}}, \overline{\hat{u}}, \overline{\hat{z}}$ and $\overline{\hat{\theta}}$, respectively. Then, adding the resultant equations and taking the real part, we get

$$
\begin{equation*}
\frac{1}{2}\left(|\hat{U}|^{2}\right)_{t}+\kappa \xi^{2}|\hat{\theta}|^{2}=0 \tag{6.4.2}
\end{equation*}
$$

where $|\hat{U}|^{2}=|\hat{v}|^{2}+|\hat{y}|^{2}+|\hat{u}|^{2}+|\hat{z}|^{2}+|\hat{\theta}|^{2}$. This gives us the energy estimate for $\hat{U}$ together with the dissipative estimate for $\hat{\theta}$.
Step 2. We construct the dissipative estimate for $(\hat{v}, \hat{y})$. We multiply (6.4.1c) and (6.4.1a) by $i \xi \overline{\hat{v}}$ and $-i \xi \overline{\hat{u}}$, respectively. Then, adding the resulting equalities and taking the real part, we get

$$
\begin{equation*}
\xi E_{1, t}+\xi^{2}|\hat{v}|^{2}=\xi^{2}|\hat{u}|^{2}+\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y}), \tag{6.4.3}
\end{equation*}
$$

where $E_{1}=\operatorname{Re}(i \hat{v} \overline{\hat{u}})$. Also, we multiply (6.4.1d) and (6.4.1b) by $i \xi \overline{\hat{y}}$ and $-i \xi \overline{\hat{z}}$, respectively. Then, adding the resulting equalities and taking the real part, we get

$$
\begin{equation*}
\xi E_{2, t}+a \xi^{2}|\hat{y}|^{2}=a \xi^{2}|\hat{z}|^{2}-\xi \operatorname{Re}(i \hat{v} \hat{\bar{z}})-b \xi^{2} \operatorname{Re}(\overline{\hat{z}} \hat{\theta}), \tag{6.4.4}
\end{equation*}
$$

where $E_{2}=\operatorname{Re}(i \hat{z} \overline{\hat{y}})$.
(i) When $a=1$, adding (6.4.3) to (6.4.4) and using the Young inequality, we obtain

$$
\begin{align*}
& \xi\left(E_{1}+E_{2}\right)_{t}+(1-\varepsilon) \xi^{2}\left(|\hat{v}|^{2}+|\hat{y}|^{2}\right) \\
& \quad \leq C_{\varepsilon}\left(1+\xi^{2}\right)\left(|\hat{u}|^{2}+|\hat{\hat{2}}|^{2}\right)+C_{\varepsilon} \xi^{2}|\hat{\theta}|^{2} \tag{6.4.5}
\end{align*}
$$

for any $\varepsilon \in(0,1)$, where $C_{\varepsilon}$ is a positive constant depending on $\varepsilon$.
(ii) When $a \neq 1$, multiplying (6.4.4) by $1+\xi^{2}$, adding the resultant equality to (6.4.3), and using the Young inequality, we obtain

$$
\begin{gather*}
\xi\left\{E_{1}+\left(1+\xi^{2}\right) E_{2}\right\}_{t}+(1-\varepsilon)\left\{\xi^{2}|\hat{v}|^{2}+a\left(1+\xi^{2}\right) \xi^{2}|\hat{y}|^{2}\right\} \\
\leq C_{\varepsilon}\left(1+\xi^{2}\right)|\hat{u}|^{2}+C_{\varepsilon}\left(1+\xi^{2}\right)^{2}|\hat{z}|^{2}+C_{\varepsilon}\left(1+\xi^{2}\right) \xi^{2}|\hat{\theta}|^{2} \tag{6.4.6}
\end{gather*}
$$

for any $\varepsilon \in(0,1)$, where $C_{\varepsilon}$ is a positive constant depending on $\varepsilon$.
Step 3. To obtain the dissipative estimate for $\hat{u}$, we use (6.4.3) in the form

$$
\begin{equation*}
-\xi E_{1, t}+\xi^{2}|\hat{u}|^{2}=\xi^{2}|\hat{v}|^{2}-\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y}) \tag{6.4.7}
\end{equation*}
$$

We want to eliminate both the terms $\xi^{2}|\hat{v}|^{2}$ and $-\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})$ on the right hand side of (6.4.7). First, to eliminate the term $\xi^{2}|\hat{v}|^{2}$, we multiply (6.4.1b) and (6.4.1a) by $-\overline{\hat{v}}$ and $-\overline{\hat{y}}$, respectively. Then, adding the resultant equalities and taking the real part, we get

$$
\begin{equation*}
E_{3, t}+|\hat{v}|^{2}=|\hat{y}|^{2}-a \xi \operatorname{Re}(i \overline{\hat{v}} \hat{z})+b \xi \operatorname{Re}(i \overline{\hat{v}} \hat{\theta})-\xi \operatorname{Re}(i \hat{u} \overline{\hat{y}}), \tag{6.4.8}
\end{equation*}
$$

where $E_{3}=-\operatorname{Re}(\hat{v} \overline{\hat{y}})$. Here, to eliminate the term $-a \xi \operatorname{Re}(i \overline{\hat{v}} \hat{z})$ on the right hand side of (6.4.8), we multiply (6.4.1c) and (6.4.1d) by $-\overline{\hat{z}}$ and $-\overline{\hat{u}}$, respectively. Then, adding the resultant equalities and taking the real part, we get

$$
\begin{equation*}
E_{4, t}+\xi \operatorname{Re}(i \hat{v} \overline{\hat{z}})=-a \xi \operatorname{Re}(i \overline{\hat{u}} \hat{y}), \tag{6.4.9}
\end{equation*}
$$

where $E_{4}=-\operatorname{Re}(\hat{u} \overline{\tilde{z}})$. We multiply (6.4.9) by $a$ and add the result to (6.4.8). This gives

$$
\begin{equation*}
\left(E_{3}+a E_{4}\right)_{t}+|\hat{v}|^{2}=|\hat{y}|^{2}+b \xi \operatorname{Re}(i \overline{\hat{v}} \hat{\theta})-\left(a^{2}-1\right) \xi \operatorname{Re}(i \overline{\hat{u}} \hat{y}), \tag{6.4.10}
\end{equation*}
$$

where we have used the equality $a^{2} \operatorname{Re}(i \bar{u} \hat{y})+\operatorname{Re}(i \hat{u} \overline{\hat{y}})=\left(a^{2}-1\right) \operatorname{Re}(i \overline{\hat{u}} \hat{y})$.
Next we try to eliminate the term $|\hat{y}|^{2}$ on the right hand side of (6.4.10). For this purpose, we multiply (6.4.1e) and (6.4.1b) by $-\xi \overline{\hat{y}}$ and $\xi \overline{\hat{\theta}}$, respectively. Then, adding the resultant equalities and taking the real part, we get

$$
\begin{equation*}
\xi E_{6, t}+b \xi^{2}|\hat{y}|^{2}=b \xi^{2}|\hat{\theta}|^{2}-a \xi^{2} \operatorname{Re}(\hat{z} \hat{\hat{\theta}})+\xi \operatorname{Re}(i \hat{v} \hat{\hat{\theta}})+\kappa \xi^{3} \operatorname{Re}(i \overline{\hat{y}} \hat{\theta}), \tag{6.4.11}
\end{equation*}
$$

where $E_{6}=\operatorname{Re}(i \hat{y} \overline{\hat{\theta}})$. Moreover, we try to eliminate the term $\xi \operatorname{Re}(i \underline{\hat{v}} \hat{\hat{\theta}})$ on the right hand side of (6.4.11). To this end, we multiply (6.4.1c) and (6.4.1e) by $-\hat{\hat{\theta}}$ and $-\overline{\hat{u}}$, respectively. Then, adding the resultant equalities and taking the real part, we get

$$
\begin{equation*}
E_{5, t}-b \xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})=-\xi \operatorname{Re}(i \hat{v} \hat{\hat{\theta}})+\kappa \xi^{2} \operatorname{Re}(\overline{\hat{u}} \hat{\theta}), \tag{6.4.12}
\end{equation*}
$$

where $E_{5}=-\operatorname{Re}(\hat{u} \overline{\hat{\theta}})$. We add (6.4.11) to (6.4.12) and eliminate the term $\xi \operatorname{Re}(i \hat{v} \overline{\hat{\theta}})$ to have

$$
\begin{align*}
& \left(\xi E_{6}+E_{5}\right)_{t}+b \xi^{2}|\hat{y}|^{2}=b \xi^{2}|\hat{\theta}|^{2}+b \xi \operatorname{Re}(i \overline{\hat{u}} \hat{y}) \\
& \quad+\kappa \xi^{2} \operatorname{Re}(\overline{\hat{u}} \hat{\theta})-a \xi^{2} \operatorname{Re}(\bar{z} \overline{\hat{\theta}})+\kappa \xi^{3} \operatorname{Re}(i \overline{\hat{y}} \hat{\theta}) . \tag{6.4.13}
\end{align*}
$$

Now we combine (6.4.7), (6.4.10) and (6.4.13) such that $\left\{(6.4 .7)+(6.4 .10) \times \xi^{2}\right\} \times b+$ (6.4.13). This can eliminate both the terms $\xi^{2}|\hat{y}|^{2}$ and $-\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})$ in (6.4.7) and we have

$$
\begin{align*}
& \left\{b\left(-\xi E_{1}+\xi^{2}\left(E_{3}+a E_{4}\right)\right)+\left(\xi E_{6}+E_{5}\right)\right\}_{t}+b \xi^{2}|\hat{u}|^{2} \\
& =b \xi^{2}|\hat{\theta}|^{2}+b^{2} \xi^{3} \operatorname{Re}(i \overline{\hat{v}} \hat{\theta})-b\left(a^{2}-1\right) \xi^{3} \operatorname{Re}(i \overline{\hat{u}} \hat{y}) \\
& \quad+\kappa \xi^{2} \operatorname{Re}(\overline{\hat{u}} \hat{\theta})-a \xi^{2} \operatorname{Re}(\overline{\hat{z}} \hat{\theta})+\kappa \xi^{3} \operatorname{Re}(i \overline{\hat{y}} \hat{\theta}), \tag{6.4.14}
\end{align*}
$$

which still contains the term $\xi^{3} \operatorname{Re}(i \overline{\hat{u}} \hat{y})$. Finally, to eliminate this term, we multiply (6.4.12) by $\left(a^{2}-1\right) \xi^{2}$ and add the resultant equality to (6.4.14). This yields

$$
\begin{align*}
& \left\{b\left(-\xi E_{1}+\xi^{2}\left(E_{3}+a E_{4}\right)\right)+\left(\xi E_{6}+E_{5}\right)+\xi^{2}\left(a^{2}-1\right) E_{5}\right\}_{t} \\
& \quad+b \xi^{2}|\hat{u}|^{2}=b \xi^{2}|\hat{\theta}|^{2}-\left(a^{2}+b^{2}-1\right) \xi^{3} \operatorname{Re}(i \hat{v} \hat{\hat{\theta}}) \\
& \quad+\kappa\left\{1+\left(a^{2}-1\right) \xi^{2}\right\} \xi^{2} \operatorname{Re}(\overline{\hat{u}} \hat{\theta})-a \xi^{2} \operatorname{Re}(\hat{z} \overline{\hat{\theta}})+\kappa \xi^{3} \operatorname{Re}(i \overline{\hat{y}} \hat{\theta}) \tag{6.4.15}
\end{align*}
$$

After a simple computation we arrive at

$$
\begin{align*}
& \left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)_{t}+b \xi^{2}|\hat{u}|^{2} \\
& \leq b \xi^{2}|\hat{\theta}|^{2}+\left(\left|a^{2}-1\right|+b^{2}\right)|\xi|^{3}|\hat{v}||\hat{\theta}|+\kappa \xi^{2}|\hat{u} \|||\hat{\theta}| \\
& \quad+\kappa\left|a^{2}-1\right| \xi^{4}|\hat{u}||\hat{\theta}|+a \xi^{2}|\hat{z}||\hat{\theta}|+\kappa|\xi|^{3}|\hat{y}||\hat{\theta}|, \tag{6.4.16}
\end{align*}
$$

where $\mathbf{E}_{3}=b E_{3}+a b E_{4}+\left(a^{2}-1\right) E_{5}$ and $\mathbf{E}_{4}=-b E_{1}+E_{6}$.
Step 4. To obtain the dissipative estimate for $\hat{z}$, we use (6.4.4) in the form

$$
\begin{equation*}
-\xi E_{2, t}+a \xi^{2}|\hat{z}|^{2}=a \xi^{2}|\hat{y}|^{2}+\xi \operatorname{Re}(i \hat{v} \overline{\hat{z}})+b \xi^{2} \operatorname{Re}(\overline{\hat{z}} \hat{\theta}) \tag{6.4.17}
\end{equation*}
$$

We want to eliminate both the terms $a \xi^{2}|\hat{y}|^{2}$ and $\xi \operatorname{Re}(i \hat{v} \overline{\hat{z}})$ on the right hand side of (6.4.17). First, to eliminate the term $a \xi^{2}|\hat{y}|^{2}$, multiplying (6.4.17) by $b$ and (6.4.13) by $a$, and adding the resultant equalities, we get

$$
\begin{align*}
& \left\{-b \xi E_{2}+a\left(\xi E_{6}+E_{5}\right)\right\}_{t}+a b \xi^{2}|\hat{z}|^{2} \\
& =a b \xi^{2}|\hat{\theta}|^{2}+b \xi \operatorname{Re}(i \hat{v} \overline{\hat{z}})+a b \xi \operatorname{Re}(i \overline{\hat{u}} \hat{y}) \\
& \quad+a \kappa \xi^{3} \operatorname{Re}(i \overline{\hat{y}} \hat{\theta})+a \kappa \xi^{2} \operatorname{Re}(\overline{\hat{u}} \hat{\theta})+b^{2} \xi^{2} \operatorname{Re}(\overline{\hat{z}} \hat{\theta})-a^{2} \xi^{2} \operatorname{Re}(\hat{z} \hat{\hat{\theta}}) \tag{6.4.18}
\end{align*}
$$

We can eliminate both the terms $b \xi \operatorname{Re}(i \hat{v} \overline{\hat{z}})$ and $a b \xi \operatorname{Re}(i \overline{\hat{u}} \hat{y})$ on the right hand side of (6.4.18) by using (6.4.9). In fact, multiplying (6.4.9) by $b$ and adding the resultant equality to (6.4.18), we get

$$
\begin{align*}
& \left\{-b \xi E_{2}+a\left(\xi E_{6}+E_{5}\right)+b E_{4}\right\}_{t}+a b \xi^{2}|\hat{z}|^{2}=a b \xi^{2}|\hat{\theta}|^{2} \\
& \quad+a \kappa \xi^{3} \operatorname{Re}(i \overline{\hat{y}} \hat{\theta})+a \kappa \xi^{2} \operatorname{Re}(\overline{\hat{u}} \hat{\theta})+b^{2} \xi^{2} \operatorname{Re}(\overline{\hat{z}} \hat{\theta})-a^{2} \xi^{2} \operatorname{Re}(\bar{z} \hat{\bar{\theta}}) \tag{6.4.19}
\end{align*}
$$

After a simple computation we arrive at

$$
\begin{align*}
& \left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)_{t}+a b \xi^{2}|\hat{z}|^{2} \\
& \leq a b \xi^{2}|\hat{\theta}|^{2}+a \kappa|\xi|^{3}|\hat{y}||\hat{\theta}|+a \kappa \xi^{2}|\hat{u}||\hat{\theta}|+\left|b^{2}-a^{2}\right| \xi^{2}|\hat{z}||\hat{\theta}| \tag{6.4.20}
\end{align*}
$$

where $\mathbf{E}_{6}=-b E_{2}+a E_{6}$ and $\mathbf{E}_{7}=a E_{5}+b E_{4}$.

Now we combine (6.4.16) and (6.4.20) to show a good dissipative estimate for $(\hat{u}, \hat{z})$ in terms of the corresponding estimate for $(\hat{v}, \hat{y}, \hat{\theta})$.
(i) When $a=1$, we add (6.4.16) to (6.4.20) and use the Young inequality to obtain

$$
\begin{align*}
& \left\{\left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)+\left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)\right\}_{t}+b(1-\varepsilon) \xi^{2}\left(|\hat{u}|^{2}+|\hat{z}|^{2}\right) \\
& \leq C_{\varepsilon} \xi^{2}|\hat{\theta}|^{2}+C|\xi|^{3}(|\hat{v}||\hat{\theta}|+|\hat{y}||\hat{\theta}|) \\
& \leq C_{\varepsilon, \alpha_{1}}\left(1+\xi^{2}\right) \xi^{2}|\hat{\theta}|^{2}+\alpha_{1} \varepsilon \frac{\xi^{4}}{1+\xi^{2}}\left(|\hat{v}|^{2}+|\hat{y}|^{2}\right) \tag{6.4.21}
\end{align*}
$$

for any $\varepsilon \in(0,1)$ and $\alpha_{1}>0$, where $C_{\varepsilon}$ and $C_{\varepsilon, \alpha_{1}}$ are constants depending on $\varepsilon$ and $\left(\varepsilon, \alpha_{1}\right)$, respectively.
(ii) When $a \neq 1$, we multiply (6.4.20) by $1+\xi^{2}$ and add the resultant inequality to (6.4.16). Then, applying the Young inequality, we obtain

$$
\begin{align*}
& \left\{\left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)+\left(1+\xi^{2}\right)\left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)\right\}_{t} \\
& \quad+b(1-\varepsilon)\left\{\xi^{2}|\hat{u}|^{2}+a\left(1+\xi^{2}\right) \xi^{2}|\hat{z}|^{2}\right\} \\
& \quad \leq C_{\epsilon}\left(1+\xi^{2}\right) \xi^{2}|\hat{\theta}|^{2}+C\left\{|\xi|^{3}|\hat{v}||\hat{\theta}|+\left(1+\xi^{2}\right)|\xi|^{3}|\hat{y}||\hat{\theta}|\right\} \\
& \leq C_{\epsilon, \alpha_{1}}\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{\theta}|^{2}+\alpha_{1} \varepsilon\left(\frac{\xi^{4}}{1+\xi^{2}}|\hat{v}|^{2}+a \xi^{4}|\hat{y}|^{2}\right) \tag{6.4.22}
\end{align*}
$$

for any $\varepsilon \in(0,1)$ and $\alpha_{1}>0$, where $C_{\varepsilon}$ and $C_{\varepsilon, \alpha_{1}}$ are constants depending on $\varepsilon$ and $\left(\varepsilon, \alpha_{1}\right)$, respectively.
Step 5. We construct the Lyapunov function for $a=1$. When $a=1$, letting $\alpha_{1}>0$, we multiply (6.4.5) and (6.4.21) by $\alpha_{1} \xi^{2}$ and $1+\xi^{2}$, respectively and add the resultant inequalities to get

$$
\begin{align*}
& \alpha_{1} \xi^{3}\left(E_{1}+E_{2}\right)_{t}+\left(1+\xi^{2}\right)\left\{\left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)+\left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)\right\}_{t} \\
& \quad \quad+\alpha_{1}(1-2 \varepsilon) \xi^{4}\left(|\hat{v}|^{2}+|\hat{y}|^{2}\right)+b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}\left(|\hat{u}|^{2}+|\hat{z}|^{2}\right) \\
& \leq C_{\varepsilon, \alpha_{1}}\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{\theta}|^{2} \tag{6.4.23}
\end{align*}
$$

Then, letting $\alpha_{2}>0$, we multiply (6.4.23) by $\alpha_{2} /\left(1+\xi^{2}\right)^{2}$ and add the resultant inequality to (6.4.2). This yields

$$
\begin{align*}
& \frac{1}{2}\left(|\hat{U}|^{2}\right)_{t}+\alpha_{2} \alpha_{1} \frac{\xi^{3}}{\left(1+\xi^{2}\right)^{2}}\left(E_{1}+E_{2}\right)_{t} \\
& \quad+\alpha_{2} \frac{1}{1+\xi^{2}}\left\{\left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)+\left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)\right\}_{t} \\
& +\alpha_{2} \alpha_{1}(1-2 \varepsilon) \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}\left(|\hat{v}|^{2}+|\hat{y}|^{2}\right) \\
& +\alpha_{2} b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right) \frac{\xi^{2}}{1+\xi^{2}}\left(|\hat{u}|^{2}+|\hat{z}|^{2}\right)+\left(\kappa-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right) \xi^{2}|\hat{\theta}|^{2} \leq 0 \tag{6.4.24}
\end{align*}
$$

Here we take $\varepsilon>0$ as $1-2 \varepsilon>0$. For this choice of $\varepsilon$, we choose $\alpha_{1}>0$ and $\alpha_{2}>0$ such that $1-\varepsilon-\alpha_{1} C_{\varepsilon}>0$ and $\kappa-\alpha_{2} C_{\varepsilon, \alpha_{1}}>0$. Now we define our Lyapunov function $E$ by

$$
\begin{align*}
E & =\frac{1}{2}|\hat{U}|^{2}+\alpha_{2} \alpha_{1} \frac{\xi^{3}}{\left(1+\xi^{2}\right)^{2}}\left(E_{1}+E_{2}\right) \\
& +\alpha_{2} \frac{1}{1+\xi^{2}}\left\{\left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)+\left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)\right\}, \tag{6.4.25}
\end{align*}
$$

which is equivalent to $|\hat{U}|^{2}$ for suitably small $\alpha_{1}, \alpha_{2}>0$. Then (??) becomes the desired differential inequality (6.2.11) with the dissipative term $F$ given in (6.2.12). This completes the proof of Proposition 6.2.3 for $a=1$.

Step 6. We construct the Lyapunov function for $a \neq 1$. When $a \neq 1$, letting $\alpha_{1}>0$, we multiply (6.4.6) and (6.4.22) by $\alpha_{1} \xi^{2}$ and $1+\xi^{2}$, respectively, and add the resultant inequalities to get

$$
\begin{align*}
& \alpha_{1} \xi^{3}\left\{E_{1}+\left(1+\xi^{2}\right) E_{2}\right\}_{t}+\left(1+\xi^{2}\right)\left\{\left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)\right. \\
& \left.\quad+\left(1+\xi^{2}\right)\left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)\right\}_{t}+\alpha_{1}(1-2 \varepsilon)\left\{\xi^{4}|\hat{v}|^{2}+a\left(1+\xi^{2}\right) \xi^{4}|\hat{y}|^{2}\right\} \\
& \quad+b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left\{\left(1+\xi^{2}\right) \xi^{2}|\hat{u}|^{2}+a\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{z}|^{2}\right\} \\
& \leq \tag{6.4.26}
\end{align*} C_{\varepsilon, \alpha_{1}}\left(1+\xi^{2}\right)^{3} \xi^{2}|\hat{\theta}|^{2} .
$$

Then, letting $\alpha_{2}>0$, we multiply (6.4.26) by $\alpha_{2} /\left(1+\xi^{2}\right)^{3}$ and add the resultant inequality to (6.4.2) to get

$$
\begin{align*}
& \frac{1}{2}\left(|\hat{U}|^{2}\right)_{t}+\alpha_{2} \alpha_{1}\left\{\frac{\xi^{3}}{\left(1+\xi^{2}\right)^{3}} E_{1}+\frac{\xi^{3}}{\left(1+\xi^{2}\right)^{2}} E_{2}\right\}_{t} \\
& \quad+\alpha_{2}\left\{\frac{1}{\left(1+\xi^{2}\right)^{2}}\left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)+\frac{1}{1+\xi^{2}}\left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)\right\}_{t} \\
& +\alpha_{2} \alpha_{1}(1-2 \varepsilon)\left\{\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}|\hat{v}|^{2}+a \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\hat{y}|^{2}\right\} \\
& +\alpha_{2} b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left\{\frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{u}|^{2}+a \frac{\xi^{2}}{1+\xi^{2}}|\hat{z}|^{2}\right\} \\
& +\left(\kappa-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right) \xi^{2}|\hat{\theta}|^{2} \leq 0 \tag{6.4.27}
\end{align*}
$$

Here we choose $\varepsilon \in(0,1)$ and $\alpha_{1}, \alpha_{2}>0$ just in the same way as in the case of $a=1$, and then define the Lyapunov function $E$ by

$$
\begin{align*}
E & =\frac{1}{2}|\hat{U}|^{2}+\alpha_{2} \alpha_{1}\left\{\frac{\xi^{3}}{\left(1+\xi^{2}\right)^{3}} E_{1}+\frac{\xi^{3}}{\left(1+\xi^{2}\right)^{2}} E_{2}\right\} \\
& +\alpha_{2}\left\{\frac{1}{\left(1+\xi^{2}\right)^{2}}\left(\xi^{2} \mathbf{E}_{3}+\xi \mathbf{E}_{4}+E_{5}\right)+\frac{1}{1+\xi^{2}}\left(\xi \mathbf{E}_{6}+\mathbf{E}_{7}\right)\right\} \tag{6.4.28}
\end{align*}
$$

Then (6.4.27) becomes the differential inequality (6.2.11) with the dissipative term $F$ given in (6.2.13). Thus the proof of Proposition 6.2 .3 is complete for $a \neq 1$.

## Chapter 7

## Timoshenko-Cattaneo system

### 7.1 Introduction

In Chapter 7 we study the decay property of the Timoshenko system with the heat conduction described by the Cattaneo low. The system is written in the form

$$
\left\{\begin{array}{l}
\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0,  \tag{7.1.1}\\
\psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+b \theta_{x}=0, \\
\theta_{t}+\tilde{q}_{x}+b \psi_{t x}=0, \\
\tau_{0} \tilde{q}_{t}+\tilde{q}+\kappa \theta_{x}=0,
\end{array}\right.
$$

where $a, b, \kappa$ and $\tau_{0}$ are positive constants; we regard $\tau_{0}$ as a parameter of our system (7.1.1) satisfying $\tau_{0} \in(0,1]$. The original Timoshenko system, which consists of the first two equations in (7.1.1) with $b=0$, was first introduced by S.P. Timoshenko ([62, 63]) and describes the vibration of the beam called the Timoshenko beam, while the last two equations in (7.1.1) with $b=0$ represent the heat conduction described by the Cattaneo law. Here in (7.1.1), $t \geq 0$ is the time variable, $x \in \mathbb{R}$ is the spacial variable which denotes the point on the center line of the beam, and $\varphi, \psi, \theta$ and $\tilde{q}$ are the unknown functions of $t \geq 0$ and $x \in \mathbb{R}$, which denote the transversal displacement, the rotation angle of the beam, the temperature and the heat flow, respectively.

We put $\tau_{0}=0$ formally in (7.1.1). Then we have the Fourier law $\tilde{q}=-\kappa \theta_{x}$ from the last equation in (7.1.1). This together with the other three equations in (7.1.1) yields the Timoshenko-Fourier system

$$
\left\{\begin{array}{l}
\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0  \tag{7.1.2}\\
\psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+b \theta_{x}=0 \\
\theta_{t}+b \psi_{t x}=\kappa \theta_{x x}
\end{array}\right.
$$

Namely, when we put $\tau_{0}=0$ formally, our Timoshenko-Cattaneo system (7.1.1) is reduced to the Timoshenko-Fourier system (7.1.2).

The decay property of the Timoshenko-Cattaneo system (7.1.1) in a bounded region $0<x<1$ was studied in [56,54]. It was shown in [56] that the energy of the solution does not decay exponentially as $t \rightarrow \infty$ if $a=1$. More detailed deccay property of (7.1.1) was investigated in [54] by introducing the stability number

$$
\begin{equation*}
P:=\frac{\tau_{0}}{\kappa}\left(1-a^{2}-b^{2}\right)+\left(a^{2}-1\right) . \tag{7.1.3}
\end{equation*}
$$

It was proved in [54] that the energy of the system decays exponentially as $t \rightarrow \infty$ if the stability number satisfies $P=0$, while in the case $P \neq 0$, the energy decays polynomially as $t \rightarrow \infty$. We note that the decay result in [56] for $a=1$ corresponds to that in [54] for $P \neq 0$.

To explain this decay property, we investigate the dissipative structure of the TimoshenkoCattaneo system (7.1.1) in the whole space. We will show in Subsection 7.2 .2 that the dissipative structure of the system (7.1.1) can be characterized by the property

$$
\begin{array}{ll}
\operatorname{Re} \lambda(i \xi) \leq-c \rho_{1}(\xi) & \text { for } \quad P=0 \\
\operatorname{Re} \lambda(i \xi) \leq-c \rho_{2}(\xi) & \text { for } \quad P \neq 0 . \tag{7.1.4}
\end{array}
$$

Here $\lambda(i \xi)$ denotes the eigenvalues of the system (7.1.1) in the Fourier space, the exponents $\rho_{1}(\xi)$ and $\rho_{2}(\xi)$ are given by $\rho_{1}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{2}$ and $\rho_{2}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{3}$, respectively, and $c$ is a positive constant independent of the parameter $\tau_{0} \in(0,1]$. We note that the dissipative structure (7.1.4) for $P \neq 0$ is very weak in the high frequency region and satisfies $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$ for $|\xi| \rightarrow \infty$.

The above dissipative structure (7.1.4) of the Timoshenko-Cattaneo system (7.1.1) is very similar to that of the Timoshenko-Fourier system (7.1.2). In fact, it was observed in Chapter 6 (see also $[38,49]$ ) that the dissipative structute of the Timoshenko-Fourier system (7.1.2) is characterized by

$$
\begin{align*}
& \operatorname{Re} \lambda(i \xi) \leq-c \rho_{1}(\xi) \quad \text { for } \quad a=1 \\
& \operatorname{Re} \lambda(i \xi) \leq-c \rho_{2}(\xi) \quad \text { for } \quad a \neq 1 \tag{7.1.5}
\end{align*}
$$

where $\lambda(i \xi)$ is the eigenvalues of the system (7.1.2), $\rho_{1}(\xi)$ and $\rho_{2}(\xi)$ are the same as in (7.1.4), and $c$ is a positive constant. We note that the dissipative structure (7.1.5) of the TimoshenkoFourier system (7.1.2) is formally obtained from (7.1.4) of the Timoshenko-Cattaneo system (7.1.1) by putting $\tau_{0}=0$ because the stability number $P$ becomes $P=a^{2}-1$ for $\tau_{0}=0$.

A similar dissipative structure was first found in [24] (see also [50]) for the dissipative Timoshenko system

$$
\left\{\begin{array}{l}
\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0  \tag{7.1.6}\\
\psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+\gamma \psi_{t}=0
\end{array}\right.
$$

where $a$ and $\gamma$ are positive constants. It was shown in [24] that

$$
\begin{align*}
& \operatorname{Re} \lambda(i \xi) \leq-c \eta_{1}(\xi) \quad \text { for } \quad a=1  \tag{7.1.7}\\
& \operatorname{Re} \lambda(i \xi) \leq-c \eta_{2}(\xi) \quad \text { for } \quad a \neq 1
\end{align*}
$$

where $\lambda(i \xi)$ denotes the eigenvalues of the system (7.1.6), the exponents $\eta_{1}(\xi)$ and $\eta_{2}(\xi)$ are given respectively by $\eta_{1}(\xi)=\xi^{2} /\left(1+\xi^{2}\right)$ and $\eta_{2}(\xi)=\xi^{2} /\left(1+\xi^{2}\right)^{2}$, and $c$ is a positive constant. We note that this dissipative structure (7.1.7) for $a=1$ is the same as that in the general theory developed in [67,58].

It is interesting to compare the above dissipative structures (7.1.4) (or (7.1.5)) and (7.1.7). In the low frequency region $|\xi| \rightarrow 0$, we see that $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{4}$ in (7.1.4) (or (7.1.5)), while we have $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{2}$ in (7.1.7). On the other hand, in the high frequency region $|\xi| \rightarrow \infty$, we have the common dissipative structure. In fact, we have $\operatorname{Re} \lambda(i \xi) \sim-c$ both in (7.1.4) for $P=0$ (or (7.1.5) for $a=1$ ) and (7.1.7) for $a=1$. Also, we see that $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$ both in (7.1.4) for $P \neq 0$ (or (7.1.5) for $a \neq 1$ ) and (7.1.7) for $a \neq 1$. The Timoshenko system with Cattaneo law and frictional damping can be regarded as the symmetric hyperbolic system with non-symmetric relaxation term. The regularity-loss structure for the symmetric hyperbolic systems which contain the Timoshenko system with frictional damping is studied by [64]. However, the regularity-loss structure for the symmetric hyperbolic systems which contain the Timoshenko system with Cattaneo law remains an open question.

The above dissipative structure $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$ in the high frequency region $|\xi| \rightarrow \infty$ is very weak and causes the regularity-loss in the decay estimate. In fact, we show that the solution to the Timoshenko-Cattaneo system (7.1.1) in the whole space satisfies the following decay estimates: Put $V=\left(\varphi_{x}-\psi, \varphi_{t}, \psi_{x}, \psi_{t}, \theta, \sqrt{\tau_{0}} \tilde{q}\right)$ and write $|V|^{2}=\mid\left(\varphi_{x}-\right.$ $\left.\psi, \varphi_{t}, \psi_{x}, \psi_{t}, \theta\right)\left.\right|^{2}+\tau_{0}|\tilde{q}|^{2}$. Then we have

$$
\begin{equation*}
\left\|\partial_{x}^{k} V(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|V_{0}\right\|_{L^{p}}+C e^{-c t}\left\|\partial_{x}^{k} V_{0}\right\|_{L^{2}} \tag{7.1.8}
\end{equation*}
$$

for $P=0$, and

$$
\begin{equation*}
\left\|\partial_{x}^{k} V(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|V_{0}\right\|_{L^{p}}+C(1+t)^{-\frac{l}{2}}\left\|\partial_{x}^{k+l} V_{0}\right\|_{L^{2}} \tag{7.1.9}
\end{equation*}
$$

for $P \neq 0$. Here $V_{0}$ denotes the initial data corresponding to $V, 1 \leq p \leq 2, k$ and $l$ are nonnegative integers, and $C$ and $c$ are positive constants independent of $\tau_{0} \in(0,1]$. We note that when $P \neq 0$, we have the decay rate $(1+t)^{-\frac{l}{2}}$ only by assuming the additional $l$-th order regularity on the initial data. Therefore the decay estimate (7.1.9) for $P \neq 0$ is of the regularity-loss type. For a similar decay estimate of the regularity-loss type for the system (7.1.6), we refer the readers to [24].

The key to the proof of the above decay estimate is to show the corresponding pointwise estimate of the solution in the Fourier space. Our pointwise estimate seems optimal and can be derived by the energy method in the Fourier space. Our energy method for the Timoshenko-Cattaneo system (7.1.1) is a generalized version of the previous one employed in Chapter 6 for the Timoshenko-Fourier system (7.1.2). In fact, the previous energy method in Chapter 6 can be simply obtained from the present energy method by putting $\tau_{0}=0$ formally.

Finally in Section 7.3, we study the Timoshenko system with the thermal effect of memory-
type (cf. [11]):

$$
\left\{\begin{array}{l}
\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0  \tag{7.1.10}\\
\psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+b \theta_{x}=0 \\
\theta_{t}+b \psi_{t x}-\kappa \int_{0}^{t} g(t-\tau) \theta_{x x}(\tau) d \tau=0
\end{array}\right.
$$

where $a, b$ and $\kappa$ are positive constants, and $g(t)$ is an exponentially decaying function satisfying $g(t)>0$ and $\int_{0}^{\infty} g(t) d t=1$. We restrict to the simplest case where

$$
g(t)=\frac{1}{\tau_{0}} e^{-\frac{t}{\tau_{0}}}
$$

with $\tau_{0}$ being a positive constant. In this special case, we will observe that the system (7.1.10) can be reduced to the Timoshenko-Cattaneo system (7.1.1) and therefore verifies the dissipative structure (7.1.4) and the decay estimates (7.1.8) and (7.1.9). We expect that the same conclusion holds true even for a more general memory kernel $g(t)$ but it remains an open question.

There are many other works on the Timoshenko system with dissipation. We refer to [47, 48, 57] for frictional damping case, $[11,55,54,56]$ for thermal dissipation case, and $[4,3,33,34]$ for memory-type dissipation case. The decay property of the regularity-loss type which is similar to (7.1.9) is known also for other interesting model systems. We refer to [23] for a hyperbolic-elliptic system of radiating gas, [60] for a plate equation with rotational inertia effect, $[15,65]$ for the compressible Euler-Maxwell system, and [16] for the Vlasov-Maxwell-Boltzmann system.

### 7.2 Timoshenko-Cattaneo system

### 7.2.1 Main results

We consider the Timoshenko-Cattaneo system (7.1.1) with the initial data

$$
\left(\varphi, \varphi_{t}, \psi, \psi_{t}, \theta, \tilde{q}\right)(x, 0)=\left(\varphi_{0}, \varphi_{1}, \psi_{0}, \psi_{1}, \theta_{0}, \tilde{q}_{0}\right)(x)
$$

We introduce the quantities $v=\varphi_{x}-\psi, u=\varphi_{t}, z=a \psi_{x}, y=\psi_{t}$ and $q=\frac{1}{\sqrt{\kappa}} \tilde{q}$, and rewrite the system (7.1.1) in the form of the first order system

$$
\left\{\begin{array}{l}
v_{t}-u_{x}+y=0  \tag{7.2.1}\\
y_{t}-a z_{x}+b \theta_{x}-v=0 \\
u_{t}-v_{x}=0 \\
z_{t}-a y_{x}=0 \\
\theta_{t}+b y_{x}+\sqrt{\kappa} q_{x}=0 \\
\tau_{0} q_{t}+\sqrt{\kappa} \theta_{x}+q=0 .
\end{array}\right.
$$

The corresponding initial data are given by

$$
\begin{equation*}
(v, y, u, z, \theta, q)(x, 0)=\left(v_{0}, y_{0}, u_{0}, z_{0}, \theta_{0}, q_{0}\right)(x) \tag{7.2.2}
\end{equation*}
$$

where $v_{0}=\varphi_{0, x}-\psi_{0}, y_{0}=\psi_{1}, u_{0}=\varphi_{1}, z_{0}=a \psi_{0, x}$ and $q_{0}=\frac{1}{\sqrt{\kappa}} \tilde{q}_{0}$. We rewrite this initial value problem (7.2.1), (7.2.2) for the Timoshenko-Cattaneo system by using vector notations. Put $U:=(v, y, u, z, \theta, q)^{T}$ and $U_{0}:=\left(v_{0}, y_{0}, u_{0}, z_{0}, \theta_{0}, q_{0}\right)^{T}$. Then we have

$$
\begin{equation*}
A^{0} U_{t}+A U_{x}+L U=0, \quad U(x, 0)=U_{0}(x) \tag{7.2.3}
\end{equation*}
$$

where the coefficient matrices are given by

$$
\begin{aligned}
A^{0} & =\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & \tau_{0}
\end{array}\right), \quad A=\left(\begin{array}{cccccc}
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -a & b & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 \\
0 & -a & 0 & 0 & 0 & 0 \\
0 & b & 0 & 0 & 0 & \sqrt{\kappa} \\
0 & 0 & 0 & 0 & \sqrt{\kappa} & 0
\end{array}\right), \\
L & =\left(\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

We see that $A^{0}$ is real symmetric (diagonal) and positive definite, $A$ is real symmetric, and $L$ is nonnegative definite (but is not real symmetric). Therefore our Timoshenko-Cattaneo system in (7.2.3) is regarded as the first order symmetric hyperbolic system with non-symmetric relaxation. Unfortunately, we conclude that the general theory on the dissipative structure developed in $[67,58]$ is not applicable to our Timoshenko-Cattaneo system, because the relaxation matrix $L$ is not symmetric such that $\operatorname{ker} L \neq \operatorname{ker} L_{1}$, where $L_{1}$ denotes the symmetric part of $L$.

We take the Fourier transform of (7.2.3) to obtain

$$
\begin{equation*}
A^{0} \hat{U}_{t}+(i \xi A+L) \hat{U}=0, \quad \hat{U}(\xi, 0)=\hat{U}_{0}(\xi) \tag{7.2.4}
\end{equation*}
$$

where $\xi \in \mathbb{R}$ is the Fourier variable. The eigenvalue problem associated with (7.2.4) is

$$
\begin{equation*}
\lambda A^{0} \phi+(i \xi A+L) \phi=0 \tag{7.2.5}
\end{equation*}
$$

where $\lambda \in \mathbb{C}$ and $\phi \in \mathbb{C}^{6}$. Namely, the eigenvalue of the problem (7.2.4) is the solution $\lambda=\lambda(i \xi) \in \mathbb{C}$ to the characteristic equation

$$
\begin{equation*}
\operatorname{det}\left\{\lambda A^{0}+(i \xi A+L)\right\}=0 \tag{7.2.6}
\end{equation*}
$$

Now we state the result on the decay estimate of the solution to the problem (7.2.3) for the Timoshenko-Cattaneo system. To this end, for the given solution $U=(v, y, u, z, \theta, q)^{T}$ to the problem (7.2.3), we define the vector function $V$ by $V=\left(v, y, u, z, \theta, \sqrt{\tau_{0}} q\right)^{T}$ and write $|V|^{2}=|(v, y, u, z, \theta)|^{2}+\tau_{0}|q|^{2}$, so that

$$
\|V\|_{L^{2}}^{2}=\|(v, y, u, z, \theta)\|_{L^{2}}^{2}+\tau_{0}\|q\|_{L^{2}}^{2}
$$

With this notation, our decay result can be stated as follows.
Theorem 7.2.1. Let $V$ be the above function defined from the solution $U$ to the problem (7.2.3). Then $V$ satisfies the following decay estimates for $t \geq 0$ :

$$
\begin{equation*}
\left\|\partial_{x}^{k} V(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|V_{0}\right\|_{L^{p}}+C e^{-c t}\left\|\partial_{x}^{k} V_{0}\right\|_{L^{2}} \tag{7.2.7}
\end{equation*}
$$

for $P=0$, and

$$
\begin{equation*}
\left\|\partial_{x}^{k} V(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|V_{0}\right\|_{L^{p}}+C(1+t)^{-\frac{l}{2}}\left\|\partial_{x}^{k+l} V_{0}\right\|_{L^{2}} \tag{7.2.8}
\end{equation*}
$$

for $P \neq 0$. Here $V_{0}$ is the initial data for $V, 1 \leq p \leq 2$, $k$ and $l$ are nonnegative integers, and $C$ and $c$ are positive constants independent of $\tau_{0} \in(0,1]$.

Remark. The above decay estimates (7.2.7) and (7.2.8) are the same as those for the Timoshenko-Fourier system (7.1.2) obtained in Chapter 6 (also see [38]), although the stability number is different.

We remark that the decay estimate (7.2.8) for $P \neq 0$ is of the regularity-loss type because we can get the decay rate $(1+t)^{-l / 2}$ only by assuming the additional $l$-th order regularity on the initial data.

To prove the above decay estimates (7.2.7) and (7.2.8), we need to show the following pointwise estimates of the solution in the Fourier space.

Lemma 7.2.2. Let $\hat{V}$ be the function corresponding to the solution $\hat{U}$ to the problem (7.2.4) in the Fourier space. Then $\hat{V}$ satisfies the following pointwise estimates for any $\xi \in \mathbb{R}$ and $t \geq 0$ :

$$
\begin{align*}
& |\hat{V}(\xi, t)| \leq C e^{-c \rho_{1}(\xi) t}\left|\hat{V}_{0}(\xi)\right| \quad \text { for } \quad P=0  \tag{7.2.9}\\
& |\hat{V}(\xi, t)| \leq C e^{-c \rho_{2}(\xi) t}\left|\hat{V}_{0}(\xi)\right| \quad \text { for } \quad P \neq 0 \tag{7.2.10}
\end{align*}
$$

where $\hat{V}_{0}$ is the initial data for $\hat{V}, \rho_{1}(\xi)=\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}$ and $\rho_{2}(\xi)=\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}$, and $C$ and $c$ are positive constants independent of $\tau_{0} \in(0,1]$.

These pointwise estimates are also the same as those for the Timoshenko-Fourier system (7.1.2) obtained in Chapter 6 (also see [38]). Once these pointwise estimates in Lemma 7.2.2 are shown, the decay estimates (7.2.7) and (7.2.8) can be proved just in the same way as Chapter 6 and therefore we omit the proof of Theorem 7.2.1. The pointwise estimates in

Lemma 7.2 .2 will be proved in Subsection 7.2 .3 and Subsection 7.2 .4 by applying the energy method in the Fourier space.

Finally in this subsection, we state the result on the energy estimates of the solution to the problem (7.2.3), which will be proved at the end of Subsection 7.2.4.

Proposition 7.2.3. Let $V=\left(v, y, u, z, \theta, \sqrt{\tau_{0}} q\right)$ be the function corresponding to the solution $U$ to the problem (7.2.3). Let $s$ and $k$ be integers with $0 \leq k \leq s$. Then $V$ satisfies the following energy estimates for any $t \geq 0$ :

$$
\begin{align*}
& \left\|\partial_{x}^{k} V(t)\right\|_{H^{s-k}}^{2}+\int_{0}^{t}\left(\left\|\partial_{x}^{k+2}(v, y)(\tau)\right\|_{H^{s-k-2}}^{2}\right.  \tag{7.2.11}\\
& \left.\quad+\left\|\partial_{x}^{k+1}(u, z, \theta)(\tau)\right\|_{H^{s-k-1}}^{2}+\left\|\partial_{x}^{k} q(\tau)\right\|_{H^{s-k}}^{2}\right) d \tau \leq C\left\|\partial_{x}^{k} V_{0}\right\|_{H^{s-k}}^{2}
\end{align*}
$$

for $P=0$, and

$$
\begin{align*}
& \left\|\partial_{x}^{k} V(t)\right\|_{H^{s-k}}^{2}+\int_{0}^{t}\left(\left\|\partial_{x}^{k+2} v(\tau)\right\|_{H^{s-k-3}}^{2}+\left\|\partial_{x}^{k+2} y(\tau)\right\|_{H^{s-k-2}}^{2}\right. \\
& \left.\quad+\left\|\partial_{x}^{k+1} u(\tau)\right\|_{H^{s-k-2}}^{2}+\left\|\partial_{x}^{k+1}(z, \theta)(\tau)\right\|_{H^{s-k-1}}^{2}+\left\|\partial_{x}^{k} q(\tau)\right\|_{H^{s-k}}^{2}\right) d \tau  \tag{7.2.12}\\
& \leq C\left\|\partial_{x}^{k} V_{0}\right\|_{H^{s-k}}^{2}
\end{align*}
$$

for $P \neq 0$, where $C$ is a positive constant independent of $\tau_{0} \in(0,1]$.
Remark 1. Here we used the Sobolev space $H^{m}$ with negative $m$, which is defined as usual, namely, $H^{m}=\left\{u ; \int_{\mathbb{R}}\left(1+|\xi|^{2}\right)^{m}|\hat{u}(\xi)|^{2}<\infty\right\}$.
Remark 2. We note that in the dissipative term of (7.2.12) for $P \neq 0$, we have one regularityloss for two components $v$ and $u$ but there is no regularity-loss for other four components $y, z, \theta$ and $q$. Also, we remark that the energy estimates in Chapter 6 (also in [38]) for the Timoshenko-Fourier system (7.1.2) are formally obtained from (7.2.11) and (7.2.12) by putting $\tau_{0}=0$.

### 7.2.2 Asymptotic expansion of eigenvalues

We denote by $\lambda=\lambda_{j}(i \xi), j=1,2,3,4,5,6$, the eigenvalues of the probelm (7.2.4), which are the solutions to the characterestic equation (7.2.6). We investigate the asymptotic expansion of these eigenvalues for $|\xi| \rightarrow 0$ and $|\xi| \rightarrow \infty$. It is convenient to introduce the variable $\zeta \in \mathbb{C}$ and consider the eigenvalues in the form $\lambda=\lambda_{j}(\zeta)$. These $\lambda=\lambda_{j}(\zeta)$ are the solutions of the characteristic equation

$$
\begin{align*}
\operatorname{det}\left\{\lambda A^{0}+(\zeta A+L)\right\}= & \tau_{0} \lambda^{6}+\lambda^{5}+\left[\tau_{0}\left\{1-\left(1+a^{2}+b^{2}\right) \zeta^{2}\right\}-\kappa \zeta^{2}\right] \lambda^{4} \\
& +\left\{1-\left(1+a^{2}+b^{2}\right) \zeta^{2}\right\} \lambda^{3} \\
& +\left[\tau_{0}\left(a^{2}+b^{2}\right) \zeta^{2}-\kappa\left\{1-\left(a^{2}+1\right) \zeta^{2}\right\}\right] \zeta^{2} \lambda^{2} \\
& +\left(a^{2}+b^{2}\right) \zeta^{4} \lambda-a^{2} \kappa \zeta^{6}=0 . \tag{7.2.13}
\end{align*}
$$

(i) When $|\zeta| \rightarrow 0, \quad \lambda_{j}(\zeta)$ has the following asymptotic expansion:

$$
\begin{equation*}
\lambda_{j}(\zeta)=\lambda_{j}^{(0)}+\lambda_{j}^{(1)} \zeta+\lambda_{j}^{(2)} \zeta^{2}+\cdots \tag{7.2.14}
\end{equation*}
$$

We determine the coefficients $\lambda_{j}^{(k)}$ in (7.2.14) by direct computations. For the first three eigenvalues, we find that

$$
\lambda_{j}^{(0)}=\lambda_{j}^{(1)}=0, \quad \lambda_{j}^{(2)}=\alpha_{j} \quad \text { for } \quad j=1,2,3,
$$

where $\alpha_{j}$ are the solutions of the algebraic equation $f(X):=X^{3}-\kappa X^{2}+\left(a^{2}+b^{2}\right) X-a^{2} \kappa=0$. These $\alpha_{j}$ are the same as in Chapter 6 and we know that $\operatorname{Re} \alpha_{j}>0$ for $j=1,2,3$. This follows from the fact that $f(0) f(\kappa)<0$ and $\alpha_{1}+\alpha_{2}+\alpha_{3}=\kappa$. On the other hand, for the next two eigenvalues, we find that

$$
\begin{array}{r}
\lambda_{j}^{(0)}= \pm i, \quad \lambda_{j}^{(1)}=0, \quad \lambda_{j}^{(2)}=\mp \frac{1}{2} Y i, \quad \lambda_{j}^{(3)}=0, \\
\lambda_{j}^{(4)}=-\frac{1}{2} \frac{b^{2} \kappa}{1+\tau_{0}^{2}} \mp \frac{1}{2} Z i \quad \text { for } \quad j=4,5,
\end{array}
$$

where $Y:=1+a^{2}+b^{2}$ and $Z:=\frac{1}{4} Y^{2}+Y-1-\tau_{0} \frac{b^{2} \kappa}{1+\tau_{0}^{2}}$. We see that $\operatorname{Re} \lambda_{j}^{(4)}=-\frac{1}{2} \frac{b^{2} \kappa}{1+\tau_{0}^{2}}<0$ for $j=4,5$. We remark that these coefficients are reduced to the corresponding coefficients in Chapter 6 if we put $\tau_{0}=0$ formally. Finally, for the last eigenvalue, we have

$$
\lambda_{j}^{(0)}=-\frac{1}{\tau_{0}} \quad \text { for } \quad j=6
$$

This coefficient is singular for $\tau_{0} \rightarrow 0$.
Consequently, for each fixed $\tau_{0} \in(0,1]$ and for $|\xi| \rightarrow 0$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\left(\operatorname{Re} \alpha_{j}\right) \xi^{2}+\mathcal{O}\left(|\xi|^{3}\right) & \text { for } \quad j=1,2,3  \tag{7.2.15}\\ -\frac{1}{2} \frac{b^{2} \kappa}{1+\tau_{0}^{2}} \xi^{4}+\mathcal{O}\left(|\xi|^{5}\right) & \text { for } \quad j=4,5 \\ -\frac{1}{\tau_{0}}+\mathcal{O}(|\xi|) & \text { for } \quad j=6\end{cases}
$$

This expansion for $|\xi| \rightarrow 0$ shows that we have $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{2}$ for three eigenvalues, $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{4}$ for two eigenvalues, and $\operatorname{Re} \lambda(i \xi) \sim-c$ for one eigenvalue.
(ii) To derive the asymptotic expansion of the eigenvalues $\lambda_{j}(\zeta)$ for $|\zeta| \rightarrow \infty$, we consider the characteristic equation in the form

$$
\operatorname{det}\left\{\lambda A^{0}+(\zeta A+L)\right\}=\zeta^{6} \operatorname{det}\left\{\mu A^{0}+\left(A+\zeta^{-1} L\right)\right\}=0
$$

where we put $\mu=\frac{\lambda}{\zeta}$. Let $\mu=\mu_{j}\left(\zeta^{-1}\right)$ be the solutions of the modified characteristic equation $\operatorname{det}\left\{\mu A^{0}+\left(A+\zeta^{-1} L\right)\right\}=0$ :

$$
\begin{align*}
\operatorname{det}\left\{\mu A^{0}+\left(A+\zeta^{-1} L\right)\right\}= & \tau_{0} \mu^{6}+\zeta^{-1} \mu^{5}+\left[\tau_{0}\left\{\zeta^{-2}-\left(1+a^{2}+b^{2}\right)\right\}-\kappa\right] \mu^{4} \\
& +\left\{\zeta^{-2}-\left(1+a^{2}+b^{2}\right)\right\} \zeta^{-1} \mu^{3} \\
& +\left[\tau_{0}\left(a^{2}+b^{2}\right)-\kappa\left\{\zeta^{-2}-\left(a^{2}+1\right)\right\}\right] \mu^{2} \\
& +\left(a^{2}+b^{2}\right) \zeta^{-1} \mu-a^{2} \kappa=0 \tag{7.2.16}
\end{align*}
$$

Then we have the relation $\lambda_{j}(\zeta)=\zeta \mu_{j}\left(\zeta^{-1}\right)$. On the other hand, the asymptotic expansion of $\mu_{j}\left(\zeta^{-1}\right)$ for $|\zeta|^{-1} \rightarrow 0$ has the form

$$
\begin{equation*}
\mu_{j}\left(\zeta^{-1}\right)=\mu_{j}^{(1)}+\mu_{j}^{(0)} \zeta^{-1}+\mu_{j}^{(-1)} \zeta^{-2}+\mu_{j}^{(-2)} \zeta^{-3}+\cdots \tag{7.2.17}
\end{equation*}
$$

Consequently, we have the following asymptotic expansion of $\lambda_{j}(\zeta)$ for $|\zeta| \rightarrow \infty$ :

$$
\lambda_{j}(\zeta)=\mu_{j}^{(1)} \zeta+\mu_{j}^{(0)}+\mu_{j}^{(-1)} \zeta^{-1}+\mu_{j}^{(-2)} \zeta^{-2}+\cdots
$$

We determine the coefficients $\mu_{j}^{(k)}$ in (7.2.17) by direct computations. For the first two eigenvalues, these coefficients are given as follows: When $P=0$, we have

$$
\mu_{j}^{(1)}= \pm 1, \quad \mu_{j}^{(0)}=\beta_{j} \quad \text { for } \quad j=1,2,
$$

and when $P \neq 0$, we have

$$
\mu_{j}^{(1)}= \pm 1, \quad \mu_{j}^{(0)}=0, \quad \mu_{j}^{(-1)}= \pm \frac{\kappa-\tau_{0}}{2 \kappa P}, \quad \mu_{j}^{(-2)}=\frac{b^{2}}{2 \kappa P^{2}} \quad \text { for } \quad j=1,2
$$

where $P$ denotes the stability number given in (7.1.3). Here $\beta_{j}$ are the solutions of the algebraic equation $4\left(\tau_{0} Q+R\right) X^{2}+2 Q X+R=0$, where $Q:=-\left(1-a^{2}-b^{2}\right)$ and $R:=\kappa-\tau_{0}$. We see that

$$
\begin{aligned}
Q R & =-\left(1-a^{2}-b^{2}\right)\left(\kappa-\tau_{0}\right) \\
& =\tau_{0}\left(1-a^{2}-b^{2}\right)+\kappa\left(a^{2}-1\right)+b^{2} \kappa=b^{2} \kappa>0,
\end{aligned}
$$

where we used $P=0$ in the last equality. Thus the signs of $\tau_{0} Q+R, Q$ and $R$ coincide, and we conclude that $\operatorname{Re} \beta_{j}<0$ for $j=1,2$. We remark that all these coefficients are reduced to the corresponding coefficients in Chapter 6 if we put $\tau_{0}=0$ formally.

On the other hand, for the other four eigenvalues, we have

$$
\mu_{j}^{(1)}=\gamma_{j}, \quad \mu_{j}^{(0)}=-\frac{1}{2} \delta_{j} \quad \text { for } \quad j=3,4,5,6,
$$

where $\gamma_{j}$ are the solutions of the algebraic equation $\tau_{0} Y^{4}-\left\{\tau_{0}\left(a^{2}+b^{2}\right)+\kappa\right\} Y^{2}+a^{2} \kappa=0$, and $\delta_{j}$ are given by

$$
\delta_{j}:=\frac{\gamma_{j}^{2}-\left(a^{2}+b^{2}\right)}{\tau_{0}\left\{\gamma_{j}^{2}-\left(a^{2}+b^{2}\right)\right\}+\left(\tau_{0} \gamma_{j}^{2}-\kappa\right)} .
$$

We see easily that $\gamma_{j} \in \mathbb{R}$ for $j=3,4,5,6$. Also, we find that

$$
\begin{aligned}
\left\{\gamma_{j}^{2}-\left(a^{2}+b^{2}\right)\right\}\left(\tau_{0} \gamma_{j}^{2}-\kappa\right) & =\tau_{0} \gamma_{j}^{4}-\left\{\tau_{0}\left(a^{2}+b^{2}\right)+\kappa\right\} \gamma_{j}^{2}+\left(a^{2}+b^{2}\right) \kappa \\
& =b^{2} \kappa>0
\end{aligned}
$$

which shows that $\delta_{j}>0$ for $j=3,4,5,6$.
Consequently, for each fixed $\tau_{0} \in(0,1]$, when $P=0$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)=\left\{\begin{align*}
\operatorname{Re} \beta_{j}+\mathcal{O}\left(|\xi|^{-1}\right) & \text { for } \quad j=1,2  \tag{7.2.18}\\
-\frac{1}{2} \delta_{j}+\mathcal{O}\left(|\xi|^{-1}\right) & \text { for } \quad j=3,4,5,6
\end{align*}\right.
$$

for $|\xi| \rightarrow \infty$, while in the case $P \neq 0$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\frac{b^{2}}{2 \kappa P^{2}} \xi^{-2}+\mathcal{O}\left(|\xi|^{-3}\right) & \text { for } \quad j=1,2  \tag{7.2.19}\\ -\frac{1}{2} \delta_{j}+\mathcal{O}\left(|\xi|^{-1}\right) & \text { for } \quad j=3,4,5,6\end{cases}
$$

for $|\xi| \rightarrow \infty$. When $P=0$, we see from (7.2.18) that all the eigenvalues are of the standard type and satisfy $\operatorname{Re} \lambda(i \xi) \sim-c$ for $|\xi| \rightarrow \infty$. On the other hand, when $P \neq 0$, we know from (7.2.19) that four eigenvalues satisfy $\operatorname{Re} \lambda(i \xi) \sim-c$ for $|\xi| \rightarrow \infty$, while the other two are not of the standard type and satisfy $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$ for $|\xi| \rightarrow \infty$.

We conclude from the asymptotic expansions (7.2.15) for $|\xi| \rightarrow 0$ and (7.2.18), (7.2.19) for $|\xi| \rightarrow \infty$ that the energy inequalities (7.2.11) and (7.2.12) in Proposition 7.2.3 completely match with the eigenvalues of our problem (7.2.4). Also, we remark that these asymptotic expansions suggest the optimality of the pointwise estimates (7.2.9) and (7.2.10) in Lemma 7.2.2.

### 7.2.3 Pointwise estimates in Fourier spaces

The main purpose of this subsection is to prove Lemma 7.2.2 on the pointwise estimates in the Fourier space. This will be done by employing the energy method in the Fourier space. Here in this subsection, we only give a short outline of that energy method and the detailed computations will be given in the next subsection,

In our energy method, we construct a Lyapunov function $E$ for the problem (7.2.4) in the Fourier space. Our Lyapunov function $E$ is equivalent to $|\hat{V}|^{2}$ in the sense that

$$
\begin{equation*}
c|\hat{V}|^{2} \leq E \leq C|\hat{V}|^{2} \tag{7.2.20}
\end{equation*}
$$

with positive constants $c$ and $C$ not depneding on $\tau_{0} \in(0,1]$, and satisfies the differential inequality

$$
\begin{equation*}
E_{t}+c F \leq 0 \tag{7.2.21}
\end{equation*}
$$

where $\hat{V}$ is given in Lemma $7.2 .2, F$ is the corresponding dissipative term, and $c$ is a positive constant independent of $\tau_{0} \in(0,1]$.

After the detailed computations in the next subsection, we find that our Lyapunov function $E$ and the corresponding dissipative term $F$ can be given as follows: When $P=0$, we have

$$
\begin{gather*}
E=\frac{1}{2}|\hat{V}|^{2}+\tau_{0} \alpha_{3} \frac{\xi}{1+\xi^{2}} E_{0}+\alpha_{3} \alpha_{2} \alpha_{1} \frac{\xi^{3}}{\left(1+\xi^{2}\right)^{2}}\left(E_{1}+E_{2}\right) \\
\quad+\alpha_{3} \alpha_{2} \frac{1}{1+\xi^{2}}\left(H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}+H_{2}\right)  \tag{7.2.22}\\
F=\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}\left(|\hat{v}|^{2}+|\hat{y}|^{2}\right)+\frac{\xi^{2}}{1+\xi^{2}}\left(|\hat{u}|^{2}+|\hat{z}|^{2}+|\hat{\theta}|^{2}\right)+|\hat{q}|^{2} \tag{7.2.23}
\end{gather*}
$$

and when $P \neq 0$, we have

$$
\begin{align*}
E=\frac{1}{2}|\hat{V}|^{2} & +\tau_{0} \alpha_{3} \frac{\xi}{1+\xi^{2}} E_{0}+\alpha_{3} \alpha_{2} \alpha_{1} \frac{\xi^{3}}{\left(1+\xi^{2}\right)^{3}}\left\{E_{1}+\left(1+\xi^{2}\right) E_{2}\right\} \\
& +\alpha_{3} \alpha_{2} \frac{1}{\left(1+\xi^{2}\right)^{2}}\left\{\left(H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}\right)+\left(1+\xi^{2}\right) H_{2}\right\}  \tag{7.2.24}\\
F= & \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}|\hat{v}|^{2}+\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\hat{y}|^{2}+\frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{u}|^{2} \\
& +\frac{\xi^{2}}{1+\xi^{2}}\left(|\hat{z}|^{2}+|\hat{\theta}|^{2}\right)+|\hat{q}|^{2} . \tag{7.2.25}
\end{align*}
$$

Here $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are suitably small positive constants independent of $\tau_{0} \in(0,1]$, and the artificial energies $E_{0}, E_{1}, E_{2}, \tilde{E}_{7}, H_{1}$ and $H_{2}$ are specified in the next subsection.

More presicely, we can prove the following result.
Proposition 7.2.4. Let $P=0$ (resp. $P \neq 0$ ). Then, for suitably small positive constants $\alpha_{1}$, $\alpha_{2}$ and $\alpha_{3}$ independent of $\tau_{0} \in(0,1]$, the Lyapunov function $E$ in (7.2.22) (resp. (7.2.24)) is equivalent to $|\hat{V}|^{2}$ in the sense of (7.2.20) and satisfies the differential inequality (7.2.21) with the dissipative term $F$ in (7.2.23) (resp. (7.2.25)), where $c$ is a positive constant independent of $\tau_{0} \in(0,1]$.

Remark. If we put $\tau_{0}=0$ formally, then our Lyapunov function $E$ and the dissipative term $F$ in Proposition 7.2.4 are respectively reduced to the corresponding $E$ and $F$ in Chapter 6 for the Timoshenko-Fourier system (7.1.2).

Proof of Lemma 7.2.2. The lemma easily follows from Proposition 7.2.4. Here we only give the proof for $P \neq 0$. We recall that $\hat{V}=\left(\hat{v}, \hat{y}, \hat{u}, \hat{z}, \hat{\theta}, \sqrt{\tau_{0}} \hat{q}\right)$ and $\hat{U}=(\hat{v}, \hat{y}, \hat{u}, \hat{z}, \hat{\theta}, \hat{q})$. Since $E$ is equivalent to $|\hat{V}|^{2}$ in the sense of (7.2.20), we find that $F$ in (7.2.25) satisfies

$$
F \geq c \rho_{2}(\xi)|\hat{U}|^{2} \geq c \rho_{2}(\xi)|\hat{V}|^{2} \geq c \rho_{2}(\xi) E
$$

where $c$ is a positive constant independent of $\tau_{0} \in(0,1]$ and $\rho_{2}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{3}$. Substituting this inequality into (7.2.21), we have $E_{t}+c \rho_{2}(\xi) E \leq 0$. This differential inequality can be solved as $E(\xi, t) \leq e^{-c \rho_{2}(\xi) t} E(\xi, 0)$, which combined with (7.2.20) gives the desired pointwise estimate (7.2.10). This completes the proof of Lemma 7.2.2.

Finally in this subsection, we give the proof of Proposition 7.2.3 on the energy estimates.
Proof of Proposition 7.2.3. We prove the proposition only for $P \neq 0$. We integrate the differential inequality (7.2.21) with respect to $t$ over $(0, t)$. Then we multiply the resulting inequality by $\left(1+\xi^{2}\right)^{s-k} \xi^{2 k}$ and integrate with respect to $\xi \in \mathbb{R}$, where $0 \leq k \leq s$. Since $E$ is equivalent to $|\hat{V}|^{2}$ in the sense of (7.2.20) and $F$ is given by (7.2.25) for $P \neq 0$, this computation together with the Plancherel theorem yields the desired energy estimate (7.2.12) for $P \neq 0$. Thus the proof of Proposition 7.2.3 is complete.

### 7.2.4 Energy method in Fourier spaces

In this subsection we prove Proposition 7.2 .4 by applying the energy method in the Fourier space. In each case of $P=0$ and $P \neq 0$, we need to construct a suitable Lyapunov function $E$ for the problem (7.2.4) and prove the differential inequality (7.2.21) with the desired dissipation term $F$.

First, we note that the explicit form of the Timoshenko-Cattaneo system in (7.2.4) (in the Fourier space) is given as

$$
\begin{align*}
& \hat{v}_{t}-i \xi \hat{u}+\hat{y}=0,  \tag{7.2.26a}\\
& \hat{y}_{t}-a i \xi \hat{z}-\hat{v}+b i \xi \hat{\theta}=0,  \tag{7.2.26b}\\
& \hat{u}_{t}-i \xi \hat{v}=0,  \tag{7.2.26c}\\
& \hat{z}_{t}-a i \xi \hat{y}=0,  \tag{7.2.26d}\\
& \hat{\theta}_{t}+\sqrt{\kappa} i \xi \hat{q}+b i \xi \hat{y}=0,  \tag{7.2.26e}\\
& \tau_{0} \hat{q}_{t}+\hat{q}+\sqrt{\kappa} i \xi \hat{\theta}=0 . \tag{7.2.26f}
\end{align*}
$$

We apply the energy method in the Fourier space for this system. Our energy method below is an improved version of the previous one in Chapter 6 (also see [38]) for the TimoshenkoFourier system and is divided into seven steps.

Step 1. (Basic energy and estimate for $\hat{q}$ ):
We multiply the equations (7.2.26a), (7.2.26b), (7.2.26c), (7.2.26d), (7.2.26e) and (7.2.26f)
by $\overline{\hat{v}}, \overline{\hat{y}}, \overline{\hat{u}}, \overline{\hat{z}}, \overline{\hat{\theta}}$ and $\overline{\hat{q}}$, respectively. Then, adding the resultant equations and taking the real part, we get

$$
\begin{equation*}
\frac{1}{2}\left(|\hat{V}|^{2}\right)_{t}+|\hat{q}|^{2}=0 \tag{7.2.27}
\end{equation*}
$$

where we recall that $|\hat{V}|^{2}=|(\hat{v}, \hat{y}, \hat{u}, \hat{z}, \hat{\theta})|^{2}+\tau_{0}|\hat{q}|^{2}$. This is the basic (physical) energy equality which contains the dissipation $\hat{q}$.
Step 2. (Estimate for $\hat{\theta}$ ):
We create the estimate for the dissipation $\hat{\theta}$. To this end, we multiply (7.2.26e) and (7.2.26f) by $i \xi \tau_{0} \overline{\hat{q}}$ and $-i \xi \overline{\hat{\theta}}$, respectively, add the resulting equations, and take the real part. This yields

$$
\tau_{0} \xi E_{0, t}+\sqrt{\kappa} \xi^{2}|\hat{\theta}|^{2}=\tau_{0} \sqrt{\kappa} \xi^{2}|\hat{q}|^{2}+\tau_{0} b \xi^{2} \operatorname{Re}(\hat{y} \overline{\hat{q}})+\xi \operatorname{Re}(i \overline{\hat{\theta}} \hat{q})
$$

where $E_{0}=\operatorname{Re}(i \hat{\theta} \hat{\bar{q}}) ; \xi E_{0}$ is an artificial energy which is not used in Chapter 6 . This equality becomes trivial when $\tau_{0}=0$, because we have $\hat{q}=-\sqrt{\kappa} i \xi \hat{\theta}$ for $\tau_{0}=0$. We simply estimate this equality as

$$
\begin{equation*}
\tau_{0} \xi E_{0, t}+\sqrt{\kappa} \xi^{2}|\hat{\theta}|^{2} \leq \tau_{0} \sqrt{\kappa} \xi^{2}|\hat{q}|^{2}+\tau_{0} b \xi^{2}|\hat{y}\||\hat{q}|+|\xi||\hat{\theta} \| \hat{q}| . \tag{7.2.28}
\end{equation*}
$$

Step 3. (Estimate for $(\hat{v}, \hat{y}))$ :
This step is just the same as in Chapter 6. We multiply (7.2.26c) and (7.2.26a) by $i \xi \overline{\hat{v}}$ and $-i \xi \overline{\hat{u}}$, respectively, and add the resulting equalities. Also, we multiply ( 7.2 .26 d ) and ( 7.2 .26 b ) by $i \xi \overline{\hat{y}}$ and $-i \xi \overline{\hat{z}}$, respectively, and add the resulting equalities. Then, taking the real part, we have

$$
\begin{align*}
\xi E_{1, t}+\xi^{2}|\hat{v}|^{2} & =\xi^{2}|\hat{u}|^{2}+\xi \operatorname{Re}(i \overline{\hat{u}} \hat{y}),  \tag{7.2.29}\\
\xi E_{2, t}+a \xi^{2}|\hat{y}|^{2} & =a \xi^{2}|\hat{z}|^{2}-\xi \operatorname{Re}(i \hat{v} \overline{\hat{z}})-b \xi^{2} \operatorname{Re}(\overline{\hat{z}} \hat{\theta}), \tag{7.2.30}
\end{align*}
$$

where $E_{1}=\operatorname{Re}(i \hat{v} \overline{\hat{u}})$ and $E_{2}=\operatorname{Re}(i \hat{z} \overline{\hat{y}}) ; \xi E_{1}$ and $\xi E_{2}$ are artificial energies.
Step 4. (Estimate for $\hat{u}$ ):
We create the dissipation for $\hat{u}$. First we compute essentially in the same way as in Chapter 6. Namely, we calculate $(7.2 .26 \mathrm{~b}) \times(-\overline{\hat{\hat{v}}})+(7.2 .26 \mathrm{a}) \times(-\overline{\hat{y}}),(7.2 .26 \mathrm{c}) \times(-\overline{\hat{z}})+(7.2 .26 \mathrm{~d}) \times(-\overline{\hat{u}})$, $(7.2 .26 \mathrm{e}) \times(-i \xi \overline{\hat{y}})+(7.2 .26 \mathrm{~b}) \times(i \xi \overline{\hat{\theta}})$, and $(7.2 .26 \mathrm{c}) \times(-\overline{\hat{\theta}})+(7.2 .26 \mathrm{e}) \times(-\overline{\hat{u}})$, and take the real part. This yields the differential equalities for the artificial energies $E_{\underline{3}}, E_{4}, \xi E_{6}$, and $E_{5}$, where $E_{3}=-\operatorname{Re}(\hat{v} \overline{\hat{y}}), E_{4}=-\operatorname{Re}(\hat{u} \overline{\hat{z}}), E_{6}=\operatorname{Re}(i \hat{y} \hat{\hat{\theta}})$, and $E_{5}=-\operatorname{Re}(\hat{u} \hat{\hat{\theta}})$. We combine these four equalities together with $(7.2 .29) \times(-1)$ such that it produces the modified energy $H_{1}$ :

$$
\begin{equation*}
H_{1}:=b\left\{\left(-\xi E_{1}\right)+\xi^{2}\left(E_{3}+a E_{4}\right)\right\}+\left(\xi E_{6}+E_{5}\right)+\left(a^{2}-1\right) \xi^{2} E_{5} . \tag{7.2.31}
\end{equation*}
$$

Consequently, we obtain

$$
\begin{align*}
H_{1, t}+ & +b \xi^{2}|\hat{u}|^{2}=b \xi^{2}|\hat{\theta}|^{2}-\left(1-a^{2}-b^{2}\right) \xi^{3} \operatorname{Re}(i \overline{\hat{v}} \hat{\theta})-a \xi^{2} \operatorname{Re}(\hat{z} \overline{\hat{\theta}}) \\
& +\sqrt{\kappa}\left(a^{2}-1\right) \xi^{3} \operatorname{Re}(i \overline{\hat{u}} \hat{q})+\sqrt{\kappa} \xi \operatorname{Re}(i \overline{\hat{u}} \hat{q})-\sqrt{\kappa} \xi^{2} \operatorname{Re}(\overline{\hat{y}} \hat{q}) \tag{7.2.32}
\end{align*}
$$

which is reduced to the equation (6.4.15) in Chapter 6 (or (3.39) in [38]) if we put $\tau_{0}=0$ formally.

Next, we eliminate the term $-\left(1-a^{2}-b^{2}\right) \xi^{3} \operatorname{Re}(i \hat{v} \hat{\theta})$ on the right hand side of (7.2.32). For this purpose, we multiply (7.2.26a) and (7.2.26f) by $\tau_{0} \overline{\hat{q}}$ and $\overline{\hat{v}}$, respectively. Then, adding the resultant equalities and taking the real part, we get

$$
\begin{equation*}
\tau_{0} E_{7, t}+\sqrt{\kappa} \xi \operatorname{Re}(i \overline{\hat{v}} \hat{\theta})=\tau_{0} \xi \operatorname{Re}(i \hat{u} \hat{\tilde{q}})-\tau_{0} \operatorname{Re}(\hat{y} \hat{\hat{q}})-\operatorname{Re}(\overline{\hat{v}} \hat{q}), \tag{7.2.33}
\end{equation*}
$$

where $E_{7}=\operatorname{Re}(\hat{v} \overline{\hat{q}})$ is an artificial energy which is not used in Chapter 6. We multiply (7.2.33) by $-\frac{1}{\sqrt{k}}\left(1-a^{2}-b^{2}\right) \xi^{2}$ and add the result to (7.2.32). This yields

$$
\begin{aligned}
& \left(H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}\right)_{t}+b \xi^{2}|\hat{u}|^{2} \\
& =b \xi^{2}|\hat{\theta}|^{2}-a \xi^{2} \operatorname{Re}(\hat{z} \overline{\hat{\theta}})+\frac{1}{\sqrt{\kappa}}\left(1-a^{2}-b^{2}\right) \xi^{2} \operatorname{Re}(\overline{\hat{v}} \hat{q}) \\
& +\left\{\frac{\tau_{0}}{\sqrt{\kappa}}\left(1-a^{2}-b^{2}\right)-\sqrt{\kappa}\right\} \xi^{2} \operatorname{Re}(\hat{y} \overline{\hat{q}})+\sqrt{\kappa} P \xi^{3} \operatorname{Re}(i \overline{\hat{u}} \hat{q})+\sqrt{\kappa} \xi \operatorname{Re}(i \overline{\hat{u}} \hat{q}),
\end{aligned}
$$

where $\tilde{E}_{7}=-\frac{1}{\sqrt{\kappa}}\left(1-a^{2}-b^{2}\right) E_{7}$, and $P$ is the stability number defined in (7.1.3). This equality is simply estimated as

$$
\begin{align*}
& \left(H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}\right)_{t}+b \xi^{2}|\hat{u}|^{2} \leq C \xi^{2}|\hat{\theta}|^{2}+C \xi^{2}|\hat{z}||\hat{\theta}| \\
& \quad+C \xi^{2}\left|\hat{v}\left\|\hat{q}\left|+C\left(1+\tau_{0}\right) \xi^{2}\right| \hat{y}\right\| \hat{q}\right|+C|P||\xi|^{3}|\hat{u}||\hat{q}|+C|\xi\|\hat{u}\|| \hat{q} \mid \tag{7.2.34}
\end{align*}
$$

where $C$ is a positive constant independent of $\tau_{0} \in(0,1]$.
Step 5. (Estimate for $\hat{z}$ ):
We create the dissipation for $\hat{z}$ by calculating essentially in the same way as in Chapter 6. Namely, we combine the three differential equalities for $\xi E_{6}, E_{5}$ and $E_{4}$ (which are used in the previous step) together with $(7.2 .30) \times(-1)$ such that it produces the modified energy $H_{2}$ :

$$
\begin{equation*}
H_{2}=b\left(-\xi E_{2}\right)+a\left(\xi E_{6}+E_{5}\right)+b E_{4} . \tag{7.2.35}
\end{equation*}
$$

This yields

$$
\begin{aligned}
H_{2, t}+a b \xi^{2}|\hat{z}|^{2} & =a b \xi^{2}|\hat{\theta}|^{2}+\left(b^{2}-a^{2}\right) \xi^{2} \operatorname{Re}(\overline{\hat{z}} \hat{\theta}) \\
& -a \sqrt{\kappa} \xi^{2} \operatorname{Re}(\overline{\hat{y}} \hat{q})+a \sqrt{\kappa} \xi \operatorname{Re}(i \overline{\hat{u}} \hat{q}),
\end{aligned}
$$

which can be reduced to the equality (6.4.19) in Chapter 6 (or (3.43) in [38]) if we put $\tau_{0}=0$ formally. This equality is simply estimated as

$$
\begin{equation*}
H_{2, t}+a b \xi^{2}|\hat{z}|^{2} \leq C \xi^{2}|\hat{\theta}|^{2}+C \xi^{2}|\hat{z}||\hat{\theta}|+C \xi^{2}|\hat{y}||\hat{q}|+C|\xi\|\hat{u}\| \hat{q}|, \tag{7.2.36}
\end{equation*}
$$

where $C$ is a positive constant independent of $\tau_{0} \in(0,1]$.

Step 6. (Lyapunov function for $P=0$ ):
We construct the Lyapunov function $E$ for $P=0$. Let $P=0$. First, in order to get a good dissipation for $(\hat{v}, \hat{y})$, we add (7.2.29) and (7.2.30). By applying the Young inequality, we get

$$
\begin{align*}
& \xi\left(E_{1}+E_{2}\right)_{t}+(1-\varepsilon) \xi^{2}\left(|\hat{v}|^{2}+a|\hat{y}|^{2}\right) \\
& \quad \leq C_{\varepsilon}\left(1+\xi^{2}\right)\left(|\hat{u}|^{2}+a|\hat{z}|^{2}\right)+C_{\varepsilon} \xi^{2}|\hat{\theta}|^{2} \tag{7.2.37}
\end{align*}
$$

for any $\varepsilon \in(0,1)$, where $C_{\varepsilon}$ is a positive constant depending on $\varepsilon$ but independent of $\tau_{0} \in$ $(0,1]$. Next, we add (7.2.34) with $P=0$ and (7.2.36) to get a good dissipation for $(\hat{u}, \hat{z})$. Applying the Young inequality, we obtain

$$
\begin{align*}
& \left(H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}+H_{2}\right)_{t}+b \xi^{2}|\hat{u}|^{2}+a b(1-\varepsilon) \xi^{2}|\hat{z}|^{2} \\
& \quad \leq C_{\varepsilon} \xi^{2}|\hat{\theta}|^{2}+C \xi^{2}|\hat{v}||\hat{q}|+C\left(1+\tau_{0}\right) \xi^{2}|\hat{y}||\hat{q}|+C|\xi||\hat{u} \||\hat{q}| \tag{7.2.38}
\end{align*}
$$

for any $\varepsilon \in(0,1)$, where $C_{\varepsilon}$ denotes a constant depending on $\varepsilon$ but independent of $\tau_{0} \in(0,1]$.
Now we combine the above two inequalities. Letting $\alpha_{1}>0$, we multiply (7.2.37) and (7.2.38) by $\alpha_{1} \xi^{2}$ and $1+\xi^{2}$, respectively, and add the resultant inequalities. This yields

$$
\begin{align*}
& \left\{\alpha_{1} \xi^{3}\left(E_{1}+E_{2}\right)+\left(1+\xi^{2}\right)\left(H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}+H_{2}\right)\right\}_{t} \\
& \quad+\alpha_{1}(1-\varepsilon) \xi^{4}\left(|\hat{v}|^{2}+a|\hat{y}|^{2}\right)+b\left(1-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{u}|^{2} \\
& \quad \quad+a b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{z}|^{2} \\
& \leq \\
& \quad C_{\varepsilon, \alpha_{1}}\left(1+\xi^{2}\right) \xi^{2}|\hat{\theta}|^{2}+C\left(1+\xi^{2}\right) \xi^{2}|\hat{v}||\hat{q}|  \tag{7.2.39}\\
& \quad+C\left(1+\tau_{0}\right)\left(1+\xi^{2}\right) \xi^{2}\left|\hat{y}\left\|\hat{q}\left|+C\left(1+\xi^{2}\right)\right| \xi| | \hat{u}\right\|\right| \hat{q} \mid .
\end{align*}
$$

Here $C_{\varepsilon, \alpha_{1}}$ denotes a constant depending on $\left(\varepsilon, \alpha_{1}\right)$ but independent of $\tau_{0} \in(0,1]$. Also, letting $\alpha_{2}>0$, we multiply (7.2.28) and (7.2.39) by $1+\xi^{2}$ and $\alpha_{2}$, respectively, and add the resultant inequalities. If we introduce the quantity $\mathcal{E}$ by

$$
\begin{align*}
& \left(1+\xi^{2}\right)^{2} \mathcal{E}=\tau_{0}\left(1+\xi^{2}\right) \xi E_{0} \\
& \quad+\alpha_{2}\left\{\alpha_{1} \xi^{3}\left(E_{1}+E_{2}\right)+\left(1+\xi^{2}\right)\left(H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}+H_{2}\right)\right\} \tag{7.2.40}
\end{align*}
$$

then the result is written as follows.

$$
\begin{aligned}
(1 & \left.+\xi^{2}\right)^{2} \mathcal{E}_{t}+\alpha_{2} \alpha_{1}(1-\varepsilon) \xi^{4}\left(|\hat{v}|^{2}+a|\hat{y}|^{2}\right)+\alpha_{2} b\left(1-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{u}|^{2} \\
& +\alpha_{2} a b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{z}|^{2}+\sqrt{\kappa}\left(1-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{\theta}|^{2} \\
\leq & \tau_{0} C\left(1+\xi^{2}\right) \xi^{2}|\hat{q}|^{2}+\alpha_{2} C\left(1+\xi^{2}\right) \xi^{2}\left|\hat{v}\left\|\hat{q}\left|+\alpha_{2} C\left(1+\xi^{2}\right)\right| \xi\right\| \hat{u} \| \hat{q}\right| \\
& +C_{\alpha_{2}}\left(1+\tau_{0}\right)\left(1+\xi^{2}\right) \xi^{2}\left|\hat{y}\left\|\hat{q}\left|+\left(1+\xi^{2}\right)\right| \xi| | \hat{\theta}\right\| \hat{q}\right| .
\end{aligned}
$$

Here $C_{\alpha_{2}}$ is a constant depending on $\alpha_{2}$ but independent of $\tau_{0} \in(0,1]$. Moreover, estimating the right hand side by using the Young inequality, we obtain

$$
\begin{align*}
& \left(1+\xi^{2}\right)^{2} \mathcal{E}_{t}+\alpha_{2} \alpha_{1}(1-2 \varepsilon) \xi^{4}\left(|\hat{v}|^{2}+a|\hat{y}|^{2}\right) \\
& \quad+\alpha_{2} b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}\left(|\hat{u}|^{2}+a|\hat{z}|^{2}\right) \\
& \quad+\sqrt{\kappa}\left(1-\varepsilon-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{\theta}|^{2} \\
& \leq \tag{7.2.41}
\end{align*}
$$

where $C_{\varepsilon, \alpha_{1}, \alpha_{2}}$ is a constant depending on $\left(\varepsilon, \alpha_{1}, \alpha_{2}\right)$ but independent of $\tau_{0} \in(0,1]$.
Finally, letting $\alpha_{3}>0$, we multiply (7.2.41) by $\alpha_{3} /\left(1+\xi^{2}\right)^{2}$ and add the result to the basic energy equality (7.2.27). This yields

$$
\begin{align*}
E_{t} & +\alpha_{3} \alpha_{2} \alpha_{1}(1-2 \varepsilon) \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}\left(|\hat{v}|^{2}+a|\hat{y}|^{2}\right) \\
+ & \alpha_{3} \alpha_{2} b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right) \frac{\xi^{2}}{1+\xi^{2}}\left(|\hat{u}|^{2}+a|\hat{z}|^{2}\right) \\
& +\alpha_{3} \sqrt{\kappa}\left(1-\varepsilon-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right) \frac{\xi^{2}}{1+\xi^{2}}|\hat{\theta}|^{2} \\
& +\left\{1-\alpha_{3} C_{\varepsilon, \alpha_{1}, \alpha_{2}}\left(1+\tau_{0}\right)^{2}\right\}|\hat{q}|^{2} \leq 0 \tag{7.2.42}
\end{align*}
$$

where we put $E=|\hat{V}|^{2} / 2+\alpha_{3} \mathcal{E}$. Since $\mathcal{E}$ is given in (7.2.40), we see that this $E$ is written explicitly in the form of (7.2.22). Also we find that our $E$ contains the component $\hat{q}$ only in the terms $\tau_{0} E_{0}$ and $\tau_{0} \tilde{E}_{7}$ with the factor $\tau_{0}$; see also (7.2.31) and (7.2.35). Thus we conclude that there is a small positive constant $\alpha_{0}$ independent of $\tau_{0} \in(0,1]$ such that if $\alpha_{1}, \alpha_{2}, \alpha_{3} \in\left(0, \alpha_{0}\right]$, then our $E$ is equivalent to $|\hat{V}|^{2}$ in the sense of (7.2.20). This $E$ becomes our desired Lyapunov function for suitably chosen $\alpha_{1}, \alpha_{2}, \alpha_{3} \in\left(0, \alpha_{0}\right]$. In fact, in (7.2.42), we take $\varepsilon>0$ such that $1-2 \varepsilon>0$. For this choice of $\varepsilon$, we choose $\alpha_{1}, \alpha_{2}, \alpha_{3} \in\left(0, \alpha_{0}\right]$ independent of $\tau_{0} \in(0,1]$ so small that $1-\varepsilon-\alpha_{1} C_{\varepsilon}>0,1-\varepsilon-\alpha_{2} C_{\varepsilon, \alpha_{1}}>0$ and $1-4 \alpha_{3} C_{\varepsilon, \alpha_{1}, \alpha_{2}}>0$. Thus we conclude that our (7.2.42) becomes the desired differential inequality (7.2.21) with the dissipative term $F$ given in (7.2.23). This completes the proof of Proposition 7.2.4 for $P=0$.
Step 7. (Lyapunov function for $P \neq 0$ ):
We construct the Lyapunov function $E$ for $P \neq 0$. Let $P \neq 0$. In this case, to get a good dissipation for $(\hat{v}, \hat{y})$, we combine (7.2.29) and (7.2.30) such that $(7.2 .29)+(7.2 .30) \times\left(1+\xi^{2}\right)$. Then, applying the Young inequality, we obtain

$$
\begin{align*}
\xi\{ & \left\{E_{1}+\left(1+\xi^{2}\right) E_{2}\right\}_{t}+(1-\varepsilon) \xi^{2}\left\{|\hat{v}|^{2}+a\left(1+\xi^{2}\right)|\hat{y}|^{2}\right\} \\
& \leq C_{\varepsilon}\left(1+\xi^{2}\right)|\hat{u}|^{2}+C_{\varepsilon}\left(1+\xi^{2}\right)^{2}|\hat{z}|^{2}+C_{\varepsilon}\left(1+\xi^{2}\right) \xi^{2}|\hat{\theta}|^{2} \tag{7.2.43}
\end{align*}
$$

for any $\varepsilon \in(0,1)$, where $C_{\varepsilon}$ is a positive constant depending on $\varepsilon$ but independent of $\tau_{0} \in$ $(0,1]$. Next we combine (7.2.34) and (7.2.36) to get a good dissipation for $(\hat{u}, \hat{z})$. We make
the combination $(7.2 .36) \times\left(1+\xi^{2}\right)+(7.2 .34)$. Then, applying the Young inequality, we obtain

$$
\begin{align*}
& \left\{H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}+\left(1+\xi^{2}\right) H_{2}\right\}_{t}+b \xi^{2}|\hat{u}|^{2}+a b(1-\varepsilon)\left(1+\xi^{2}\right) \xi^{2}|\hat{z}|^{2} \\
& \quad \leq C_{\varepsilon}\left(1+\xi^{2}\right) \xi^{2}|\hat{\theta}|^{2}+C \xi^{2}|\hat{v} \| \hat{q}|+C\left(1+\tau_{0}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{y}||\hat{q}| \\
& \quad+C\left|P \left\|\left.\xi\right|^{3}\left|\hat{u}\left\|\hat{q}\left|+C\left(1+\xi^{2}\right)\right| \xi\right\| \hat{u} \| \hat{q}\right|\right.\right. \tag{7.2.44}
\end{align*}
$$

for any $\varepsilon \in(0,1)$, where $C_{\varepsilon}$ is a constant depending on $\varepsilon$ but independent of $\tau_{0} \in(0,1]$.
Now we combine the above two estimates for $P \neq 0$. Letting $\alpha_{1}>0$, we multiply (7.2.43) and (7.2.44) by $\alpha_{1} \xi^{2}$ and $1+\xi^{2}$, respectively, and add the resultant inequalities to get

$$
\begin{align*}
& {\left[\alpha_{1} \xi^{3}\left\{E_{1}+\left(1+\xi^{2}\right) E_{2}\right\}+\left(1+\xi^{2}\right)\left\{H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}+\left(1+\xi^{2}\right) H_{2}\right\}\right]_{t}} \\
& \quad+\alpha_{1}(1-\varepsilon) \xi^{4}\left\{|\hat{v}|^{2}+a\left(1+\xi^{2}\right)|\hat{y}|^{2}\right\} \\
& \quad+b\left(1-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{u}|^{2}+a b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{z}|^{2} \\
& \leq \\
& \quad C_{\varepsilon, \alpha_{1}}\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{\theta}|^{2}+C\left(1+\xi^{2}\right) \xi^{2}|\hat{v}||\hat{q}|+C\left(1+\tau_{0}\right)\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{y}||\hat{q}|  \tag{7.2.45}\\
& \quad+C|P|\left(1+\xi^{2}\right)|\xi|^{3}|\hat{u}||\hat{q}|+C\left(1+\xi^{2}\right)^{2}|\xi||\hat{u} \| \hat{q}|,
\end{align*}
$$

where $C_{\varepsilon, \alpha_{1}}$ is a constant depending on $\left(\varepsilon, \alpha_{1}\right)$ but independent of $\tau_{0} \in(0,1]$. Then, letting $\alpha_{2}>0$, we multiply (7.2.28) and (7.2.45) by $\left(1+\xi^{2}\right)^{2}$ and $\alpha_{2}$, respectively, and add the resultant two inequalities. We introduce the quantity $\mathcal{E}$ by

$$
\begin{align*}
&\left(1+\xi^{2}\right)^{3} \mathcal{E}=\tau_{0}\left(1+\xi^{2}\right)^{2} \xi E_{0}+\alpha_{2}\left[\alpha_{1} \xi^{3}\left\{E_{1}+\left(1+\xi^{2}\right) E_{2}\right\}\right. \\
&\left.+\left(1+\xi^{2}\right)\left\{H_{1}+\tau_{0} \xi^{2} \tilde{E}_{7}+\left(1+\xi^{2}\right) H_{2}\right\}\right] \tag{7.2.46}
\end{align*}
$$

Then the result is written as

$$
\begin{aligned}
(1+ & \left.\xi^{2}\right)^{3} \mathcal{E}_{t}+\alpha_{2} \alpha_{1}(1-\varepsilon) \xi^{4}\left\{|\hat{v}|^{2}+a\left(1+\xi^{2}\right)|\hat{y}|^{2}\right\} \\
& +\alpha_{2} b\left(1-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}|\hat{u}|^{2}+\alpha_{2} a b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{z}|^{2} \\
& \quad+\sqrt{\kappa}\left(1-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right)\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{\theta}|^{2} \\
\leq & \tau_{0} C\left(1+\xi^{2}\right) \xi^{2}|\hat{q}|^{2}+\alpha_{2} C\left(1+\xi^{2}\right) \xi^{2}|\hat{v}||\hat{q}|+C_{\alpha_{2}}\left(1+\tau_{0}\right)\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{y} \| \hat{q}| \\
& +\left(1+\xi^{2}\right)^{2}|\xi|\left|\hat { \theta } \left\|\left.\hat{q}\left|+\alpha_{2} C\right| P\left|\left(1+\xi^{2}\right)\right| \xi\right|^{3}|\hat{u}||\hat{q}|+\alpha_{2} C\left(1+\xi^{2}\right)^{2}|\xi||\hat{u} \||\hat{q}|,\right.\right.
\end{aligned}
$$

where $C_{\alpha_{2}}$ is a constant depending on $\alpha_{2}$ but independent of $\tau_{0} \in(0,1]$. By using the Young inequality, we arrive at

$$
\begin{align*}
& \left(1+\xi^{2}\right)^{3} \mathcal{E}_{t}+\alpha_{2} \alpha_{1}(1-2 \varepsilon) \xi^{4}\left\{|\hat{v}|^{2}+a\left(1+\xi^{2}\right)|\hat{y}|^{2}\right\} \\
& \quad+\alpha_{2} b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right)\left(1+\xi^{2}\right) \xi^{2}\left\{|\hat{u}|^{2}+a\left(1+\xi^{2}\right)|\hat{z}|^{2}\right\} \\
& \quad+\sqrt{\kappa}\left(1-\varepsilon-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right)\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{\theta}|^{2} \\
& \leq  \tag{7.2.47}\\
& \quad C_{\varepsilon, \alpha_{1}, \alpha_{2}}\left(1+\tau_{0}\right)^{2}\left(1+P^{2}\right)\left(1+\xi^{2}\right)^{3}|\hat{q}|^{2}
\end{align*}
$$

where $C_{\varepsilon, \alpha_{1}, \alpha_{2}}$ is a constant depending on $\left(\varepsilon, \alpha_{1}, \alpha_{2}\right)$ but independent of $\tau_{0} \in(0,1]$. Finally, we combine this inequality with the basic energy equality (7.2.27). Namely, letting $\alpha_{3}>0$, we multiply $(7.2 .47)$ by $\alpha_{3} /\left(1+\xi^{2}\right)^{3}$ and add the resultant inequality to (7.2.27). This yeilds

$$
\begin{align*}
E_{t}+ & \alpha_{3} \alpha_{2} \alpha_{1}(1-2 \varepsilon) \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}\left\{|\hat{v}|^{2}+a\left(1+\xi^{2}\right)|\hat{y}|^{2}\right\} \\
+ & \alpha_{3} \alpha_{2} b\left(1-\varepsilon-\alpha_{1} C_{\varepsilon}\right) \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}\left\{|\hat{u}|^{2}+a\left(1+\xi^{2}\right)|\hat{z}|^{2}\right\} \\
& +\alpha_{3} \sqrt{\kappa}\left(1-\varepsilon-\alpha_{2} C_{\varepsilon, \alpha_{1}}\right) \frac{\xi^{2}}{1+\xi^{2}}|\hat{\theta}|^{2} \\
& +\left\{1-\alpha_{3} C_{\varepsilon, \alpha_{1}, \alpha_{2}}\left(1+\tau_{0}\right)^{2}\left(1+P^{2}\right)\right\}|\hat{q}|^{2} \leq 0 \tag{7.2.48}
\end{align*}
$$

where we put $E=|\hat{V}|^{2} / 2+\alpha_{3} \mathcal{E}$. In view of (7.2.46), we observe that this $E$ is written explicitly in the form of (7.2.24). Here we choose $\varepsilon \in(0,1)$ and $\alpha_{1}, \alpha_{2}, \alpha_{3}>0$ similarly as in the previous step for $P=0$. Then our $E$ is the desired Lyapunov function which is equivalent to $|\hat{V}|^{2}$ in the sense of (7.2.20), and (7.2.48) becomes the differential inequality (7.2.21) with the dissipative term $F$ given in (7.2.25). Thus the proof of Proposition 7.2.4 is complete for $P \neq 0$.

### 7.3 Timoshenko system with thermal effect of memorytype

We consider the Timoshenko system (7.1.10) with the thermal effect of memory-type:

$$
\left\{\begin{array}{l}
\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0  \tag{7.3.1}\\
\psi_{t t}-a^{2} \psi_{x x}-\left(\varphi_{x}-\psi\right)+b \theta_{x}=0 \\
\theta_{t}+b \psi_{t x}-\kappa \int_{0}^{t} g(t-\tau) \theta_{x x}(\tau) d \tau=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
\left(\varphi, \varphi_{t}, \psi, \psi_{t}, \theta\right)(x, 0)=\left(\varphi_{0}, \varphi_{1}, \psi_{0}, \psi_{1}, \theta_{0}\right)(x) \tag{7.3.2}
\end{equation*}
$$

Here $a, b$ and $\kappa$ are positive constants, and $g(t)$ is an exponentially decaying function satisfying $g(t)>0$ and $\int_{0}^{\infty} g(t) d t=1$.

In this chapter we only treat the simplest case where the memory kernel $g(t)$ is given explicitly in the form

$$
\begin{equation*}
g(t)=\frac{1}{\tau_{0}} e^{-\frac{t}{\tau_{0}}} \tag{7.3.3}
\end{equation*}
$$

with $\tau_{0}$ being a given positive parameter. In this case we introduce the quantity $\tilde{q}$ by

$$
\tilde{q}=-\kappa \int_{0}^{t} g(t-\tau) \theta_{x}(\tau) d \tau
$$

Since $g^{\prime}(t)=-g(t) / \tau_{0}$ and $g(0)=1 / \tau_{0}$ by (7.3.3), we find that $\tilde{q}_{t}=-\left(\tilde{q}+\kappa \theta_{x}\right) / \tau_{0}$. Consequently, we can transform our system (7.3.1) into the Timoshenko-Cattaneo system (7.1.1). The corresponding initial data are given as follows.

$$
\left(\varphi, \varphi_{t}, \psi, \psi_{t}, \theta\right)(x, 0)=\left(\varphi_{0}, \varphi_{1}, \psi_{0}, \psi_{1}, \theta_{0}\right)(x), \quad \tilde{q}(x, 0)=0
$$

As in Section 7.2, by introducing the quantities

$$
v=\varphi_{x}-\psi, \quad u=\varphi_{t}, \quad z=a \psi_{x}, \quad y=\psi_{t}, \quad q=\frac{1}{\sqrt{\kappa}} \tilde{q}
$$

we can rewrite the above Timoshenko-Cattaneo system (7.1.1) in the form of the first order symmetric hyperbolic system (7.2.1) for $(v, y, u, z, \theta, q)$. The corresponding initial data are given by $(v, y, u, z, \theta, q)(x, 0)=\left(v_{0}, y_{0}, u_{0}, z_{0}, \theta_{0}, q_{0}\right)(x)$, where

$$
v_{0}=\varphi_{0, x}-\psi_{0}, \quad y_{0}=\psi_{1}, \quad u_{0}=\varphi_{1}, \quad z_{0}=a \psi_{0, x}, \quad q_{0}=0
$$

For this system (7.1.1) associated with (7.3.1), we can apply Theorem 7.2.1 and obtain the decay estimates (7.2.7) and (7.2.8) for $P=0$ and $P \neq 0$, respectively, where $P$ is the stability number in (7.1.3). To state this decay result for our system (7.3.1), we introduce

$$
W=\left(\varphi_{x}-\psi, \varphi_{t}, \psi_{x}, \psi_{t}, \theta\right), \quad W_{0}=\left(\varphi_{0, x}-\psi_{0}, \varphi_{1}, \psi_{0, x}, \psi_{1}, \theta_{0}\right)
$$

Then we have:
Theorem 7.3.1. Assume that the memory kernel $g(t)$ is given by (7.3.3). Let $W$ be the above function defined from the solution to the initial value problem (7.3.1), (7.3.2). Then $W$ satisfies the following decay estimates for $t \geq 0$ :

$$
\begin{equation*}
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|W_{0}\right\|_{L^{p}}+C e^{-c t}\left\|\partial_{x}^{k} W_{0}\right\|_{L^{2}} \tag{7.3.4}
\end{equation*}
$$

for $P=0$, and

$$
\begin{equation*}
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|W_{0}\right\|_{L^{p}}+C(1+t)^{-\frac{l}{2}}\left\|\partial_{x}^{k+l} W_{0}\right\|_{L^{2}} \tag{7.3.5}
\end{equation*}
$$

for $P \neq 0$, where $P$ is the stability number in (7.1.3). Here $W_{0}$ is the initial data for $W$ defined above, $1 \leq p \leq 2, k$ and $l$ are nonnegative integers, and $C$ and $c$ are positive constants independent of the parameter $\tau_{0}$.

Remark. By considering the asymptotic expansion of the eigenvalues obtained in Subsection 7.2.2, we think that the above decay estimates (7.3.4) and (7.3.5) are optimal. We expect that the same decay result holds true even for the system (7.3.1) with a general memory kernel $g(t)$, which decays exponentially as $t \rightarrow \infty$ and satisfies $g(t)>0$ and $\int_{0}^{\infty} g(t) d t=1$, but it remains an open question.

## Chapter 8

## Timoshenko system with memory

### 8.1 Introduction

In this chapter we consider the Cauchy problem of the Timoshenko system with a memory term

$$
\begin{cases}\varphi_{t t}-\left(\varphi_{x}-\psi\right)_{x}=0, & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}  \tag{8.1.1}\\ \psi_{t t}-\sigma\left(\psi_{x}\right)_{x}+\left(\varphi_{x}-\psi\right)+\gamma g * \psi_{x x}=0, & (x, t) \in \mathbb{R} \times \mathbb{R}^{+}\end{cases}
$$

with the initial data

$$
\begin{equation*}
\left(\varphi, \varphi_{t}, \psi, \psi_{t}\right)(x, 0)=\left(\varphi_{0}, \varphi_{1}, \psi_{0}, \psi_{1}\right)(x), \quad x \in \mathbb{R} \tag{8.1.2}
\end{equation*}
$$

in one dimensional whole space $\mathbb{R}$. The two coupled wave equations in (8.1.1) with $\gamma=0$ is the original Timoshenko system, which was first introduced by S. P. Timoshenko in [62, 63] as a model system which describes the vibration of the beam called Timoshenko beam. This beam thery has the advantage of describing not only the transversal movement but also the shear deformation and the rotational inertia effects. Here $t$ is the time variable and $x$ is the spacial variable which denotes a point on the center line of the beam. The unknown functions $\varphi=\varphi(t, x)$ and $\psi=\psi(t, x)$ denote the transversal displacement and the rotation angle of the beam, respectively. Note that the term $\varphi_{x}-\psi$ denotes the shearing stress. The function $\sigma(\eta)$ in the nonlinear term is assumed to be a smooth function of $\eta$ such that $\sigma^{\prime}(\eta)>0$ for any $\eta$ under considerations. The term

$$
g * \psi_{x x}:=\int_{0}^{t} g(t-\tau) \psi_{x x}(\tau) d \tau
$$

corresponds to a memory-type damping. In this chapter the relaxation function $g$ is assumed to satisfy the following conditions.

Assumption: The function $g$ is assumed to be a smooth function of $t \geq 0$ such that

$$
\left\{\begin{array}{l}
g(t)>0, \quad \int_{\mathbb{R}^{+}} g(t) d t=1  \tag{8.1.3}\\
-c_{0} g(t) \leq g^{\prime}(t) \leq-c_{1} g(t) \\
\left|g^{\prime \prime}(t)\right| \leq C g(t)
\end{array}\right.
$$

for $t \geq 0$, where $c_{0}, c_{1}$ and $C$ are positive constants.
Under (8.1.3), it follows that

$$
|g(t)|+\left|g^{\prime}(t)\right|+\left|g^{\prime \prime}(t)\right| \leq C e^{-c_{1} t}
$$

for $t \geq 0$, where $C$ is a positive constant.
Based on the change of variable, which was first introduced in [24],

$$
v=\varphi_{x}-\psi, \quad u=\varphi_{t}, \quad z=a \psi_{x}, \quad y=\psi_{t}
$$

with $a>0$, which denotes the wave speed defined by $a^{2}=\sigma^{\prime}(0)$, we reduce the system (8.1.1) and (8.1.2) to the first order hyperbolic system

$$
\begin{align*}
& v_{t}-u_{x}+y=0,  \tag{8.1.4a}\\
& y_{t}-\sigma\left(\frac{z}{a}\right)_{x}-v++b g * z_{x}=0  \tag{8.1.4b}\\
& u_{t}-v_{x}=0  \tag{8.1.4c}\\
& z_{t}-a y_{x}=0 \tag{8.1.4d}
\end{align*}
$$

with the initial data

$$
\begin{equation*}
(v, y, u, z)(x, 0)=\left(v_{0}, y_{0}, u_{0}, z_{0}\right)(x) \tag{8.1.5}
\end{equation*}
$$

where $b:=\frac{\gamma}{a}<a, v_{0}=\varphi_{0, x}-\psi_{0}, y_{0}=\psi_{1}, u_{0}=\varphi_{1}, z_{0}=a \psi_{0, x}$. Note that the nonlinearity depends on $z$ only. In vector notation, the Cauchy problem (8.1.4) and (8.1.5) can be rewritten as

$$
\left\{\begin{array}{l}
W_{t}+F(W)_{x}+B g * W_{x}+L W=0  \tag{8.1.6}\\
W(x, 0)=W_{0}(x)
\end{array}\right.
$$

where $W=(v, y, u, z)^{T}$, $W_{0}=\left(v_{0}, y_{0}, u_{0}, z_{0}\right)^{T}, F(W)=-(u, \sigma(z / a), v, a y)^{T}$ (the superscript $T$ means the transpose),

$$
B=\left(\begin{array}{cc|cc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & b \\
\hline 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad L=\left(\begin{array}{cc|cc}
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
$$

The corresponding linearized system is given by

$$
\left\{\begin{array}{l}
W_{t}+A W_{x}+B g * W_{x}+L W=0  \tag{8.1.7}\\
W(0, x)=W_{0}(x)
\end{array}\right.
$$

where

$$
A=\left(\begin{array}{cc|cc}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -a \\
\hline-1 & 0 & 0 & 0 \\
0 & -a & 0 & 0
\end{array}\right)
$$

The system (8.1.6) can be seen as a particular case of the first order symmetric hyperbolic system with the non-symmetric relaxation term $L W$ and memory-type dissipation term $B g *$ $W_{x}$. Because the matrix $L$ is not symmetric, the general theory of the dissipative structure established in [67] and [58] is not applicable to the system (8.1.6). Therefore, in order to know the dissipative structure and the asymptotic stability of the system (8.1.6), new ideas have to be implemented.

### 8.1.1 Known results

In [33], Liu and Kawashima first investigated the Cauchy problem (8.1.1) in one dimensional whole space $\mathbb{R}$. Due to the regularity-loss property and the weak dissipation of the system, they had to assume the stronger nonlinearity (to make the initial data much smaller) than usual. By virtue of the semi-group arguments, they obtained the global-in-time existence and uniqueness, and optimal decay of the solution to the problem (8.1.6) under enough smallness and high regularity assumptions on the initial data. There, they employed a time-weighted $L^{2}$ energy method combined with the optimal $L^{2}$ decay of lower-order derivatives of the solution.

Here, in order to state their results precisely, we introduce the energy norm $\tilde{E}$ and the corresponding dissipation norm $\tilde{D}$ as follows:

$$
\begin{aligned}
\tilde{E}(t)^{2} & :=\sum_{j=0}^{\left[\frac{s}{2}\right]} \sup _{0 \leq \tau \leq t}(1+\tau)^{\frac{j}{2}-\varepsilon}\left\|\partial_{x}^{j} W(\tau)\right\|_{H^{s-2 j}}^{2}, \\
\tilde{D}(t)^{2} & :=\sum_{j=0}^{\left[\frac{s}{2}\right]} \int_{0}^{t}(1+\tau)^{\frac{j}{2}-1-\varepsilon}\left\|\partial_{x}^{j} W(\tau)\right\|_{H^{s-2 j}}^{2} d \tau
\end{aligned}
$$

for $\varepsilon \in\left(0, \frac{1}{4}\right]$ and $s \geq 0$.
Proposition 8.1.1 (Global-in-time existence \& $L^{2}$ decay estimate [33]). Assume $\sigma^{\prime}(\eta)=$ $a^{2}+O\left(\eta^{2}\right)$ as $\eta \rightarrow 0$. Let $s$ be an integer satisfying $s \geq 3$ for $a=1$ and $s \geq 5$ for $a \neq 1$. Suppose that the initial data $W_{0} \in H^{s} \cap L_{1}^{1}$ and $\int_{\mathbb{R}} W_{0}(x) d x=0$. Put $E_{1}:=\left\|W_{0}\right\|_{H^{s}}+\left\|W_{0}\right\|_{L_{1}^{1}}$.

Then there exists a positive constant $\delta_{1}$ such that if $E_{1} \leq \delta_{1}$, the Cauchy problem (8.1.6) has a unique global-in-time solution $W(t)$ with

$$
W \in C\left([0, \infty] ; H^{s}\right) \cap C^{1}\left([0, \infty] ; H^{s-1}\right)
$$

and the solution $W(t)$ verifies the energy estimate

$$
\tilde{E}(t)^{2}+\tilde{D}(t)^{2} \leq C E_{1}^{2}
$$

Moreover, for this solution $W(t)$, the following optimal decay estimates for lower-order derivatives hold:
(1) if $a=1$, then for $0 \leq k \leq\left[\frac{s-1}{2}\right]$,

$$
\left\|\partial_{x}^{k} W(t)\right\|_{H^{s-2 k-1}} \leq C E_{1}(1+t)^{-\frac{3}{8}-\frac{k}{4}}
$$

(2) if $a \neq 1$, then for $0 \leq k \leq\left[\frac{s-3}{2}\right]$,

$$
\left\|\partial_{x}^{k} W(t)\right\|_{H^{s-2 k-3}} \leq C E_{1}(1+t)^{-\frac{3}{8}-\frac{k}{4}}
$$

In Proposition 8.1.1 they assumed $W_{0} \in L_{1}^{1}$ and $\int_{\mathbb{R}} W_{0}(x) d x=0$ because it gives $1 / 4$ more decay, and this is crucial to their proof. Their proof of the global-in-time existence and uniqueness results is essentially parallel to the computations of the energy estimate in the Fourier space for the linearized system (8.2.13), which they showed in [32].

In [32], based on the energy estimate in the Fourier space, they derived the pointwise estimate of the solution to the linearized system (8.2.13) in the Fourier space, which gives a sharp decay estimate of the solutionin $L^{2}$.

Proposition 8.1.2 (Pointwise estimate in Fourier space [32]). Let $\hat{W}=\left(\varphi_{x}+\psi, \psi_{t}, a \psi_{x}, \varphi_{t}\right)$ be a solution and $\hat{W}_{0}$ be the corresponding initial data to the Cauchy problem (8.2.13). Then $\hat{W}$ satisfies the following pointwise estimates in the Fourier space for any $\xi \in \mathbb{R}$ and $t \geq 0$ :

$$
\begin{aligned}
& |\hat{W}(\xi, t)| \leq C e^{-c \tilde{\rho}_{1}(\xi) t}\left|\hat{W}_{0}(\xi)\right| \quad \text { for } \quad a=1, \\
& |\hat{W}(\xi, t)| \leq C e^{-c \tilde{\rho}_{2}(\xi) t}\left|\hat{W}_{0}(\xi)\right| \quad \text { for } \quad a \neq 1,
\end{aligned}
$$

where $\tilde{\rho}_{1}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{2}, \tilde{\rho}_{2}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{4}$.
This result implies that the decay property of the system is of the regularity-loss type and is much weaker than that of the system with a normal damping term (so called the dissipative Timoshenko system or the classical Timoshenko system): Concerning the recent developments for the dissipative Timoshenko system, we refer to [38, 42, 72].

Finally, we would like to mention other studies on the Timoshenko system with different dissipative mechanism; see, e.g., [47, 48] for frictional dissipation case, [19, 54, 55] for thermal dissipation case, and $[3,4,34]$ for memory-type dissipation case.

### 8.1.2 Aim

The aim of this chapter is to show the global-in-time existence and uniqueness of the solution to the Cauchy problem (8.1.6) under the lowest regularity assumption on the initial data.

To this end, in Section 8.2 we remake the pointwise estimate of the solution to the linearized system (8.2.13) in [32] in order to get the way to construct the Lyapunov function which minimizes the number of the dissipation terms of regularity-loss.

Next, we characterize the dissipative structure of the system 8.1.6 by the straight calculation of the asmnptotic expansions of the eigenvalues. This characterization confirms that our pointwise estimate is optimal.

Finally, in Section 8.3, based on our linearized system results in Section 8.2, we investigate the nonlinear system (8.1.6) and obtain the global-in-time existence and uniqueness in the critical sobolev space $H^{2}$. That is, we show that the global-in-time existence and uniqueness of the system (8.1.6) could be proved in the minimal regularity assumption on the initial data and no need to employ any time-weighted norm as Liu and Kawashima did in [33]. This implies that our refinement of the Lyapunov function in Section 8.2 and its application to the nonlinear system completely overcomes the difficulty caused by the weak dissipation due to the regularity-loss property of the Timoshenko system with a memory term (8.1.1).

### 8.2 Linear system

In Section 8.2, we consider the linearized Timoshenko system of memory type (8.2.13) in one dimensional whole space $\mathbb{R}$. In Subsection 8.2.2, we derive the pointwise estimate of the solution to the linearized system (8.2.13) in the Fourier space, which gives the optimal decay estimate of the solution in $L^{2}$ with the desired decay rate $t^{-\frac{1}{8}}$ in Section 8.2.1.

In Subsection 8.2.3, we characterize the dissipative structure of the Timoshenko system of memory type (8.1.6), based on the information of the eigenvalues of the linearized system (8.2.13). Note that our pointwise estimate in Subsection 8.2 .2 completely matches with the dissipative structure shown in Subsection 8.2.3.

### 8.2.1 Decay estimate

In this subsection, we show the $L^{2}$-decay estimate of the solution to the linearized Timoshenko system of memory type (8.2.13).

Applying the Fourier transform to (8.2.13) to have

$$
\left\{\begin{array}{l}
\hat{W}_{t}+i \xi A \hat{W}+i \xi B g * \hat{W}+L \hat{W}=0  \tag{8.2.1}\\
\hat{W}(\xi, 0)=\hat{W}_{0}(\xi)
\end{array}\right.
$$

where $\hat{W}=(\hat{v}, \hat{y}, \hat{u}, \hat{z})^{T}$, $\hat{W}_{0}=\left(\hat{v}_{0}, \hat{y}_{0}, \hat{u}_{0}, \hat{z}_{0}\right)^{T}$. Firstly, we give the pointwise estimate of the solution to the linearized system in the Fourier space (8.2.1).

Theorem 8.2.1 (Pointwise estimate in Fourier space). Let $\hat{W}$ be a solution and $\hat{W}_{0}$ be the corresponding initial data to the Cauchy problem (8.2.1). Then $\hat{W}$ satisfies the following pointwise estimates in the Fourier space for any $\xi \in \mathbb{R}$ and $t \geq 0$ :

$$
\begin{align*}
& |\hat{W}(\xi, t)| \leq C e^{-c \rho_{1}(\xi) t}\left|\hat{W}_{0}(\xi)\right| \quad \text { for } \quad a=1  \tag{8.2.2}\\
& |\hat{W}(\xi, t)| \leq C e^{-c \rho_{2}(\xi) t}\left|\hat{W}_{0}(\xi)\right| \quad \text { for } \quad a \neq 1 \tag{8.2.3}
\end{align*}
$$

where $\rho_{1}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{2}, \rho_{2}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{3}$.
Remark 8.2.2. In [32], Liu and Kawashima showed the same result as (8.2.2) in the case of $a=1$. However, in the case of $a \neq 1$, their estimate with $\tilde{\rho}_{2}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{4}$ is worse one than expected from our dissipative structure result in Proposition 8.2.9. Our results with $\rho_{1}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{2}$ for $a=1$ and $\rho_{2}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{3}$ for $a \neq 1$ completely match with the dissipative structure in Proposition 8.2.9.

The proof of Theorem 8.2.1 is given by the energy method in the Fourier space, and the optimal estimate (8.2.3) in the case of $a \neq 1$ requires our improvement: See Subsection 8.2.2.

Secondly, the above pointwise estimates give us the optimal $L^{2}$-decay estimates of the solution to the linearized system (8.2.13) stated as follows.

Theorem 8.2.3 ( $L^{2}$-decay estimate). Let $W$ be a solution and $W_{0}$ be the corresponding initial data to the Cauchy problem (8.2.13). Then $W$ satisfies the following decay estimates for any $t \geq 0$ :

$$
\begin{equation*}
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|W_{0}\right\|_{L^{p}}+C e^{-c t}\left\|\partial_{x}^{k} W_{0}\right\|_{L^{2}} \tag{8.2.4}
\end{equation*}
$$

for $a=1$, while

$$
\begin{equation*}
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{4}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{4}}\left\|W_{0}\right\|_{L^{p}}+C(1+t)^{-\frac{\ell}{2}}\left\|\partial_{x}^{k+\ell} W_{0}\right\|_{L^{2}} \tag{8.2.5}
\end{equation*}
$$

for $a \neq 1$, where $1 \leq p \leq 2$ and $k, \ell \geq 0$ are constants.
Remark 8.2.4. Clearly, the high frequency part in (8.2.4) for $a=1$ yields an exponential decay. On the other hand, the corresponding part in (8.2.5) for $a \neq 1$ is of the regularity-loss type, since $(1+t)^{-\ell / 2}$ is created only by assuming the additional $\ell$-th order regularity on the initial data.

In the rest of this subsection, we give the proof of Theorem 8.2.3. This proof is essentially same as the proof first given by Ide, Haramoto and Kawashoma in [24] (also see [32, 38]).

Proof of Theorem 8.2.3 ([24, 32, 38]). First we consider the case of $a=1$. Applying the Plancherel theorem and using the pointwise estimate (8.2.2), we have

$$
\begin{equation*}
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}}^{2}=C \int_{\mathbb{R}} \xi^{2 k}|\hat{W}(t, \xi)|^{2} d \xi \leq C \int_{\mathbb{R}} \xi^{2 k} e^{-\rho_{1}(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \tag{8.2.6}
\end{equation*}
$$

We divide the last integral into two parts $I_{1}$ and $I_{2}$ corresponding to the regions $|\xi| \leq 1$ and $|\xi| \geq 1$, respectively. Here we see that $\rho_{1}(\xi) \geq c \xi^{4}$ for $|\xi| \leq 1$ so that we have

$$
I_{1}=C \int_{|\xi| \leq 1} \xi^{2 k} e^{-c \rho_{1}(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \leq C \int_{|\xi| \leq 1} \xi^{2 k} e^{-c \xi^{4} t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi
$$

For $1 \leq p \leq 2$, we choose $p^{\prime}$ such that $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Also, we take $r$ such that $\frac{1}{r}+\frac{2}{p^{\prime}}=1$. Then we see that $\frac{1}{2 r}=\frac{1}{p}-\frac{1}{2}$. Applying the Hölder inequality and the Hausdorff-Young inequality, we estimate $I_{1}$ as

$$
\begin{aligned}
I_{1} & \leq C\left\|\xi^{2 k} e^{-c \xi^{4} t}\right\|_{L^{r}(|\xi| \leq 1)}\left\|\hat{W}_{0}\right\|_{L^{p^{\prime}}}^{2} \\
& \leq C(1+t)^{-\frac{1}{4 r}-\frac{k}{2}}\left\|W_{0}\right\|_{L^{p}}^{2}=C(1+t)^{-\frac{1}{2}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{2}}\left\|W_{0}\right\|_{L^{p}}^{2}
\end{aligned}
$$

On the other hand, in the high frequency region $|\xi| \geq 1$, we have $\rho_{1}(\xi) \geq c$. Therefore we estimate $I_{2}$ as

$$
\begin{aligned}
I_{2} & =C \int_{|\xi| \geq 1} \xi^{2 k} e^{-c \rho_{1}(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \\
& \leq C e^{-c t} \int_{|\xi| \geq 1} \xi^{2 k}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \leq C e^{-c t}\left\|\partial_{x}^{k} W_{0}\right\|_{L^{2}}^{2}
\end{aligned}
$$

Substituting these estimates into (8.2.6) gives the desired estimate (8.2.4).
Next we consider the case of $a \neq 1$. Using (8.2.3), we have

$$
\begin{equation*}
\left\|\partial_{x}^{k} W(t)\right\|_{L^{2}}^{2} \leq C \int_{\mathbb{R}} \xi^{2 k} e^{-\rho_{2}(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \tag{8.2.7}
\end{equation*}
$$

We divide this integral into two parts $J_{1}$ and $J_{2}$ corresponding to the regions $|\xi| \leq 1$ and $|\xi| \geq 1$, respectively. Since, $\rho_{2}(\xi) \geq c \xi^{4}$ for $|\xi| \leq 1$, the low frequency part $J_{1}$ is estimated just in the same way as $I_{1}$. That is, $J_{1} \leq C(1+t)^{-\frac{1}{2}\left(\frac{1}{p}-\frac{1}{2}\right)-\frac{k}{2}}\left\|W_{0}\right\|_{L^{p}}^{2}$. On the other hand, in the high frequency region $|\xi| \geq 1$, we see that $\rho_{2}(\xi) \geq c|\xi|^{-2}$. Thus,

$$
\begin{aligned}
J_{2} & =C \int_{|\xi| \geq 1} \xi^{2 k} e^{-c \rho_{2}(\xi) t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \leq C \int_{|\xi| \geq 1} \xi^{2 k} e^{-c|\xi|^{-2} t}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \\
& \leq C \sup _{|\xi| \geq 1}\left\{|\xi|^{-2 l} e^{-c|\xi|^{-2} t}\right\} \int_{|\xi| \geq 1} \xi^{2(k+l)}\left|\hat{W}_{0}(\xi)\right|^{2} d \xi \\
& \leq C(1+t)^{-l}\left\|\partial_{x}^{k+l} W_{0}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Substituting these estimates into (8.2.7) gives the desired estimate (8.2.5) for $a \neq 1$. This completes the proof of Theorem 8.2.3.

### 8.2.2 Energy method in Fourier spaces

In this subsection, we prove Theotem 8.2 .1 by the energy method in the Fourier space. Before the proof, we prepare some notations related to the convolution operator with respect to $t$.

Let $k(t)$ be a real valued kernel function. For any complex valued function $\varphi(t)$ and $\psi(t)$, we define

$$
\begin{aligned}
& (k * \varphi)(t)=\int_{0}^{t} k(t-\tau) \varphi(\tau) d \tau \\
& (k \diamond \varphi)(t)=\int_{0}^{t} k(t-\tau)(\varphi(t)-\varphi(\tau)) d \tau \\
& k[\varphi, \psi](t)=\int_{0}^{t} k(t-\tau)(\varphi(t)-\varphi(\tau))(\bar{\psi}(t)-\bar{\psi}(\tau)) d \tau,
\end{aligned}
$$

where $\bar{\psi}$ denotes the complex conjugate of $\psi$. Here we see that

$$
\begin{equation*}
k * \varphi=K(t)-k \diamond \varphi, \quad(k * \varphi)_{t}=k(t) \varphi-k^{\prime} \diamond \varphi, \tag{8.2.8}
\end{equation*}
$$

where $K(t)=\int_{0}^{t} k(s) d s$ and $k^{\prime}(t)=\frac{d k(t)}{d t}$. Moreover, applying the Hölder inequality, we have

$$
\begin{equation*}
|(k \diamond \varphi)(t)|^{2} \leq\left(\int_{0}^{t}|k(\tau)| d \tau\right)|k|[\varphi, \varphi](t) \tag{8.2.9}
\end{equation*}
$$

Finally, the following special equality first given by Rivera and his collaboraters in [3] takes very much important role in our proof of Theorem 8.2.1.

Lemma 8.2.5 ([3, 13, 41]). Let $k$ be a real valued function. Then, for any complex valued function $\varphi$, we have the following equality:

$$
\begin{equation*}
-2 \operatorname{Re}\left\{(k * \varphi) \bar{\varphi}_{t}\right\}=\frac{d}{d t}\left\{k[\varphi, \varphi]-K(t)|\varphi|^{2}\right\}+\left\{k^{\prime}[\varphi, \varphi]-k(t)|\varphi|^{2}\right\} \tag{8.2.10}
\end{equation*}
$$

Proof of Theorem 8.2.1. In the case of $a=1$, the proof of (8.2.2) is already shown in [32]. Therefore, here we focus on the proof for $a \neq 1$, which is of our refinement to show (8.2.3).

First, we rewrite the linearized system (8.2.13) in the form

$$
\begin{align*}
& \hat{v}_{t}-i \xi \hat{u}-\hat{y}=0  \tag{8.2.11a}\\
& \hat{y}_{t}-a i \xi \hat{z}+\hat{v}+b i \xi g * \hat{z}=0  \tag{8.2.11b}\\
& \hat{u}_{t}-i \xi \hat{v}=0  \tag{8.2.11c}\\
& \hat{z}_{t}-a i \xi \hat{y}=0 \tag{8.2.11d}
\end{align*}
$$

The proof is given by the energy method in the Fourier space, and is divided into 5 steps.
Step 1: Take the inner product in $\mathbb{C}^{4}$ of $\hat{W}_{t}+i \xi A \hat{W}+i \xi B g * \hat{W}+L \hat{W}=0$ with $\hat{W}$, then take the real part to have

$$
\begin{equation*}
\frac{1}{2}\left(|\hat{W}|^{2}\right)_{t}+\operatorname{Re}\{b i \xi(g * \hat{z}) \overline{\hat{y}}\}=0 . \tag{8.2.12}
\end{equation*}
$$

To eliminate the second term in (8.2.12), we make the following equality: Multiply the complex conjugate of (8.2.11d) by $-g * \hat{z}$ and take the real part. This gives

$$
\begin{equation*}
-\operatorname{Re}\left\{(g * \hat{z}) \overline{\hat{z}}_{t}\right\}-\operatorname{Re}\{a i \xi(g * \hat{z}) \overline{\hat{y}}\}=0 . \tag{8.2.13}
\end{equation*}
$$

Then, make the combination $a \times(8.2 .12)+b \times(8.2 .13)$ and use the equality (8.2.10) to obtain the following basic energy equality:

$$
\begin{equation*}
\frac{1}{2} E_{1, t}+D_{1}=0 \tag{8.2.14}
\end{equation*}
$$

where we put

$$
E_{1}=a|\hat{W}|^{2}+b g[\hat{z}, \hat{z}]-b G(t)|\hat{z}|^{2}, \quad D_{1}=\frac{b}{2}\left(-g^{\prime}[\hat{z}, \hat{z}]+b g(t)|\hat{z}|^{2}\right),
$$

and $G(t)=\int_{0}^{t} g(s) d s$. Here by putting $M_{0}^{2}=g[\hat{z}, \hat{z}]+g(t)|\hat{z}|^{2}$ and using the assumption (8.1.3) on $g, E_{1}$ and $D_{1}$ can be estimated as

$$
\begin{equation*}
c\left(|\hat{W}|^{2}+M_{0}^{2}\right) \leq E_{1} \leq C\left(|\hat{W}|^{2}+M_{0}^{2}\right), \quad D_{1} \geq c M_{0}^{2} \tag{8.2.15}
\end{equation*}
$$

Note that the basic energy equality (8.2.14) does not contain any dissipation term except $D_{1}$, which is directly due to the memory term.

Step 2: Next we create the dissipation term $\xi^{2}|\hat{y}|^{2}$ by making use of the memory effect. Multiply (8.2.11b) by $-i \xi(g * \overline{\hat{z}})_{t}$ and take the real part to have

$$
\begin{equation*}
\frac{1}{2}\left(b|\xi|^{2}|g * \hat{z}|^{2}\right)_{t}-\operatorname{Re}\left\{i \xi \hat{y}_{t}(g * \overline{\hat{z}})_{t}\right\}+\operatorname{Re}\left\{i \xi(a i \xi \hat{z}-\hat{v})(g * \overline{\hat{z}})_{t}\right\}=0 \tag{8.2.16}
\end{equation*}
$$

Here we rewrite the second term in (8.2.16) by using $(g * \overline{\hat{z}})_{t}=g(0) \overline{\hat{z}}+g^{\prime} * \overline{\hat{z}}$. This yields

$$
\begin{equation*}
\frac{1}{2}\left(1+\xi^{2}\right) E_{2, t}+g(0) \operatorname{Re}\left(i \xi \hat{y} \overline{\hat{z}}_{t}\right)=R_{2} \tag{8.2.17}
\end{equation*}
$$

where

$$
\begin{aligned}
\left(1+\xi^{2}\right) E_{2} & =b|\xi|^{2}|g * \overline{\hat{z}}|^{2}-2 \operatorname{Re}\left\{i \xi\left(g * \overline{\hat{z}}_{t}\right)\right\} \\
R_{2} & =-\operatorname{Re}\left\{i \xi(a i \xi \hat{z}-\hat{v})(g * \overline{\hat{z}})_{t}+i \xi \hat{y}\left(g^{\prime} * \overline{\hat{z}}\right)_{t}\right\}
\end{aligned}
$$

Finally, to eliminate the second term in (8.2.17), firstly multiply the complex conjugate of (8.2.11d) by $-i \xi \hat{y}$ and take the real part to get

$$
\begin{equation*}
-\operatorname{Re}\left(i \xi \hat{y} \overline{\hat{z}}_{t}\right)+a \xi^{2}|\hat{y}|^{2}=0 \tag{8.2.18}
\end{equation*}
$$

Secondly, multiply (8.2.18) by $g(0)$ and add the result to (8.2.17). This gives the desired equality with the dissipation term $\xi^{2}|\hat{y}|^{2}$ :

$$
\begin{equation*}
\frac{1}{2}\left(1+\xi^{2}\right) E_{2, t}+a g(0) \xi^{2}|\hat{y}|^{2}=R_{2} \tag{8.2.19}
\end{equation*}
$$

Moreover, by using (8.2.8), (8.2.9) and (8.1.3), we see that

$$
\left\{\begin{array}{l}
|g * \overline{\hat{z}}|=|G(t) \overline{\hat{z}}-g \diamond \overline{\hat{z}}| \leq C\left(|\overline{\hat{z}}|+M_{0}\right),  \tag{8.2.20}\\
\left|(g * \overline{\hat{z}})_{t}\right|=\left|g(t) \overline{\hat{z}}-g^{\prime} \diamond \overline{\hat{z}}\right| \leq C M_{0}, \\
\left|\left(g^{\prime} * \overline{\hat{z}}\right)_{t}\right|=\left|g^{\prime}(t) \overline{\hat{z}}-g^{\prime \prime} \diamond \overline{\hat{z}}\right| \leq C M_{0} .
\end{array}\right.
$$

Therefore, by using (8.2.20), $E_{2}$ and $R_{2}$ in (8.2.19) can be estimated as

$$
\begin{equation*}
\left|E_{2}\right| \leq C\left(|\hat{W}|^{2}+M_{0}^{2}\right), \quad\left|R_{2}\right| \leq C \xi^{2}|\hat{z}| M_{0}+C|\xi|(|\hat{v}|+|\hat{y}|) M_{0} \tag{8.2.21}
\end{equation*}
$$

Step 3: In this step, we create the dissipation term $|\hat{v}|^{2}$ by using the relaxation part $L \hat{W}$ in (8.2.1). Make the combination $(8.2 .11 b) \times \overline{\hat{v}}+(8.2 .11 a) \times \overline{\hat{y}}$ to have

$$
\begin{equation*}
\left(\hat{v}_{t} \overline{\hat{y}}+\overline{\hat{v}} \hat{y}_{t}\right)+|\hat{v}|^{2}-|\hat{y}|^{2}-i \xi(\hat{v} \overline{\hat{y}}+a \overline{\hat{v}} \hat{z})+b i \xi \overline{\hat{v}}(g * \hat{z})=0 . \tag{8.2.22}
\end{equation*}
$$

Similarly, make the combination $(8.2 .11 \mathrm{c}) \times \overline{\hat{z}}+(8.2 .11 \mathrm{~d}) \times \overline{\hat{u}}$ to get

$$
\begin{equation*}
\left(\hat{u}_{t} \overline{\hat{z}}+\overline{\hat{u}} \hat{z}_{t}\right)-i \xi(\hat{v} \overline{\hat{z}}+a \hat{y} \overline{\hat{u}})=0 . \tag{8.2.23}
\end{equation*}
$$

To eliminate the last term in (8.2.22), we make the following equality: Multiply the complex conjugate of $(8.2 .11 \mathrm{c})$ by $-g * \hat{z}$. This gives

$$
\begin{equation*}
-\{\overline{\hat{u}}(g * \hat{z})\}_{t}+\overline{\hat{u}}(g * \hat{z})_{t}-i \xi \overline{\hat{v}}(g * \hat{z})=0 \tag{8.2.24}
\end{equation*}
$$

Consequently, make the combination (8.2.22) $+a \times(8.2 .23)+b \times(8.2 .24)$ and take the real part to obtain

$$
\begin{equation*}
E_{3, t}+|\hat{v}|^{2}=R_{3}, \tag{8.2.25}
\end{equation*}
$$

where

$$
E_{3}=\operatorname{Re}\left\{(\hat{v} \overline{\hat{y}}+a \overline{\hat{v}} \hat{z}-b \hat{u}(g * \overline{\hat{z}})\}, \quad R_{3}=|\hat{y}|^{2}-\left(a^{2}-1\right) \operatorname{Re}(i \xi \overline{\hat{y}} \hat{u})-b \operatorname{Re}\left\{\hat{u}(g * \overline{\hat{z}})_{t}\right\} .\right.
$$

Therefore, by using (8.2.20), $E_{3}$ and $R_{3}$ in (8.2.25) can also be estimated as

$$
\begin{equation*}
\left|E_{3}\right| \leq C\left(|\hat{W}|^{2}+M_{0}^{2}\right), \quad\left|R_{3}\right| \leq|\hat{y}|^{2}+C|\xi||\hat{y}||\hat{u}|+C|\hat{u}| M_{0} \tag{8.2.26}
\end{equation*}
$$

Remark 8.2.6. In the case of $a=1, R_{3}$ is estimated as $\left|R_{3}\right| \leq|\hat{y}|^{2}+C|\hat{u}| M_{0}$.

Step 4: Finally, we create the dissipation term $\xi^{2}|\hat{u}|^{2}+\xi^{2}\left(1+\xi^{2}\right)|\hat{z}|^{2}$ by using the hyperbolic part $i \xi A \hat{W}$. Note that our refinement lies in this step: We create the dissipation term $\xi^{2}|\hat{u}|^{2}+\xi^{2}\left(1+\xi^{2}\right)|\hat{z}|^{2}$ instead of $\xi^{2}\left(|\hat{u}|^{2}+|\hat{z}|^{2}\right)$ in [32]. Make the combination (8.2.11a) $\times$ $i \xi \overline{\hat{u}}-(8.2 .11 \mathrm{c}) \times i \xi \overline{\hat{v}}$ to have

$$
\begin{equation*}
i \xi\left(\hat{v}_{t} \overline{\hat{u}}-\overline{\hat{v}} \hat{u}_{t}\right)+\xi^{2}\left(|\hat{u}|^{2}-|\hat{v}|^{2}\right)-i \xi \hat{y} \overline{\hat{u}}=0 . \tag{8.2.27}
\end{equation*}
$$

Also, make the combination $(8.2 .11 \mathrm{~b}) \times i \xi \overline{\hat{z}}-(8.2 .11 \mathrm{~d}) \times i \xi \overline{\hat{y}}$ to get

$$
\begin{equation*}
i \xi\left(\hat{y}_{t} \overline{\hat{z}}-\overline{\hat{y}} \hat{z}_{t}\right)+a \xi^{2}\left(|\hat{\hat{z}}|^{2}-|\hat{y}|^{2}\right)+i \xi \hat{v} \overline{\hat{z}}-b \xi^{2}(g * \hat{z}) \overline{\hat{z}}=0 . \tag{8.2.28}
\end{equation*}
$$

In the case of $a \neq 1$, we make the combination (8.2.27) $+(8.2 .28) \times\left(1+\xi^{2}\right)$. Then, use (8.2.8) and take the real part to obtain

$$
\begin{equation*}
\xi\left\{E_{4}+\left(1+\xi^{2}\right) E_{5}\right\}_{t}+\xi^{2}\left\{|\hat{u}|^{2}+(a-b G(t))\left(1+\xi^{2}\right)|\hat{z}|^{2}\right\}=R_{4}, \tag{8.2.29}
\end{equation*}
$$

where

$$
\begin{aligned}
E_{4} & =\operatorname{Re}\{i \hat{v} \overline{\hat{u}}\}, \quad E_{5}=\operatorname{Re}\{i \hat{z} \hat{z}\}, \\
R_{4} & =\xi^{2}\left\{|\hat{v}|^{2}+a\left(1+\xi^{2}\right)|\hat{y}|^{2}\right\}+\operatorname{Re}(i \xi \hat{y} \overline{\hat{u}}) \\
& -\operatorname{Re}\left\{i \xi\left(1+\xi^{2}\right) \hat{v} \overline{\hat{z}}\right\}-b \xi^{2}\left(1+\xi^{2}\right) \operatorname{Re}\{(g \diamond \hat{z}) \overline{\hat{z}}\} .
\end{aligned}
$$

Therefore, by using (8.2.20), $E_{4}$ and $R_{4}$ in (8.2.29) can be estimated as

$$
\left\{\begin{align*}
\left|E_{4}\right| & +\left(1+\xi^{2}\right)\left|E_{5}\right| \leq\left(1+\xi^{2}\right)|\hat{W}|^{2}  \tag{8.2.30}\\
\left|R_{4}\right| & \leq C \xi^{2}\left\{|\hat{v}|^{2}+\left(1+\xi^{2}\right)|\hat{y}|^{2}\right\} \\
& +|\xi|\left\{|\hat{y}||\hat{u}|+\left(1+\xi^{2}\right)|\hat{v}||\hat{z}|\right\}+C \xi^{2}\left(1+\xi^{2}\right)|\hat{z}| M_{0}
\end{align*}\right.
$$

Remark 8.2.7. In the case of $a=1$, we employ the combination (8.2.27) + (8.2.28) instead of $(8.2 .27)+(8.2 .28) \times\left(1+\xi^{2}\right)$.

Step 5: Now we construct the Lyapunov function for $a \neq 1$. Combine the equalities obtained from Step 2 to Step 4 as $(8.2 .19) \times\left(1+\xi^{2}\right)^{2}+\left\{(8.2 .25) \times \xi^{2}\left(1+\xi^{2}\right)+(8.2 .29) \times \alpha_{1} \xi^{2}\right\} \times \alpha_{2}$ with suitably small positive constants $\alpha_{1}>0$ and $\alpha_{2}>0$. Then divide the result by $\left(1+\xi^{2}\right)^{3}$. This gives

$$
\begin{equation*}
\frac{1}{2} \mathcal{E}_{t}+\mathcal{D}=\mathcal{R} \tag{8.2.31}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{E} & =E_{2}+\frac{2 \alpha_{2} \xi^{2}}{\left(1+\xi^{2}\right)^{2}}\left\{E_{3}+\alpha_{1} \xi\left(\frac{E_{4}}{1+\xi^{2}}+E_{5}\right)\right\} \\
\left(1+\xi^{2}\right)^{3} \mathcal{D} & =\alpha_{2}\left(1+\xi^{2}\right) \xi^{2}|\hat{v}|^{2}+a g(0)\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{y}|^{2} \\
& +\alpha_{2} \alpha_{1} \xi^{4}\left\{|\hat{u}|^{2}+(a-b G(t))\left(1+\xi^{2}\right)|\hat{z}|^{2}\right\} \\
\left(1+\xi^{2}\right)^{3} \mathcal{R} & =\left(1+\xi^{2}\right)^{2} R_{2}+\alpha_{2}\left\{\left(1+\xi^{2}\right) \xi^{2} R_{3}+\alpha_{1} \xi^{2} R_{4}\right\} .
\end{aligned}
$$

We see $a-b G(t) \geq a-b>0$. Besides, by using the inequalites (8.2.21), (8.2.26) and (8.2.30), we estimate $\mathcal{E}, \mathcal{D}$ and $\mathcal{R}$ by the Young inequality. Then we choose $\alpha_{1}>0$ and $\alpha_{2}>0$ such that

$$
\left\{\begin{array}{l}
|\mathcal{E}| \leq C\left(|\hat{W}|^{2}+M_{0}^{2}\right)  \tag{8.2.32}\\
\left(1+\xi^{2}\right)^{3} \mathcal{D} \geq c\left(1+\xi^{2}\right) \xi^{2}|\hat{v}|^{2}+c\left(1+\xi^{2}\right)^{2} \xi^{2}|\hat{y}|^{2}+c \xi^{4}|\hat{u}|^{2}+c\left(1+\xi^{2}\right) \xi^{4}|\hat{z}|^{2} \\
|\mathcal{R}| \geq \frac{1}{2} \mathcal{D}+C M_{0}^{2}
\end{array}\right.
$$

Furthermore, make the combination $(8.2 .14)+(8.2 .31) \times \alpha_{3}$ with any $\alpha_{3}>0$ to have

$$
\begin{equation*}
\frac{1}{2} E_{t}+D=0 \tag{8.2.33}
\end{equation*}
$$

where

$$
E=E_{1}+\alpha_{3} \mathcal{E}, \quad D=D_{1}+\alpha_{3}(\mathcal{D}-\mathcal{R})
$$

Therefore, for a suitably small positive constant $\alpha_{3}, E$ and $D$ can be estimated by using (8.2.15) and (8.2.32) as

$$
\begin{gather*}
c\left(|\hat{W}|^{2}+M_{0}^{2}\right) \leq E \leq C\left(|\hat{W}|^{2}+M_{0}^{2}\right)  \tag{8.2.34}\\
D \geq \frac{c \xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{v}|^{2}+\frac{c \xi^{2}}{1+\xi^{2}}|\hat{y}|^{2}+\frac{c \xi^{4}}{\left(1+\xi^{2}\right)^{3}}|\hat{u}|^{2}+\frac{c \xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\hat{z}|^{2}+c M_{0}^{2} \tag{8.2.35}
\end{gather*}
$$

Especially, we put $\rho_{2}(\xi)=\xi^{4} /\left(1+\xi^{2}\right)^{3}$, then we have $D \geq c \rho_{2}(\xi)\left(|\hat{W}|^{2}+M_{0}^{2}\right) \geq c \rho_{2}(\xi) E$. Therefore, from (8.2.33) we obtain $E_{t}+c \rho_{2}(\xi) E \leq 0$. Consequently, the differential inequality

$$
|E(t, \xi)| \leq C e^{-c \rho_{2}(\xi) t}|E(0, \xi)|
$$

and the estimate of $E$ (8.2.34) yield the desired pointwise estimate (8.2.3) for $a \neq 1$.
Remark 8.2.8. When $a \neq 1$, we see from (8.2.35) that the coefficients of the three components $|\hat{y}|,|\hat{z}|$ and $M_{0}^{2}$ become c for $|\xi| \rightarrow \infty$, while the other two $|\hat{v}|$ and $|\hat{u}|$ become $c \xi^{-2}$ for $|\xi| \rightarrow \infty$. These suggest that our way of constructing the dissipation term for $a \neq 1$ completely matche with the dissipative structure results in Subsection 8.2.3.

### 8.2.3 Spectral property

In this subsection, we characterize the dissipative structure of the Timoshenko system of memory type (8.1.6) in order to confirm our pointwise estimates (8.2.2) and (8.2.3) are optimal. To this end, in the first place, we simplify the linearized system (8.2.13) to the first order hyperbolic system without any convolution operators to make the calculations easier.

Assume

$$
\begin{equation*}
g(t)=\mu e^{-\mu t} \tag{8.2.36}
\end{equation*}
$$

and put $w=\int_{0}^{t} g(t-\tau) z(\tau) d \tau$. Moreover, let $\tilde{z}=\sqrt{a-b} z$ and $\tilde{w}=\sqrt{b}(w-z)$. Then the linearized system (8.2.13) can be reduced to

$$
\left\{\begin{array}{l}
v_{t}-u_{x}+y=0,  \tag{8.2.37}\\
y_{t}-c_{1} \tilde{z}_{x}-v+c_{2} \tilde{w}_{x}=0, \\
u_{t}-v_{x}=0 \\
\tilde{z}_{t}-c_{1} y_{x}=0 \\
\tilde{w}_{t}+c_{2} y_{x}+\mu \tilde{w}=0,
\end{array}\right.
$$

where $c_{1}=\sqrt{a-b}, c_{2}=\sqrt{b}$. Next, applying the Fourier transform to (8.2.37), we have

$$
\left\{\begin{array}{l}
\hat{v}_{t}-i \xi \hat{u}-\hat{y}=0  \tag{8.2.38}\\
\hat{y}_{t}-c_{1} i \xi \hat{\tilde{z}}+\hat{v}+c_{2} i \xi \hat{\tilde{w}}=0 \\
\hat{u}_{t}-i \xi \hat{v}=0 \\
\hat{\tilde{z}}_{t}-c_{1} i \xi \hat{y}=0 \\
\hat{\tilde{w}}_{t}+c_{2} i \xi \hat{y}+\mu \hat{\tilde{w}}=0
\end{array}\right.
$$

where $\xi \in \mathbb{R}$ is the Fourier variable. In vector notation, the system (8.2.38) is written as

$$
\begin{equation*}
\hat{\tilde{W}}_{t}+(i \xi \tilde{A}+\sim L) \hat{\tilde{W}}=0 \tag{8.2.39}
\end{equation*}
$$

where

$$
\hat{\tilde{W}}=\left(\begin{array}{c}
\hat{v} \\
\hat{y} \\
\hat{u} \\
\hat{\tilde{z}} \\
\hat{\tilde{w}}
\end{array}\right), \tilde{A}=\left(\begin{array}{ccccc}
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -c_{1} & c_{2} \\
-1 & 0 & 0 & 0 & 0 \\
0 & -c_{1} & 0 & 0 & 0 \\
0 & c_{2} & 0 & 0 & 0
\end{array}\right), \quad \tilde{L}=\left(\begin{array}{ccccc}
0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \mu
\end{array}\right) .
$$

Consequently, the eigenvalue problem associated with (8.2.38) is given by

$$
\begin{equation*}
\lambda \phi+(i \xi \tilde{A}+\tilde{L}) \phi=0 \tag{8.2.40}
\end{equation*}
$$

where $\lambda \in \mathbb{C}$ and $\phi \in \mathbb{C}^{5}$. Namely, the eigenvalue of the system (8.2.39) is the solution $\lambda=\lambda(i \xi) \in \mathbb{C}$ to the characteristic equation

$$
\begin{equation*}
\operatorname{det}\{\lambda \phi+(i \xi \tilde{A}+\tilde{L}) \phi\}=0 \tag{8.2.41}
\end{equation*}
$$

We see that this $\lambda$ for the most simplified system (8.2.37) can be checked to be the eigenvalue of the original linearized system (8.2.12). Now we state our results on the dissipative structure of the system (8.1.6).

Proposition 8.2.9 (Dissipative structure). The dissipative structure of the Timoshenko system of memory type (8.1.6) with (8.2.36) could be characterized by

$$
\operatorname{Re} \lambda(i \xi) \leq-c \rho(\xi), \quad \rho(\xi)= \begin{cases}\xi^{4} /\left(1+\xi^{2}\right)^{2} & \text { for } \quad a=1 \\ \xi^{4} /\left(1+\xi^{2}\right)^{3} & \text { for } \quad a \neq 1\end{cases}
$$

where $\lambda(i \xi)$ denotes the eigenvalue of the system (8.1.6) with (8.2.36).
Remark 8.2.10. We see that the dissipative structure of (8.1.6) is much weaker than that of the dissipative Timoshenko system in the low frequency region; $\lambda(\xi) \sim-c \xi^{4}$ for $|\xi| \rightarrow 0$ in the case of (8.1.6), while $\lambda(\xi) \sim-c \xi^{2}$ for $|\xi| \rightarrow 0$ in the case of the dissipative Timoshenko system. However, there is no difference in the high frequence region $|\xi| \rightarrow \infty$ (see [24, 38]). On the other hand we note that the dissipative structure of (8.1.6) is just the same as that of the Timoshenko-Fourier system (see [38]). The dissipative structure of (8.1.6) is also the same as that of the Timoshenko-Cattaneo system, however the stability number is a little defferent (see [39]).

Now we prove the dissipative structure result in Proposition 8.2.9. To this end, we calculate the asymptotic expansions of the eigenvalues of (8.2.37) for $|\xi| \rightarrow 0$ and $|\xi| \rightarrow \infty$, respectively. Put $i \xi=\zeta \in \mathbb{C}$ and denote by $\lambda_{j}(\zeta)(j=1,2,3,4,5)$ the eigenvalues of the matrix $-(\zeta \tilde{A}+\tilde{L})$ in (8.2.39), which are the solutions to the characteristic equation

$$
\begin{align*}
\operatorname{det}\{ & \lambda I+\zeta \tilde{A}+\tilde{L}\}=\lambda^{5}+\mu \lambda^{4}-\left\{\left(c_{1}^{2}+c_{2}^{2}+1\right) \zeta^{2}-1\right\} \lambda^{3} \\
& -\mu\left\{1-\left(c_{1}^{2}+1\right) \zeta^{2}\right\} \lambda^{2}+\left(c_{1}^{2}+c_{2}^{2}\right) \zeta^{4} \lambda+c_{1}^{2} \mu \zeta^{4}=0 . \tag{8.2.42}
\end{align*}
$$

(i) When $|\zeta| \rightarrow 0, \lambda_{j}(\zeta)$ has the following asymptotic expansion:

$$
\begin{equation*}
\lambda_{j}(\zeta)=\lambda_{j}^{(0)}+\lambda_{j}^{(1)} \zeta+\lambda_{j}^{(2)} \zeta^{2}+\lambda_{j}^{(3)} \zeta^{3}+\lambda_{j}^{(4)} \zeta^{4} \cdots \tag{8.2.43}
\end{equation*}
$$

for $j=1,2,3,4,5$. We substitute $\lambda=\lambda_{j}(\zeta)$ in (8.2.43) into the characteristic quation (8.2.42) and calculate the coefficients $\lambda_{j}^{(k)}(k=0,1,2 \cdots)$, successively. Then we have

$$
\begin{aligned}
& \lambda_{j}^{(0)}=\lambda_{j}^{(1)}=0, \quad \lambda_{j}^{(2)}= \pm c_{1} i, \quad \lambda_{j}^{(3)}=0, \quad \lambda_{j}^{(4)}=-\frac{c_{2}^{2}}{2 \mu} \pm \frac{c_{1}\left(c_{1}^{2}+1\right)}{2} i \quad \text { for } \quad j=1,2, \\
& \lambda_{j}^{(0)}= \pm i, \quad \lambda_{j}^{(1)}=0, \quad \lambda_{j}^{(2)}=\frac{\mu c_{2}^{2}}{2\left(1+\mu^{2}\right)} \mp \frac{1}{2}\left(c_{1}^{2}+1+\frac{c_{2}^{2}}{1+\mu^{2}}\right) \quad \text { for } \quad j=3,4, \\
& \lambda_{5}^{(0)}=-\mu .
\end{aligned}
$$

Consequently, for $|\xi| \rightarrow 0$, we obtain

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\frac{c_{2}^{2}}{2 \mu} \xi^{4}+O\left(|\xi|^{5}\right) & \text { for } \quad j=1,2  \tag{8.2.44}\\ -\frac{\mu c_{2}^{2}}{2\left(1+\mu^{2}\right)} \xi^{2}+O\left(|\xi|^{3}\right) & \text { for } \quad j=3,4 \\ -\mu+O(|\xi|) & \text { for } \quad j=5\end{cases}
$$

(ii) Next, we derive the asymptotic expansion of the eigenvalues $\lambda_{j}(\zeta)$ for $|\zeta| \rightarrow \infty$. Let $\eta_{j}\left(\zeta^{-1}\right)(j=1,2,3,4,5)$ be the eigenvalues of the matrix $-\left(\tilde{A}+\zeta^{-1} \tilde{L}\right)$, which are the solutions to the characteristic equation

$$
\begin{align*}
\operatorname{det}( & \left.\eta I+\tilde{A}+\zeta^{-1} \tilde{L}\right)=\eta^{5}+\mu \zeta^{-1} \eta^{4}-\left\{\left(c_{1}^{2}+c_{2}^{2}+1\right)-\zeta^{-2}\right\} \eta^{3} \\
& +\mu\left\{\zeta^{-2}-\left(c_{1}^{2}+1\right)\right\} \zeta^{-1} \eta^{2}+\left(c_{1}^{2}+c_{2}^{2}\right) \eta+c_{1}^{2} \mu \zeta^{-1}=0 . \tag{8.2.45}
\end{align*}
$$

When $|\zeta|^{-1} \rightarrow 0$, we have the asymptotic expansion of $\mu_{j}\left(\zeta^{-1}\right)$ in the form

$$
\begin{equation*}
\eta_{j}\left(\zeta^{-1}\right)=\eta_{j}^{(2)} \zeta+\eta_{j}^{(1)}+\eta_{j}^{(0)} \zeta^{-1}+\eta_{j}^{(-1)} \zeta^{-2}+\eta_{j}^{(-2)} \zeta^{-3}+\cdots \tag{8.2.46}
\end{equation*}
$$

for $j=1,2,3,4,5$. This together with the relation $\lambda_{j}(\zeta)=\zeta \eta_{j}\left(\zeta^{-1}\right)$ gives the desired asymptotic expansion of $\lambda_{j}(\zeta)$ for $|\zeta| \rightarrow \infty$ :

$$
\lambda_{j}(\zeta)=\eta_{j}^{(2)} \zeta^{2}+\eta_{j}^{(1)} \zeta+\eta_{j}^{(0)}+\eta_{j}^{(-1)} \zeta^{-1}+\eta_{j}^{(-2)} \zeta^{-2}+\cdots .
$$

We substitute the asymptotic expansion of $\eta_{j}\left(\zeta^{-1}\right)$ in (8.2.46) into the characteristic equation (8.2.45) and calculate the coefficients $\eta_{j}^{(k)}(k=2,1,0,-1,-2, \cdots)$, successively. Then, for $j=1$, we have

$$
\eta_{1}^{(2)}=\eta_{1}^{(1)}=0, \quad \eta_{1}^{(0)}=-\frac{c_{1}^{2}}{c_{1}^{2}+c_{2}^{2}} \mu
$$

For $2,3,4,5$, we calculate the coefficients $\eta_{j}^{(k)}$ in the case of $c_{1}^{2}+c_{2}^{2}=1$ and $c_{1}^{2}+c_{2}^{2} \neq 1$, respectively: when $c_{1}^{2}+c_{2}^{2}=1$, we have

$$
\eta_{j}^{(2)}=0, \quad \eta_{j}^{(1)}= \pm 1, \quad \eta_{j}^{(0)}=\frac{-\mu c_{2}^{2} \pm \sqrt{\mu^{2} c_{2}^{4}-4}}{4}
$$

where we note that $\operatorname{Re}\left(\frac{-\mu c_{2}^{2} \pm \sqrt{\mu^{2} c_{2}^{4}-4}}{4}\right)<0$, and when $c_{1}^{2}+c_{2}^{2} \neq 1$, we obtain

$$
\begin{aligned}
\eta_{j}^{(2)}=0, \quad \eta_{j}^{(1)} & = \pm 1, \quad \eta_{j}^{(0)}=0, \\
\eta_{j}^{(-1)} & = \pm \frac{1}{2\left(c_{1}^{2}+c_{2}^{2}-1\right)}, \quad \eta_{j}^{(-2)}=\frac{c_{2}^{2}}{2\left(c_{1}^{2}+c_{2}^{2}-1\right)^{2}} \mu \quad \text { for } \quad j=2,3, \\
\eta_{j}^{(2)}=0, \quad \eta_{j}^{(1)} & = \pm \sqrt{c_{1}^{2}+c_{2}^{2}}, \quad \eta_{j}^{(0)}=-\frac{c_{2}^{2}}{2\left(c_{1}^{2}+c_{2}^{2}\right)} \mu, \quad \text { for } \quad j=4,5 .
\end{aligned}
$$

Consequently, when $c_{1}^{2}+c_{2}^{2}=1$, we have

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\frac{c_{1}^{2}}{c_{1}^{2}+c_{2}^{2}} \mu+O\left(|\xi|^{-1}\right) & \text { for } \quad j=1,  \tag{8.2.47}\\ \operatorname{Re}\left(\frac{-\mu c_{2}^{2} \pm \sqrt{\mu^{2} c_{2}^{4}-4}}{4}\right)+O\left(|\xi|^{-1}\right) & \text { for } \quad j=2,3,4,5\end{cases}
$$

for $|\xi| \rightarrow \infty$; while in the case $c_{1}^{2}+c_{2}^{2} \neq 1$, we obtain

$$
\operatorname{Re} \lambda_{j}(i \xi)= \begin{cases}-\frac{c_{1}^{2}}{c_{1}^{2}+c_{2}^{2}} \mu+O\left(|\xi|^{-1}\right) & \text { for } \quad j=1,  \tag{8.2.48}\\ -\frac{c_{2}^{2}}{2\left(c_{1}^{2}+c_{2}^{2}-1\right)^{2}} \mu \xi^{-2}+O\left(|\xi|^{-3}\right) & \text { for } \quad j=2,3, \\ -\frac{c_{2}^{2}}{2\left(c_{1}^{2}+c_{2}^{2}\right)} \mu+O\left(|\xi|^{-1}\right) & \text { for } \quad j=4,5\end{cases}
$$

for $|\xi| \rightarrow \infty$.
Remark 8.2.11. According to the expansion (8.2.48) for $|\xi| \rightarrow \infty$, when $c_{1}^{2}+c_{2}^{2} \neq 1$, three eigenvalues satisfy $\operatorname{Re} \lambda(i \xi) \sim-c$, while the other two satisfy $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$. Therefore, the asymptotic expansions (8.2.44), (8.2.47) and (8.2.48) imply that the pointwise estimate for $a \neq 1$ (note that $c_{1}^{2}+c_{2}^{2}$ corresponds to a) shown by Liu and Kawashima in [32] seems not optimal, though the estimate for $a=1$ seems optimal. On the other hand, our pointwise estimates, not only (8.2.2) for $a=1$, but also (8.2.3) for $a \neq 1$, seem optimal. Moreover, the number of the components which cause the regularity-loss also matches with the number of the eigenvalues which satisfy $\operatorname{Re} \lambda(i \xi) \sim-c \xi^{-2}$ for $|\xi| \rightarrow \infty$ (see Subsection 8.2.2).

### 8.3 Nonlinear system

The main purpose of Section 8.3 is to show the global-in-time existence and uniqueness of the nonlinear Timoshenko system of memory type (8.1.6) under the least regularity assumption on the initial data.

To state our results, we introduce the energy norm $E(t)$ and the corresponding dissipation norm $D(t)$ by

$$
\begin{aligned}
& E(t)^{2}:=\sup _{0 \leq \tau \leq t}\left(\|W\|_{H^{s}}^{2}+\sum_{k=0}^{s}\left\|M_{0}^{(k)}\right\|_{L^{2}}^{2}\right)(\tau) \\
& \begin{aligned}
D(t)^{2}: & =\int_{0}^{t}\left(\left\|\partial_{x} v\right\|_{H^{s-2}}^{2}+\left\|\partial_{x} y\right\|_{H^{s-1}}^{2}+\left\|\partial_{x}^{2} u\right\|_{H^{s-3}}^{2}\right. \\
& \left.\quad+\left\|\partial_{x}^{2} z\right\|_{H^{s-2}}^{2}+\sum_{k=0}^{s}\left\|M_{0}^{(k)}\right\|_{L^{2}}^{2}\right)(\tau) d \tau
\end{aligned}
\end{aligned}
$$

where $M_{0}^{(k)}(t):=\left(g\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right]+g(t)\left|\partial_{x}^{k} z\right|^{2}\right)^{\frac{1}{2}}$. Notice that in the dissipation norm $D(t)$ we have 1 regularity-loss for $(v, u)$ but no regularity-loss for $\left(y, z, M_{0}\right)$.

Our main theorem is stated as follows.
Theorem 8.3.1 (Global-in-time existence \& uniqueness). Assume $\sigma^{\prime}(\eta)=a^{2}+O\left(\eta^{2}\right)$ as $\eta \rightarrow 0$ and the initial data $W_{0} \in H^{s}$ for $s \geq 2$, and put $E_{0}:=\left\|W_{0}\right\|_{H^{s}}$. Then there exists a positive constant $\delta_{0}$ such that if $E_{0} \leq \delta_{0}$, the Cauchy problem (8.1.6) has a unique global solution $W(t)$ with

$$
W \in C\left([0, \infty] ; H^{s}\right) \cap C^{1}\left([0, \infty] ; H^{s-1}\right)
$$

Moreover this solution $W(t)$ verifies the energy estimate

$$
E(t)^{2}+D(t)^{2} \leq C E_{0}^{2}
$$

Remark 8.3.2. Here we used the Sobolev space $H^{m}$ with negative $m$, which is defined as usual, namely, $H^{m}=\left\{u ; \int_{\mathbb{R}}\left(1+|\xi|^{2}\right)^{m}|\hat{u}(\xi)|^{2}<\infty\right\}$.

Remark 8.3.3. Our global-in-time existence and uniqueness result holds true with $s \geq 2$, and we do not need $L_{1}^{1}$ property and $\int_{\mathbb{R}} W_{0}(x) d x=0$, which are required in the previous result [?]. This less regularity requirement is due to the refined Lyapunov function, which produces the optimal dissipative estimate for $z$ without any regularity-loss (see $D(t)$ ). This improvement enables us to control the nonlinearity depending only on $z$.

Our global-in-time existence and uniqueness result is shown by the combination of a local existence result and the following a priori estimate result.

Proposition 8.3.4 (A priori estimate). Assume $\sigma^{\prime}(\eta)=a^{2}+O\left(\eta^{2}\right)$ as $\eta \rightarrow 0$ and the initial data $W_{0} \in H^{s}$ for $s \geq 2$, and put $T>0$ and $\delta>0$. Let $W(t)$ be the solution to the Cauchy problem (8.1.6) satisfying

$$
W \in C\left([0, T] ; H^{s}\right) \cap C^{1}\left([0, T] ; H^{s-1}\right)
$$

and

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|W(t)\|_{L^{\infty}} \leq \delta \tag{8.3.1}
\end{equation*}
$$

Then there exists a positive constant $\delta_{1}$ independent of $T$ such that if $E_{0} \leq \delta_{1}$, we have a priori estimate

$$
\begin{equation*}
E(t)^{2}+D(t)^{2} \leq C E_{0}^{2} \tag{8.3.2}
\end{equation*}
$$

Since our system (8.1.6) is a symmetric hyperbolic system, it is not difficult to show the local existence by the standard method based on the successive approximation sequence (see [26]). Therefore we omit the details.

To prove the above a priori estimate in Proposition 8.3.4, we need to show the following energy inequality by applying the energy method.

Proposition 8.3.5 (Energy inequality). Suppose that $W_{0} \in H^{s}$ for $s \geq 2$ and put $E_{0}=$ $\left\|W_{0}\right\|_{H^{s}}$. Let $T>0$ and let $W(t)$ be a solution to the Cauchy problem (8.1.6), satisfying (8.3.1). Then we have the following energy inequality:

$$
\begin{equation*}
E(t)^{2}+D(t)^{2} \leq C E_{0}^{2}+C E(t)^{2} D(t)^{2}, \quad t \in[0, T] \tag{8.3.3}
\end{equation*}
$$

We note that the desired a priori estimate (8.3.2) easily follows from the energy inequality (8.3.3), provided that $E_{0}$ is suitably small. Therefore it is sufficient to prove (8.3.3) for our purpose (see Subsection 8.3.1).

### 8.3.1 Energy method

In this subsection we prove the energy estimate (8.3.3) in Proposition 8.3.5 by using the energy method. This proof is essentially parallel of the proof of Theorem 8.2.1 in Subsection 8.2.2. The most crucial point is to estimate the dissipation $z$, paying attention to the special nonlinearity of the system (8.1.4). In the coming computations, the following sharp estimates for composite functions will be used.
Lemma 8.3.6 ([23, 31]). Let $1 \leq p, q, r \leq \infty$ and $\frac{1}{p}=\frac{1}{q}+\frac{1}{r}$. Then the following estimates hold:

$$
\left\|\partial_{x}^{k}(u v)\right\|_{L^{p}} \leq C\left(\|u\|_{L^{q}}\left\|\partial_{x}^{k} v\right\|_{L^{r}}+\|v\|_{L^{q}}\left\|\partial_{x}^{k} u\right\|_{L^{r}}\right)
$$

for $k \geq 0$, and

$$
\left\|\left[\partial_{x}^{k}, y\right] \partial_{x}^{k} v\right\|_{L^{p}} \leq C\left(\left\|\partial_{x} u\right\|_{L^{q}}\left\|\partial_{x}^{k} v\right\|_{L^{r}}+\left\|\partial_{x} v\right\|_{L^{q}}\left\|\partial_{x}^{k} u\right\|_{L^{r}}\right)
$$

for $k \geq 1$, where $[A, B]=A B-B A$ denotes the commutator and $L^{p}=L^{p}(\mathbb{R})$.
Proof of Proposition 8.3.5. Our proof is devided into 5 steps.
Step 1: The goal of this step is to get the estimate (8.3.12) of the basic energy of the solution $W(t)$ in $H^{2}$ and the memory-type dissipation terms. First, make the combination $(8.3 .19) \times v+(8.3 .14) \times y+(8.1 .4 c) \times u+(8.1 .4 d) \times \frac{\sigma\left(\frac{z}{a}\right)-\sigma(0)}{a}$ to have

$$
\begin{align*}
& \frac{1}{2}\left\{v^{2}+y^{2}+u^{2}+2 \int_{0}^{\frac{z}{a}}(\sigma(\eta)-\sigma(0)) d \eta\right\}_{t} \\
& \quad-\left\{v u+y\left(\sigma\left(\frac{z}{a}\right)-\sigma(0)\right)-b y g * z\right\}_{x},-\frac{b}{a} z_{t} g * z=0 \tag{8.3.4}
\end{align*}
$$

where we used $z_{t}=a y_{x}$ in the last term. Then, we use the equality (8.2.10) to the last term in (8.3.4). This gives

$$
\begin{align*}
& \frac{1}{2}\left\{v^{2}+y^{2}+u^{2}+S(z)-\frac{b}{a} G(t) z^{2}+\frac{b}{a} g[z, z]\right\}_{t} \\
& \quad-\left\{v u+y\left(\sigma\left(\frac{z}{a}\right)-\sigma(0)\right)-b y g * z\right\}_{x},+\frac{b}{2 a}\left\{-g^{\prime}[z, z]+g(t) z^{2}\right\}=0 \tag{8.3.5}
\end{align*}
$$

where $S(z):=2 \int_{0}^{\frac{z}{a}}(\sigma(\eta)-\sigma(0)) d \eta$ and $G(t):=\int_{0}^{t} g(s) d s$. Here, we have

$$
S(z)-\frac{b}{a} G(t) z^{2}=\left(1-\frac{b}{a} G(t)\right) z^{2}+O\left(z^{4}\right)
$$

as $z \rightarrow 0$ and $1-\frac{b}{a} G(t) \geq 1-\frac{b}{a}>0$. Therefore, integrating (8.3.5) with respect to $x \in \mathbb{R}$ yields the following basic energy equality:

$$
\begin{equation*}
\frac{d}{d t} E_{0}^{(0)}+\frac{b}{a} \int_{\mathbb{R}}\left(-g^{\prime}[z, z]+g(t) z^{2}\right) d x=0 \tag{8.3.6}
\end{equation*}
$$

where

$$
E_{0}^{(0)}:=\|(v, y, u)\|_{L^{2}}^{2}+\int_{\mathbb{R}}\left(S(z)-\frac{b}{a} G(t) z^{2}+\frac{b}{a} g[z, z]\right) d x
$$

Next, apply $\partial_{x}^{k}(k \geq 1)$ to (8.3.19), (8.3.14), (8.1.4c) and (8.1.4d), and write $\partial_{x}^{k}(v, y, u, z)=$ $(V, Y, U, Z)$ for simplicity to have

$$
\begin{align*}
V_{t}-U_{x}-Y & =0  \tag{8.3.7a}\\
Y_{t}-\sigma^{\prime}\left(\frac{z}{a}\right)\left(\frac{Z}{a}\right)_{x}-V+b g * Z_{x} & =\left[\partial_{x}^{k}, \sigma^{\prime}\left(\frac{z}{a}\right)\right]\left(\frac{z}{a}\right)_{x},  \tag{8.3.7b}\\
U_{t}-V_{x} & =0  \tag{8.3.7c}\\
Z_{t}-a Y_{x} & =0 . \tag{8.3.7d}
\end{align*}
$$

Then, make the combination $(8.3 .7 a) \times V+(8.3 .7 b) \times Y+(8.3 .7 c) \times U+(8.3 .7 d) \times \sigma^{\prime}\left(\frac{z}{a}\right) \frac{Z}{a^{2}}$, and use (8.2.10) to have

$$
\begin{align*}
& \frac{1}{2}\left\{V^{2}+Y^{2}+U^{2}+\sigma^{\prime}\left(\frac{z}{a}\right)\left(\frac{Z}{a}\right)^{2}-\frac{b}{a} G(t) Z^{2}+\frac{b}{a} g[Z, Z]\right\}_{t} \\
& \quad-\left\{V U+Y \sigma^{\prime}\left(\frac{z}{a}\right)\left(\frac{Z}{a}\right)-b y g * Z\right\}_{x}+\frac{b}{2 a}\left\{-g^{\prime}[Z, Z]+g(t) Z^{2}\right\} \\
& \quad=\frac{1}{2}\left(\frac{z}{a}\right)_{t}\left(\frac{Z}{a}\right)^{2}-Y \sigma^{\prime}\left(\frac{z}{a}\right)_{x}\left(\frac{Z}{a}\right)+Y\left[\partial_{x}^{k}, \sigma^{\prime}\left(\frac{z}{a}\right)\right]\left(\frac{z}{a}\right)_{x} . \tag{8.3.8}
\end{align*}
$$

Here we note that

$$
\sigma^{\prime}\left(\frac{z}{a}\right)\left(\frac{Z}{a}\right)^{2}-G(t)^{2}=\left(1-\frac{b}{a} G(t)\right) Z^{2}+O\left(z^{2}\right) Z^{2}
$$

as $z \rightarrow 0$ and $1-\frac{b}{a} G(t) \geq 1-\frac{b}{a}>0$. Therefore, integrating (8.3.8) with respect to $x \in \mathbb{R}$ yields

$$
\begin{equation*}
\frac{d}{d t} E_{0}^{(k)}+\frac{b}{a} \int_{\mathbb{R}}\left(-g^{\prime}\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right]+g(t)\left|\partial_{x}^{k} z\right|^{2}\right) d x \leq R_{0}^{(k)} \tag{8.3.9}
\end{equation*}
$$

for $1 \leq k \leq s$, where

$$
\begin{aligned}
& E_{0}^{(k)}:=\left\|\partial_{x}^{k}(v, y, u)\right\|_{L^{2}}^{2}+\int_{\mathbb{R}}\left(\sigma^{\prime}\left(\frac{z}{a}\right)\left(\frac{\partial_{x}^{k} z}{a}\right)^{2}-\frac{b}{a} G(t)\left|\partial_{x}^{k} z\right|^{2}+\frac{b}{a} g\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right]\right) d x \\
& R_{0}^{(k)}:=\int_{\mathbb{R}}\left|\sigma^{\prime}\left(\frac{z}{a}\right)_{t}\right|\left|\partial_{x}^{k} z\right|^{2}+\left|\sigma^{\prime}\left(\frac{z}{a}\right)_{x}\right|\left|\partial_{x}^{k} y \partial_{x}^{k} z\right|+\left|\partial_{x}^{k} y\right|\left|\left[\partial_{x}^{k}, \sigma^{\prime}\left(\frac{z}{a}\right)\right] z_{x}\right| d x
\end{aligned}
$$

Here, denote

$$
M_{0}^{(k)}(t)=\left(g\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right]+g(t)\left|\partial_{x}^{k} z\right|^{2}\right)^{\frac{1}{2}}
$$

for $k \geq 0$, then the following estimates hold.

$$
\left\{\begin{array}{l}
\left|g * \partial_{x}^{k} z\right| \leq C\left(\left|\partial_{x}^{k} z\right|+M_{0}^{(k)}\right)  \tag{8.3.10}\\
\left|\left(g * \partial_{x}^{k} z\right)_{t}\right|+\left|\left(g^{\prime} * \partial_{x}^{k} z\right)_{t}\right| \leq C M_{0}^{(k)}
\end{array}\right.
$$

Next, integrate the combination (8.3.6) $+(8.3 .9)$ with respect to $t$ to have

$$
E_{0}^{(k)}(t)+\int_{\mathbb{R}} g\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right] d x+\int_{0}^{t}\left\|M_{0}^{(k)}(\tau)\right\|_{L^{2}}^{2} d \tau \leq E_{0}^{(k)}(0)+C \int_{0}^{t} R_{0}^{(k)}(\tau) d \tau
$$

for $0 \leq k \leq s$, where $R_{0}^{0}=0$. By virtue of the assumptions $\sigma^{\prime}(\eta)>0$ and (8.3.1), we can regard $E_{0}^{(k)}$ as

$$
\left\|\partial_{x}^{k} W\right\|_{L^{2}}^{2}+\int_{\mathbb{R}} g\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right] d x
$$

Therefore, we obtain

$$
\begin{align*}
& \left\|\partial_{x}^{k} W(t)\right\|_{L^{2}}^{2}+\int_{\mathbb{R}} g\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right] d x+\int_{0}^{t}\left\|M_{0}^{(k)}(\tau)\right\|_{L^{2}}^{2} d \tau \\
& \quad \leq C\left\|\partial_{x}^{k} W_{0}\right\|_{L^{2}}^{2}+C \int_{0}^{t} R_{0}^{(k)}(\tau) d \tau \tag{8.3.11}
\end{align*}
$$

for $0 \leq k \leq s$. Here, by using (8.3.1) and Lemma 8.3.6, $R_{0}^{(k)}$ can be estimated as

$$
R_{0}^{(k)} \leq C\left\|y_{x}\right\|_{L^{\infty}}\left\|z_{x}\right\|_{L^{\infty}}\left(\left\|\partial_{x}^{k} y\right\|_{L^{2}}^{2}+\left\|\partial_{x}^{k} z\right\|_{L^{2}}^{2}\right)
$$

Thus, add (8.3.11) for $k$ with $0 \leq k \leq s$ to have

$$
\begin{align*}
& \|W(t)\|_{H^{s}}^{2}+\sum_{k=0}^{s} \int_{\mathbb{R}} g\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right] d x+\sum_{k=0}^{s} \int_{0}^{t}\left\|M_{0}^{(k)}(\tau)\right\|_{L^{2}}^{2} d \tau \\
& \quad \leq C\left\|W_{0}\right\|_{H^{s}}^{2}+C E(t)^{2} D(t)^{2} . \tag{8.3.12}
\end{align*}
$$

Step 2: In this step we make the dissipation estimate of $y$ (8.3.18) below. Firstly, we apply the Fourier transform to the nonlinear system (8.1.4) and rewrite the result as

$$
\begin{align*}
\hat{v}_{t}-i \xi \hat{u}-\hat{y} & =0,  \tag{8.3.13a}\\
\hat{y}_{t}-a i \xi \hat{z}+\hat{v}+b i \xi g * \hat{z} & =i \xi \widehat{f(z)},  \tag{8.3.13b}\\
\hat{u}_{t}-i \xi \hat{v} & =0,  \tag{8.3.13c}\\
\hat{z}_{t}-a i \xi \hat{y} & =0, \tag{8.3.13d}
\end{align*}
$$

where $f(z):=\sigma\left(\frac{z}{a}\right)-\sigma(0)-\sigma^{\prime}(0)\left(\frac{z}{a}\right)=O\left(z^{3}\right)$, which follows from $\sigma^{\prime}=a^{2}+O\left(\eta^{2}\right)$. Then, we make the dissipation estimate of $y$ just in the same way as Step $\mathbf{2}$ in the proof of Theorem 8.2.1. This gives

$$
\begin{equation*}
\frac{1}{2}\left(1+\xi^{2}\right) E_{2, t}+a g(0) \xi^{2}|\hat{y}|^{2}=\xi^{2} \widehat{f(z)}(g * \overline{\hat{z}})_{t}+R_{2} \tag{8.3.14}
\end{equation*}
$$

with $E_{2}$ and $R_{2}$, which can be estimated as

$$
\left|E_{2}\right| \leq C\left(|\hat{W}|^{2}+M_{0}^{2}\right), \quad\left|R_{2}\right| \leq C \xi^{2}|\hat{z}| M_{0}+C|\xi|(|\hat{v}|+|\hat{y}|) M_{0} .
$$

Therefore, multiplying (8.3.14) by $1 /\left(1+\xi^{2}\right)$, and by using (8.2.20) and the Young inequality, we obtain

$$
\begin{align*}
& \frac{1}{2} E_{2, t}+a g(0)(1-\varepsilon) \frac{\xi^{2}}{1+\xi^{2}}|\hat{y}|^{2} \\
& \quad \leq C_{\varepsilon} \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{v}|^{2}+C_{\varepsilon} \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\hat{z}|^{2}+C_{\varepsilon} M_{0}^{2}+C_{\varepsilon} \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\widehat{f(z)}|^{2} \tag{8.3.15}
\end{align*}
$$

for $\varepsilon>0$. We note that we have estimated the term $\xi^{2} \widehat{f(z)}(g * \overline{\bar{z}})_{t}$ of the nonlinear part as follows:

$$
\frac{\xi^{2}}{1+\xi^{2}}|\widehat{f(z)}|\left|(g * \overline{\hat{z}})_{t}\right| \leq C_{\varepsilon} \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\widehat{f(z)}|^{2}+\varepsilon M_{0}^{2}
$$

Next, we integrate (8.3.15) with respect to $t$ over $(0, t)$. Then we multiply the resultant inequality by $\left(1+\xi^{2}\right)^{2(s-k)}|\xi|^{2 k}$ and integrate with respect to $\xi \in \mathbb{R}$, where $0 \leq k \leq s-1$.

This yields

$$
\begin{align*}
& \int_{0}^{t}\left\|\partial_{x} y(\tau)\right\|_{H^{s-1}}^{2} d \tau \leq C\left\|W_{0}\right\|_{H^{s}}^{2}+C\|W(t)\|_{H^{s}}^{2}+C \sum_{k=0}^{s}\left\|M_{0}^{(k)}(t)\right\|_{L^{2}}^{2} \\
& \quad+C \int_{0}^{t}\left(\left\|\partial_{x} v\right\|_{H^{s-2}}^{2}+\left\|\partial_{x}^{2} z\right\|_{H^{s-2}}^{2}+\sum_{k=0}^{s}\left\|M_{0}^{(k)}\right\|_{L^{2}}^{2}+\sum_{k=0}^{s-2}\left\|\partial_{x}^{k+2} f(z)\right\|_{L^{2}}^{2}\right)(\tau) d \tau \tag{8.3.16}
\end{align*}
$$

for $s \geq 2$. Here, by using $\sigma^{\prime}(\eta)=a^{2}+O\left(\eta^{2}\right)$ as $\eta \rightarrow 0$, (8.3.1), Lemma 8.3.6 and (8.3.10), we have

$$
\left\|\partial_{x}^{k+2} f(z)\right\|_{L^{2}} \leq C\|z\|_{L^{\infty}}^{2}\left\|\partial_{x}^{k+2} z\right\|_{L^{2}} \quad \text { for } \quad 0 \leq k \leq s-2
$$

which implies

$$
\begin{align*}
\int_{0}^{t} \sum_{k=0}^{s-2}\left\|\partial_{x}^{k+2} f(z)\right\|_{L^{2}}^{2}(\tau) d \tau & \leq C \sup _{0 \leq \tau \leq t}\left(\|z(\tau)\|_{L^{\infty}}^{4}\right) \int_{0}^{t}\left\|\partial_{x}^{2} z(\tau)\right\|_{H^{s-2}}^{2} d \tau \\
& \leq C \sup _{0 \leq \tau \leq t}\left(\|W(\tau)\|_{H^{2}}^{2}\right) \int_{0}^{t}\left\|\partial_{x}^{2} z(\tau)\right\|_{H^{s-2}}^{2} d \tau \\
& \leq C E(t)^{2} D(t)^{2} \tag{8.3.17}
\end{align*}
$$

Thus, by using (8.3.12), from the inequarity (8.3.16) we arrive at the dissipation estimate of $y$

$$
\begin{equation*}
\int_{0}^{t}\left\|\partial_{x} y(\tau)\right\|_{H^{s-1}}^{2} d \tau \leq C\left\|W_{0}\right\|_{H^{s}}^{2}+C E(t)^{2} D(t)^{2} \tag{8.3.18}
\end{equation*}
$$

Step 3: We make the dissipation estimate of $v$ just in the same way as Step $\mathbf{3}$ in the proof of Theorem 8.2.1. This gives

$$
\begin{equation*}
E_{3, t}+|\hat{v}|^{2}=i \xi \widehat{f(z)} \overline{\hat{v}}+R_{3}, \tag{8.3.19}
\end{equation*}
$$

where, by using (8.2.20), $E_{3}$ and $R_{3}$ can also be estimated as

$$
\left|E_{3}\right| \leq C\left(|\hat{W}|^{2}+M_{0}^{2}\right), \quad\left|R_{3}\right| \leq|\hat{y}|^{2}+C|\xi||\hat{y}||\hat{u}|+C|\hat{u}| M_{0}
$$

Therefore, multiplying (8.3.19) by $\xi^{2} /\left(1+\xi^{2}\right)^{2}$, and by using (8.2.20) and the Young inequality, we obtain

$$
\begin{align*}
& \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}} E_{3, t}+(1-\varepsilon) \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{v}|^{2} \\
& \quad \leq C_{\varepsilon} \frac{\xi^{2}}{1+\xi^{2}}|\hat{y}|^{2}+C_{\varepsilon} \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}|\hat{u}|^{2}+C_{\varepsilon} M_{0}^{2}+C_{\varepsilon} \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\widehat{f(z)}|^{2} \tag{8.3.20}
\end{align*}
$$

for $\varepsilon>0$. We note that we have estimated the term $i \xi \widehat{f(z)} \overline{\hat{v}}$ of the nonlinear part as follows:

$$
\frac{|\xi|^{3}}{\left(1+\xi^{2}\right)^{2}}|\widehat{f(z)}||\hat{v}| \leq C_{\varepsilon} \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\widehat{f(z)}|^{2}+\varepsilon \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{v}|^{2}
$$

Next, we integrate (8.3.20) with respect to $t$ over $(0, t)$. Then we multiply the resultant inequality by $\left(1+\xi^{2}\right)^{2(s-k)}|\xi|^{2 k}$ and integrate with respect to $\xi \in \mathbb{R}$, where $0 \leq k \leq s-1$. This yields

$$
\begin{align*}
& \int_{0}^{t}\left\|\partial_{x} v(\tau)\right\|_{H^{s-2}}^{2} d \tau \leq C\left\|W_{0}\right\|_{H^{s}}^{2}+C\|W(t)\|_{H^{s}}^{2}+C \sum_{k=0}^{s}\left\|M_{0}^{(k)}(t)\right\|_{L^{2}}^{2} \\
& \quad+C \int_{0}^{t}\left(\left\|\partial_{x} y\right\|_{H^{s-1}}^{2}+\left\|\partial_{x}^{2} u\right\|_{H^{s-3}}^{2}+\sum_{k=0}^{s}\left\|M_{0}^{(k)}\right\|_{L^{2}}^{2}+\sum_{k=0}^{s-2}\left\|\partial_{x}^{k+2} f(z)\right\|_{L^{2}}^{2}\right)(\tau) d \tau \tag{8.3.21}
\end{align*}
$$

for $s \geq 2$. By using (8.3.12) and (8.3.17), from (8.3.21) we arrive at the dissipation estimate of $v$

$$
\begin{equation*}
\int_{0}^{t}\left\|\partial_{x} v(\tau)\right\|_{H^{s-2}}^{2} d \tau \leq C\left\|W_{0}\right\|_{H^{s}}^{2}+C E(t)^{2} D(t)^{2} \tag{8.3.22}
\end{equation*}
$$

Step 4: We make the dissipation estimate of $u$ and $z$ just in the same way as Step 4 in the proof of Theorem 8.2.1. This gives

$$
\begin{align*}
\xi\left\{E_{4}\right. & \left.+\left(1+\xi^{2}\right) E_{5}\right\}_{t}+\xi^{2}\left\{|\hat{u}|^{2}+(a-b G(t))\left(1+\xi^{2}\right)|\hat{z}|^{2}\right\} \\
& =-\xi^{2}\left(1+\xi^{2}\right) \widehat{f(z)} \overline{\hat{z}}+R_{4} \tag{8.3.23}
\end{align*}
$$

where, by using (8.2.20), $E_{4}$ and $R_{4}$ can be estimated as

$$
\left\{\begin{aligned}
\left|E_{4}\right| & +\left(1+\xi^{2}\right)\left|E_{5}\right| \leq\left(1+\xi^{2}\right)|\hat{W}|^{2} \\
\left|R_{4}\right| & \leq C \xi^{2}\left\{|\hat{v}|^{2}+\left(1+\xi^{2}\right)|\hat{y}|^{2}\right\} \\
& +|\xi|\left\{|\hat{y}||\hat{u}|+\left(1+\xi^{2}\right)|\hat{v}||\hat{z}|\right\}+C \xi^{2}\left(1+\xi^{2}\right)|\hat{z}| M_{0}
\end{aligned}\right.
$$

Therefore, multiplying (8.3.23) by $\xi^{2} /\left(1+\xi^{2}\right)^{3}$, and by using (8.1.3), (8.2.20) and the Young inequality, we obtain

$$
\begin{align*}
& \frac{\xi^{3}}{\left(1+\xi^{2}\right)^{3}}\left\{E_{4}+\left(1+\xi^{2}\right) E_{5}\right\}_{t}+(1-\varepsilon) \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{3}}\left\{|\hat{u}|^{2}+\left(1+\xi^{2}\right)|\hat{z}|^{2}\right\} \\
& \quad \leq C_{\varepsilon} \frac{\xi^{2}}{\left(1+\xi^{2}\right)^{2}}|\hat{v}|^{2}+C_{\varepsilon} \frac{\xi^{2}}{1+\xi^{2}}|\hat{y}|^{2}+C_{\varepsilon} M_{0}^{2}+C_{\varepsilon} \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\widehat{f(z)}|^{2} \tag{8.3.24}
\end{align*}
$$

for $\varepsilon>0$. We note that we have estimated the term $-\xi^{2}\left(1+\xi^{2}\right) \widehat{f(z)} \overline{\hat{z}}$ of the nonlinear part as follows:

$$
\frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\widehat{f(z)}||\hat{z}| \leq C_{\varepsilon} \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\widehat{f(z)}|^{2}+\varepsilon \frac{\xi^{4}}{\left(1+\xi^{2}\right)^{2}}|\hat{z}|^{2}
$$

Next, we integrate (8.3.24) with respect to $t$ over $(0, t)$. Then we multiply the resultant inequality by $\left(1+\xi^{2}\right)^{2(s-k)}|\xi|^{2 k}$ and integrate with respect to $\xi \in \mathbb{R}$, where $0 \leq k \leq s-2$. This yields

$$
\begin{align*}
& \int_{0}^{t}\left(\left\|\partial_{x}^{2} u\right\|_{H^{s-3}}^{2}+\left\|\partial_{x}^{2} z\right\|_{H^{s-2}}^{2}\right)(\tau) d \tau \leq C\left\|W_{0}\right\|_{H^{s}}^{2}+C\|W(t)\|_{H^{s}}^{2}+C \sum_{k=0}^{s}\left\|M_{0}^{(k)}(t)\right\|_{L^{2}}^{2} \\
& \quad+C \int_{0}^{t}\left(\left\|\partial_{x} v\right\|_{H^{s-2}}^{2}+\left\|\partial_{x} y\right\|_{H^{s-1}}^{2}+\sum_{k=0}^{s}\left\|M_{0}^{(k)}\right\|_{L^{2}}^{2}+\sum_{k=0}^{s-2}\left\|\partial_{x}^{k+2} f(z)\right\|_{L^{2}}^{2}\right)(\tau) d \tau \tag{8.3.25}
\end{align*}
$$

for $s \geq 2$. By using (8.3.12) and (8.3.17), the desired estimate of $u$ and $z$ follows from (8.3.25):

$$
\begin{equation*}
\int_{0}^{t}\left(\left\|\partial_{x}^{2} u\right\|_{H^{s-3}}^{2}+\left\|\partial_{x}^{2} z\right\|_{H^{s-2}}^{2}\right)(\tau) d \tau \leq C\left\|W_{0}\right\|_{H^{s}}^{2}+C E(t)^{2} D(t)^{2} \tag{8.3.26}
\end{equation*}
$$

Step 5: Consequently, we add all the dissipation estimates (8.3.18), (8.3.22) and (8.3.26) to have

$$
\begin{align*}
& \int_{0}^{t}\left(\left\|\partial_{x} v\right\|_{H^{s-2}}^{2}+\left\|\partial_{x} y(t)\right\|_{H^{s-1}}^{2}+\left\|\partial_{x}^{2} u\right\|_{H^{s-3}}^{2}+\left\|\partial_{x}^{2} z\right\|_{H^{s-2}}^{2}\right)(\tau) d \tau \\
\leq & C\left\|W_{0}\right\|_{H^{s}}^{2}+C E(t)^{2} D(t)^{2} \tag{8.3.27}
\end{align*}
$$

Finally, we add (8.3.27) to the estimate of the basic energy and the memory-type dissipation terms (8.3.12). This yields

$$
\begin{align*}
& \|W(t)\|_{H^{s}}^{2}+\sum_{k=0}^{s} \int_{\mathbb{R}} g\left[\partial_{x}^{k} z, \partial_{x}^{k} z\right] d x+\sum_{k=0}^{s} \int_{0}^{t}\left\|M_{0}^{(k)}(\tau)\right\|_{L^{2}}^{2} d \tau \\
& \quad+\int_{0}^{t}\left(\left\|\partial_{x} v\right\|_{H^{s-2}}^{2}+\left\|\partial_{x} y(t)\right\|_{H^{s-1}}^{2}+\left\|\partial_{x}^{2} u\right\|_{H^{s-3}}^{2}+\left\|\partial_{x}^{2} z\right\|_{H^{s-2}}^{2}\right)(\tau) d \tau \\
& \leq C\left\|W_{0}\right\|_{H^{s}}^{2}+C E(t)^{2} D(t)^{2} . \tag{8.3.28}
\end{align*}
$$

Thus, from (8.3.28), we arrive at the desired energy inequarity (8.3.3) in Proposition 8.3.5.
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