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1. INTRODUCTION

Discretization is a procedure to get difference equations with some parameters from
given differential equations. The difference equations change to the differential equa-
tions with limits of the parameters. This procedure is often used when one computes
differential equations numerically.

Ultradiscretization [1] is a limiting procedure transforming given difference equa-
tions into other difference equations which consist of addition, subtraction and max-
imum including cellular automata. In this procedure, a dependent variable u, in a
given equation is replaced by

1) s = exp (U)

where ¢ is a positive parameter. Then, we apply ¢log to both sides of the equation
and take the limit € — +0. Using identity

lir}rloglog (eV/% + €V/%) = max (U, V)

and exponential laws, we find that multiplication, division and addition for the original
variables are replaced by addition, subtraction and maximum for the new ones, respec-
tively. In this way, the original difference equation is approximated by a piecewise
linear equation.

Gray-Scott model [2] is a variant of the auto catalytic model. Basically it considers
the reactions

U+ 2V — 3V,
V=P,

in an open flow reactor where U is continuously supplied, and the product P removed.
A mathematical model of the reactions above is the following reaction-diffusion system:

Ou = Au —uv® + a(l — u),
® b

- = 2 —_

T D,Av + uv® — bv,

where u := u(t,7), v = v(t,7), t > 0, ¥ € R? and D,, a and b are positive con-
stants. A is d-dimensional Laplacian. The solutions of this system represent spatial
patterns. Changing not only an initial condition but also parameters, various patterns
are observed [3, 4, 5].
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In this talk, the speaker proposes a discretization and an ultradiscretization of
the Gray-Scott model. The ultradiscrete system is directly related to the elementary
cellular automata, especially Rule 90 which gives a Sierpinski gasket pattern [6].

2. DISCRETE GRAY-SCOTT MODEL

Since it is more convenient to consider the ultradiscretization, we take the scaling
w := v + 1 which changes (2) to

% = Au—u(w —1)* +a(l —u),
3)
65; = D,Aw + u(w — 1)* — b(w — 1).

First we consider the discretization of following system of ordinary differential equa-
tions:

d
g —u(w —1)* + a(l — u),
4) dt
( dw
o ww —1)* — b(w — 1),
where u 1= u(t = w(t). We consider the following system of difference equations:
Up + 0(2upwyi + a)
Unp+1 = 2 3
(5) 1+ 0{(wp1)? +a+1}

~wy + [ { (wn)? + 1} + 0]

1+ 6(2u, +0b) ’
where n € Zsg, 6 > 0. is discretization of (4) and the method of discretization is
same to that used in [6, 7}. Fixed points of (5) is same with (4) and stability of the

fixed points of (5) is similar to those of (4) [6]. Using (5), we can construct a system
of partial difference equations:

wn+1

o melud) + 02my(u)ur,y +a)
- T Ll a1}

o Mawh) + 0{my(u) (m(wh)? +1) + b}
" 1+ 5(2m, (1) + b) ’

where n € Z>, jezi pgeN,

d 7 d =
J ui Pe, _|_ uﬂ ek wi ek _|_ wJ s
my(u, E g —_—
=1
and € € Z¢ is a unit vector whose kth component is 1. Since (6) is equivalent to
I g _oyd o i L
Unyr — Un up P — 2up, +up P my () (w!,, — 1)?
- 2 P\™"n n+1
J (P€)

SRR )] 1)
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where & := \/2d§/p, if there exists smooth functions u(t, ), w(t,Z) (t > 0, ¥ € R%)
that satisfy u(dn,£7) = uﬁz and w(dn, £) = wi, we obtain (3) where D, = (q/p)? with
the limit § — 0.

Now, let spatial dimension d =1 and p=3, ¢=1, § = 0.1 and

T . ) .
1—0.3(305(50) |J|§25,wg= 1+0.5COS<50> ‘j|§25.

1 j] > 25 1 | > 25

J
Uy =

If one plots the solutions of (6) with a periodic boundary condition, the following
patterns are observed. The horizontal axis is for space variable j. The vertical axis is
for time variable n. We get contour plots of the values for w?.
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FIGURE 1. a =0.03, b= 10.10 FIGURE 2. a =0.04, b= 0.06

In Figure 1, a peak split into two peaks and two peaks move opposite side. We took
a periodic boundary condition so that it is observed that two peaks pass each other.
In Figure 2, a similar situation of Figure 1 is observed. Between two peaks, values of
(u, w) converge to the stable equilibrium point P; .. Since we take periodic boundary
conditions, two peaks collide at the boundary and vanish.
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FIGURE 3. a =0.04, b= 0.09 FIGURE 4. a =0.04, b =0.11

In Figure 3 and 4, a peak split into two peaks several times and a self-replicating
pattern is observed.
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3. ULTRADISCRETE GRAY-SCOTT MODEL

- UJ - wi
u) =exp| — |, w) =exp| ——|,
€ 5
D A B
d=exp|— ), a=exp|— ], b=exp | —
€ € 5

and take the limit € — 40, then we have
U]

Ten = max [My(U), D + max [My(U3) + Wi, A]
—max [0, D + max 2W7, , A,0]],
W, | = max [M,(W]), D + max [M,(U]) + max [2M,(W), 0], B]]

—max [0, D 4+ max [MP(UTJ:), B]],

Let

(7)

where

Mp(Ug) = max [Uﬂ?rpg’f, Uf}pé"‘],

.....

M, (W) := Jmax_ [Wtad Wi—eek],

Taking a limit D — oo and assuming Wg > 0, then (7) changes to

{U;jl = max [Mp(U,JZ) + Wgﬂ, A] — max [2WZ+1, Al

W7, = max [M,(UJ) + 2M, (W), B] — max [M,(UJ), B].

n

(®)

Let spatial dimension d = 1 and initial data of (8) —UJ € {0,1}, W{ € {0,1}. Taking
some conditions to parameters A and B, the solution of (8) becomes to a cellular
automaton. There are five types of the conditions for A and B as follow:

TypeI‘ Type 11 ‘Type III‘Type IV‘TypeV
A<-1[0<A<1| A>2 |A<-1[ A4>0
B=1 B=1 B=1 B>2 | B>2
Type I: The rule for A< —-1,B=1:
Ul Wi, |1,0[L0]1,1]0,0

In this case, we can observe the patterns in Figure 5. Values of W/ is represent as

(v{.- T |.|":l.

FIGURE 5. W/ with A= -1, B=1land p=g=1.
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follow: 0 (white) and 1 (black). The horizontal axis is for space variable j. The
vertical axis is for time variable n. Time evolution started from two peaks in the left
side and from several peaks in the right side. In Figure 5, every peaks split into two
peaks and move opposite side. Two peaks vanish, when they collide.

Type II: The rule for 0 < A< 1,B=1:

—M,(U3), My(W{) [ 1,1]1,0[0,1]0,0
~Ul., W), 10,0]0,0[1,1]0,0

In this case, U7 = -w/ 41 and we can observe the patterns in Figure 6 and 7. Since
this relation is held, W/ satisfies a single equation. Moreover, taking p = ¢ = 1, the
equation is same as ECA rule 90, which is well known for fractal design:

Wi~ Wi Wit | 111 | 110 | 101 | 100 | 011 | 010 | 001 | 000
Wi, o1 ]Joj1][t1t]o]1]oO

In Figure 6 and 7, time evolution started from two peaks in the left sides and from

FIGURE 7. W/ with A=0,B=1,p=2andg=1

several peaks in the right sides. In the left side of Figure 6, Sierpinski gasket pattern
is observed.
Type III: The rule for A > 2, B =1:

—M,(U3), My (W) [ 1,1]1,0[0,1]0,0
~U . Wi, ]0,0[0,0]0,1]0,0
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In this case, U/, = 0 so that W satisfies W7, = M,(W3).
Type IV: The rule of A < -1, B > 2:

—M,(U3), M,(W3)|1,1]1,0/0,1]0,0

n

~Ul Wi 1,011,0(0,0]0,0

In this case, W7, , = 0 so that U} satisfies U}, = M,(U}).
Type V: The rule of A >0, B > 2:

—M,(UJ), My(W3) | 1,1]1,0]0,1]0,0

n

- 7J1+1’W71+1 070 070 070 070

In this case, UZH = Wr{+1 = 0 so that U and W vanish immediately.

4. CONCLUDING REMARKS

In this abstract, we proposed and investigated discrete and ultradiscrete Gray-Scott
model, which is a two component reaction diffusion system. We found that solutions
of each equation reveal various spatial patterns. Moreover, there are solutions of the
discrete equation and the ultradiscrete equation whose solutions give similar spatial
patterns. The ultradiscrete Gray-Scott model has a solution which is an elementary
cellular automaton and which reveals Sierpinski gasket. The method of discretization
and ultradiscretization of Gray-Scott in this paper is one method to relate reaction
diffusion systems to cellular automata. Clarifying the relation between solutions of
discrete Gray-Scott model and those of ultradiscrete Gray-Scott model is a future
work for the authors.
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