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#### Abstract

In multi-class discriminant analysis for High Dimension Low Sample Size settings it is not possible to define Fisher's discriminant function, since the sample covariance matrix is singular. For the special case of two-class problems, the naive Bayes rule has been studied, and combined with feature selection, this approach yields good practical results. We show how to extend the naive Bayes rule based on the naive canonical correlation matrix to a general setting for $K \geq 2$ classes, and we propose variable ranking and feature selection methods which integrate information from all $K-1$ eigenvectors. Provided the dimension does not grow too fast, we show that the $K-1$ sample eigenvectors are consistent estimators of the corresponding population parameters as both the dimension and sample size grow, and we give upper bounds for the misclassification rate. For real and simulated data we illustrate the performance of the new method which results in lower errors and typically smaller numbers of selected variables than existing methods.
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## 1. Introduction

Fisher's well-known linear discriminant function for $K$-class problems is the solution to his paradigm: maximize the between-class variance while minimising the within-class variances. See Fisher (1936), and Rao (1948) for the general multi-class setting. Fisher's rule applies in the classical domain where the sample size $n$ is much larger than the dimension, and the within-class covariance matrix is invertible, but breaks down for high dimension low sample size (HDLSS) problems, since the sample covariance matrix becomes singular when the dimension $d$ exceeds the sample size $n$.

Several discriminant rules have been proposed for the HDLSS context which overcome the problem of the singular covariance matrix in different ways: Dudoit et al. (2002) proposed diagonal linear discriminant analysis (DLDA) which only uses the diagonal elements of the sample covariance matrix, Srivastava and Kubokawa (2007) proposed a discriminant function based on the Moore-Penrose inverse, and Aoshima and Yata (2011) considered a discriminant rule based on second moments in conjunction with geometric representations of high-dimensional data.

[^0]In this paper we focus on the 'diagonal' approach of Dudoit et al. (2002), which has special appeal since it is conceptually simpler than the competitors, admits a theoretical and asymptotic foundation, and can be implemented efficiently for large and complex data sets. We refer to Fisher's rule based on the diagonal of the covariance matrix as the naive Bayes rule.

For two-class problems in a HDLSS setting, Bickel and Levina (2004) and Fan and Fan (2008) investigated the asymptotic behavior of the naive Bayes rule, and calculated bounds for its misclassification rate. Tamatani, Koch and Naito (2012) defined the naive canonical correlation matrix, a modification of the canonical correlation matrix that is suitable for classification problems, and studied the asymptotic behavior of the eigenvector and the discriminant direction of the naive canonical correlation matrix in the context of two-class problems.

The purpose of this paper is to generalise works by Fan and Fan (2008) and Tamatani, Koch and Naito (2012) in two-class setting to multi-class. We propose a naive Bayes rule in a general multi-class setting and investigate its asymptotic properties for high-dimensional data when both the dimension $d$ and the sample size $n$ grow. Throughout this paper we focus on HDLSS data from $K$ classes, that is, we assume that the dimension $d$ of the data is much bigger than the sample size $n$. In this framework, we consider the problem of classifying $d$-dimensional random vectors $\boldsymbol{X}$ into one of $K$ classes. Our discriminant approach is based on canonical correlations, and in particular on a modification of the canonical correlation matrix suitable for vector-valued class labels from $K$ classes. In this framework we replace the covariance matrix by its diagonal counterpart as discussed in Dudoit et al. (2002), Bickel and Levina (2004) and Fan and Fan (2008). We call such a matrix a naive canonical correlation matrix, and observe that this matrix plays an important role in the present theory. The $K-1$ eigenvectors belonging to $K-1$ non-zero eigenvalues of the estimated naive canonical correlation matrix yield discriminant directions which inform our choice of a discriminant function for $K$ classes. For this setting we study the asymptotic behavior of the eigenvectors and associate discriminant directions. Related research on eigenvalues and eigenvectors for high-dimensional data includes Johnstone (2001), Ahn et al. (2007), Jung and Marron (2009), Fujikoshi et al. (2010) and Tamatani, Koch and Naito (2012).

For HDLSS data from $K$ multivariate normal classes, we derive an upper bound for the misclassification rate of the proposed multi-class discriminant function. Our asymptotic results for the misclassification rate split into two disjoint types depending on the precise growth rates of $d$ and $n$. Depending on the two distinct growth rates, we also develop HDLSS asymptotic results for estimators of the eigenvectors and discriminant directions.

In high-dimensional settings, it is necessary to select a subset of relevant features (or variables) for discrimination. There are several discussions on feature selection methods for multi-class discriminant analysis, see Saeys et al. (2007). It appears that many of these proposals are variable selection methods which are not specific for or connected with a particular discriminant function. We believe that in discriminant analysis, a comprehensive feature selection method should include the discriminant function in the variable ranking and in the choice of the number of selected features, and we propose new feature selection methods specifically for our multi-class discriminant function.

This paper is organized as follows. In Section 2 we review a relationship between Fisher's rule and canonical correlations for $K$ classes. To avoid the singularity of the
sample covariance matrix in a HDLSS setting, we derive a multi-class version of the naive Bayes rule. Section 3 details the asymptotic behavior of the eigenvectors of the estimated naive canonical correlation matrix and the associated discriminant directions in a HDLSS setting under general distributional assumptions. We derive an upper bound for the asymptotic misclassification rate of the proposed multi-class discriminant function under assumptions of normality, and we show that the upper bound for the asymptotic misclassification rate is indeed a multi-class extension of that obtained in Fan and Fan (2008) and Tamatani, Koch and Naito (2012). Section 5 includes new feature selection methods for multi-class discriminant analysis, which naturally follow from our analysis of the naive canonical correlation matrix. In Section 6, we apply proposed methods to real and simulated data sets, and compare the performance of our methods with other ranking methods. These comparisons demonstrate that our feature selection method works well and yields a parsimonious set of features which lead to good classification results. The conclusions are summarized in Section 7, and the Appendix contains proofs of our theoretical results.

## 2. Discriminant Function based on Canonical Correlations

In this section we derive direction vectors for discrimination using canonical correlations. For two classes, the relationship between canonical correlation vectors and Fisher's rule is well known. Tamatani, Koch and Naito (2012) discussed two-class discriminant analysis in a HDLSS context based on a naive canonical correlation vector. We extend their theory to the general multi-class HDLSS problem.

### 2.1. Canonical Correlations

Let $\mathcal{C}_{\ell}(\ell=1, \ldots, K)$ be $d$-dimensional populations with different means $\boldsymbol{\mu}_{\ell}$ and common covariance matrix $\Sigma$. For a random vector $\boldsymbol{X}$ from one of the $K$ classes, let $\pi_{\ell}$ be the probability that $\boldsymbol{X}$ belongs to $\mathcal{C}_{\ell}$. Let $\boldsymbol{Y}$ be the $K$-dimensional vector-valued class label with $\ell$ th entry 1 if $\boldsymbol{X}$ belongs to $\mathcal{C}_{\ell}$ and 0 otherwise, so $P\left(\boldsymbol{Y}=\boldsymbol{e}_{\ell}\right)=\pi_{\ell}$, and $\sum_{\ell=1}^{K} \pi_{\ell}=1$, where $\boldsymbol{e}_{\ell}$ is the vector with $\ell$ th entry 1 and 0 otherwise.

In a canonical correlation analysis of two vectors $\boldsymbol{X}$ and $\boldsymbol{Y}$, with $\boldsymbol{Y}$ the vectorvalued labels and $\boldsymbol{\mu}=\sum_{\ell=1}^{K} \pi_{\ell} \boldsymbol{\mu}_{\ell}$, the matrix

$$
\widetilde{C}=\Sigma^{-1 / 2} E\left[(\boldsymbol{X}-\boldsymbol{\mu}) \boldsymbol{Y}^{T}\right]\left\{E\left[\boldsymbol{Y} \boldsymbol{Y}^{T}\right]\right\}^{-1 / 2}
$$

plays an important role. From the definition of $(\boldsymbol{X}, \boldsymbol{Y})$ it follows that

$$
\begin{equation*}
E\left[\boldsymbol{Y} \boldsymbol{Y}^{T}\right]=\Pi \quad \text { and } \quad E\left[(\boldsymbol{X}-\boldsymbol{\mu}) \boldsymbol{Y}^{T}\right]=M_{0} \Pi \tag{1}
\end{equation*}
$$

where $\Pi=\operatorname{diag}\left(\pi_{1}, \ldots \pi_{K}\right)$ and $M_{0}=\left[\boldsymbol{\mu}_{1}-\boldsymbol{\mu}, \ldots, \boldsymbol{\mu}_{K}-\boldsymbol{\mu}\right]$. Using the between-class covariance matrix $M=M_{0} \Pi M_{0}^{T}$, we have

$$
\widetilde{C} \widetilde{C}^{T}=\Sigma^{-1 / 2} M \Sigma^{-1 / 2}
$$

If we put $\widetilde{\boldsymbol{b}}=\Sigma^{-1 / 2} \widetilde{\boldsymbol{p}}$, where $\widetilde{\boldsymbol{p}}$ is a solution to the eigenvalue problem $\widetilde{C} \widetilde{C}^{T} \widetilde{\boldsymbol{p}}=\tilde{\lambda} \widetilde{\boldsymbol{p}}$ with $\tilde{\lambda}>0$, then the vector $\widetilde{\boldsymbol{b}}$ is the maximizer of the criterion

$$
\begin{equation*}
\widetilde{J}(\boldsymbol{b})=\frac{\boldsymbol{b}^{T} M \boldsymbol{b}}{\boldsymbol{b}^{T} \Sigma \boldsymbol{b}} \tag{2}
\end{equation*}
$$

over vectors $\boldsymbol{b}$. Note that (2) is nothing other than the criterion which yields Fisher's rule for the multi-class setting. In particular, the rank of $\widetilde{C} \widetilde{C}^{T}$ is $K-1$, so the $K-1$ eigenvectors $\left[\widetilde{\boldsymbol{p}}_{1} \cdots \widetilde{\boldsymbol{p}}_{K-1}\right.$ ] belonging to $K-1$ non-zero eigenvalues should be used for constructing the discriminant directions

$$
\widetilde{B} \equiv\left[\widetilde{\boldsymbol{b}}_{1} \cdots \widetilde{\boldsymbol{b}}_{K-1}\right]=\Sigma^{-1 / 2}\left[\widetilde{\boldsymbol{p}}_{1} \cdots \widetilde{\boldsymbol{p}}_{K-1}\right]
$$

Using the discriminant directions $\widetilde{B}$, we want to define a discriminant function $\widetilde{g}$ for classifying new observations $\boldsymbol{X}$ whose class is unknown. For $1 \leq \alpha \leq K-1$, put $Z_{\alpha}(\boldsymbol{X})=\widetilde{\boldsymbol{b}}_{\alpha}^{T} \boldsymbol{X}$, and define the vector $Z(\boldsymbol{X})=\left[Z_{1}(\boldsymbol{X}), \ldots, Z_{K-1}(\boldsymbol{X})\right]^{T}=\widetilde{B}^{T} \boldsymbol{X}$. For $Z(\boldsymbol{X})$ and $\mathcal{C}_{\ell}$, define Mahalanobis distances $\Delta_{\ell}$ by

$$
\Delta_{\ell}(Z(\boldsymbol{X}))=\sqrt{\left(Z(\boldsymbol{X})-\boldsymbol{\nu}_{\ell}\right)^{T} \Sigma_{\ell}^{-1}\left(Z(\boldsymbol{X})-\boldsymbol{\nu}_{\ell}\right)}
$$

where $\boldsymbol{\nu}_{\ell}=E\left[Z(\boldsymbol{X}) \mid \boldsymbol{Y}=\boldsymbol{e}_{\ell}\right]=\widetilde{B}^{T} \boldsymbol{\mu}_{\ell}$ and $\Sigma_{\ell}=V\left[Z(\boldsymbol{X}) \mid \boldsymbol{Y}=\boldsymbol{e}_{\ell}\right]=\widetilde{B}^{T} \Sigma \widetilde{B}$. Hence $\Delta_{\ell}^{2}(Z(\boldsymbol{X}))$ can be rewritten as

$$
\begin{equation*}
\Delta_{\ell}^{2}(Z(\boldsymbol{X}))=\left(\boldsymbol{X}-\boldsymbol{\mu}_{\ell}\right)^{T} \widetilde{B}\left(\widetilde{B}^{T} \Sigma \widetilde{B}\right)^{-1} \widetilde{B}^{T}\left(\boldsymbol{X}-\boldsymbol{\mu}_{\ell}\right) \tag{3}
\end{equation*}
$$

Using (3), we now derive the multi-class discriminant function $\widetilde{g}$ as the minimizer of the Mahalanobis distance, and let

$$
\widetilde{g}(\boldsymbol{X})=\underset{\ell \in\{1, \ldots, K\}}{\arg \min } \Delta_{\ell}^{2}(Z(\boldsymbol{X}))
$$

Note that both $\tilde{B}$ and $\Delta_{\ell}^{2}(Z(\boldsymbol{X}))$ depend on $\Sigma$.

### 2.2. Naive Canonical Correlations

In the HDLSS two-class discrimination settings of Fan and Fan (2008), the withinclass sample covariance matrix $\widehat{\Sigma}$ is singular. For a population framework, it therefore does not make sense to define a discriminant function based on $\Sigma$. To be able to establish a consistent theory, we first require a suitable framework for the population. We define the naive canonical correlation matrix $C$ and vectors $\boldsymbol{b}_{\alpha}$ and $\boldsymbol{p}_{\alpha}$ by

$$
C=D^{-1 / 2} E\left[(\boldsymbol{X}-\boldsymbol{\mu}) \boldsymbol{Y}^{T}\right]\left\{E\left[\boldsymbol{Y} \boldsymbol{Y}^{T}\right]\right\}^{-1 / 2} \quad \text { and } \quad \boldsymbol{b}_{\alpha}=D^{-1 / 2} \boldsymbol{p}_{\alpha}
$$

where $D=\operatorname{diag} \Sigma$, and $\boldsymbol{p}_{\alpha}$ is eigenvector of the matrix $C C^{T}$ corresponding to the $\alpha$ th largest eigenvalue $\lambda_{\alpha}^{*}$. Put $P=\left[\boldsymbol{p}_{1} \cdots \boldsymbol{p}_{K-1}\right]$. The discriminant directions

$$
B \equiv\left[\boldsymbol{b}_{1} \cdots \boldsymbol{b}_{K-1}\right]=\left[D^{-1 / 2} \boldsymbol{p}_{1} \cdots D^{-1 / 2} \boldsymbol{p}_{K-1}\right]=D^{-1 / 2} P
$$

can now be seen to maximise the analogous naive criterion

$$
\begin{equation*}
J(\boldsymbol{b})=\frac{\boldsymbol{b}^{T} M \boldsymbol{b}}{\boldsymbol{b}^{T} D \boldsymbol{b}} \tag{4}
\end{equation*}
$$

Note that $\Sigma$ in (2) has been replaced by the diagonal matrix $D$ in (4). The corresponding discriminant function $g$ is therefore

$$
\begin{equation*}
g(\boldsymbol{X})=\underset{\ell \in\{1, \ldots, K\}}{\arg \min }\left(\boldsymbol{X}-\boldsymbol{\mu}_{\ell}\right)^{T} B\left(B^{T} D B\right)^{-1} B^{T}\left(\boldsymbol{X}-\boldsymbol{\mu}_{\ell}\right) \tag{5}
\end{equation*}
$$

Note that $\Sigma$ has been replaced by $D$ both in (2) and (3) to yield (4) and (5) respectively.
It is worth noting that for $K=2$, the discriminant function $g$ reduces to the naive Bayes discriminant function of Bickel and Levina (2004).

## 3. Asymptotic Behavior of the Eigenvector of the Empirical Naive Canonical Correlation Matrix

In this section we investigate the asymptotic behavior of suitable estimators of $P$ and $B$.

### 3.1. The Empirical Setting

Consider data $\left(\boldsymbol{X}_{\ell i}, \boldsymbol{Y}_{\ell i}\right)\left(\ell=1, \ldots, K, i=1, \ldots, n_{\ell}\right)$, where the independently distributed $\boldsymbol{X}_{\ell i}$ are from $K$ disjoint classes, and the $\boldsymbol{Y}_{\ell i}$ are independent realizations of vector labels

$$
\boldsymbol{Y}_{\ell i}=\left(Y_{\ell i 1}, \ldots, Y_{\ell i K}\right)^{T} \quad \text { with } \quad Y_{\ell i j}= \begin{cases}1 & \ell \text {-th component } \\ 0 & \text { otherwise }\end{cases}
$$

Let $X$ and $Y$ be matrices defined by $X=\left[\boldsymbol{X}_{11}, \ldots, \boldsymbol{X}_{K n_{K}}\right]$ and $Y=\left[\boldsymbol{Y}_{11}, \ldots, \boldsymbol{Y}_{K n_{K}}\right]$. Then $X$ is of size $d \times n$, and $Y$ is of size $K \times n$, where $n=\sum_{\ell=1}^{K} n_{\ell}$.

Next we derive an empirical version of $C$ and its left eigenvectors $\boldsymbol{p}_{\alpha}$. Define estimators $\widehat{\boldsymbol{\mu}}_{\ell}$ and $\widehat{\Sigma}$ of $\boldsymbol{\mu}_{\ell}$ and $\Sigma$ by

$$
\widehat{\boldsymbol{\mu}}_{\ell}=\frac{1}{n_{\ell}} \sum_{i=1}^{n_{\ell}} \boldsymbol{X}_{\ell i} \quad \text { and } \quad \widehat{\Sigma}=\frac{1}{K} \sum_{\ell=1}^{K} \widehat{S}_{\ell}
$$

where

$$
\widehat{S}_{\ell}=\frac{1}{n_{\ell}-1} \sum_{i=1}^{n_{\ell}}\left(\boldsymbol{X}_{\ell i}-\widehat{\boldsymbol{\mu}}_{\ell}\right)\left(\boldsymbol{X}_{\ell i}-\widehat{\boldsymbol{\mu}}_{\ell}\right)^{T}
$$

Using the centering matrix, an estimator for $C$ is

$$
\begin{equation*}
\widehat{C}=\widehat{D}^{-1 / 2}\left\{\frac{1}{n}\left(X\left(I_{n}-\frac{1}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{T}\right)\right) Y^{T}\right\}\left(\frac{1}{n} Y Y^{T}\right)^{-1 / 2}=\widehat{D}^{-1 / 2} \widehat{M}_{0} N^{1 / 2} \tag{6}
\end{equation*}
$$

where $\widehat{D}=\operatorname{diag} \widehat{\Sigma}, I_{n}$ is the $n \times n$ identity matrix, $\mathbf{1}_{n}$ is the $n$-dimensional vector of ones, $\widehat{M}_{0}=\left[\widehat{\boldsymbol{\mu}}_{1}-\widehat{\boldsymbol{\mu}}, \ldots, \widehat{\boldsymbol{\mu}}_{K}-\widehat{\boldsymbol{\mu}}\right]$ and $N=\operatorname{diag}\left(n_{1} / n, \ldots, n_{K} / n\right)$. Hence we obtain the expression

$$
\widehat{C} \widehat{C}^{T}=\widehat{D}^{-1 / 2} \widehat{M} \widehat{D}^{-1 / 2}
$$

where $\widehat{M}=\widehat{M}_{0} N \widehat{M}_{0}^{T}$.
Since the rank of $\widehat{C} \widehat{C}^{T}$ is $K-1$, we use the $K-1$ eigenvectors $\widehat{\boldsymbol{p}}_{\alpha}$ of $\widehat{C} \widehat{C}^{T}$ corresponding to the $K-1$ non-zero eigenvalues in the definition of the discrimination directions $\widehat{\boldsymbol{b}}_{\alpha}$, and put $\widehat{\boldsymbol{b}}_{\alpha}=\widehat{D}^{-1 / 2} \widehat{\boldsymbol{p}}_{\alpha}(\alpha=1, \ldots, K-1)$. We note that these $\widehat{\boldsymbol{b}}_{\alpha}$ can be obtained as the maximizers of the function

$$
\widehat{J}(\boldsymbol{b})=\frac{\boldsymbol{b}^{T} \widehat{M} \boldsymbol{b}}{\boldsymbol{b}^{T} \widehat{D} \boldsymbol{b}}
$$

Put

$$
\begin{equation*}
\widehat{B}=\left[\widehat{\boldsymbol{b}}_{1} \cdots \widehat{\boldsymbol{b}}_{K-1}\right]=\left[\widehat{D}^{-1 / 2} \widehat{\boldsymbol{p}}_{1} \cdots \widehat{D}^{-1 / 2} \widehat{\boldsymbol{p}}_{K-1}\right] \equiv \widehat{D}^{-1 / 2} \widehat{P} \tag{7}
\end{equation*}
$$

then $\widehat{g}$, defined by

$$
\begin{equation*}
\widehat{g}(\boldsymbol{X})=\underset{\ell \in\{1, \ldots, K\}}{\arg \min }\left(\boldsymbol{X}-\widehat{\boldsymbol{\mu}}_{i}\right)^{T} \widehat{B}\left(\widehat{B}^{T} \widehat{D} \widehat{B}\right)^{-1} \widehat{B}^{T}\left(\boldsymbol{X}-\widehat{\boldsymbol{\mu}}_{i}\right), \tag{8}
\end{equation*}
$$

is a natural estimator of $g$ in (5), and this $\widehat{g}$ is our proposed discriminant function in the HDLSS multi-class setting. To elucidate the asymptotic behavior of $\widehat{g}$, it is necessary to develop first asymptotics for $\widehat{B}$ as well as $\widehat{P}$ in a HDLSS setting.

### 3.2. Asymptotic Behavior of $\widehat{P}$ and $\widehat{B}$

In this section, we evaluate the asymptotic behavior of the eigenvectors $\widehat{\boldsymbol{p}}_{\alpha}$ and discriminant directions $\widehat{\boldsymbol{b}}_{\alpha}$ in a HDLSS setting under general assumptions about the underlying distributions. Throughout this paper, we make the assumption that the sample size of each of the $K$ classes satisfies $c \leq n_{\ell} / n$ for some positive constant $c$ and $\ell=1, \ldots, K$.

In what follows we use the asymptotic notation:

1. $a_{n, d}=O\left(b_{n, d}\right)$ to mean that $a_{n, d} / b_{n, d} \rightarrow M \in(0, \infty)$ as $n, d \rightarrow \infty$.
2. $a_{n, d}=o\left(b_{n, d}\right)$ to mean that $a_{n, d} / b_{n, d} \rightarrow 0$ as $n, d \rightarrow \infty$.

The definition of $o$ is usually included in that of $\operatorname{big} O$, however we distinguish these cases in this paper.

Definition 3.1. Let $\boldsymbol{x} \in \mathbb{R}^{d}$ be a non-stochastic unit vector, and let $\widehat{\boldsymbol{x}}$, a vector of length one, denote an estimate of $\boldsymbol{x}$ based on the sample of size $n$. If

$$
\widehat{\boldsymbol{x}}^{T} \boldsymbol{x} \xrightarrow{P} \quad 1 \quad \text { as } \quad n, d \rightarrow \infty,
$$

where $\xrightarrow{P}$ refers to convergence in probability, then $\widehat{\boldsymbol{x}}$ is HDLSS consistent with $\boldsymbol{x}$.
In order to evaluate the asymptotic behavior of $\widehat{\boldsymbol{p}}_{\alpha}$, we need the following conditions:
Condition A. Let $X=\left[\boldsymbol{X}_{11}, \ldots, \boldsymbol{X}_{K n_{K}}\right]$ be a data matrix from $K$ classes. Each column of $X$ can be written as

$$
\begin{equation*}
\boldsymbol{X}_{\ell i}=\boldsymbol{\mu}_{\ell}+\varepsilon_{\ell i} \tag{9}
\end{equation*}
$$

where $\varepsilon_{\ell i}\left(\ell=1, \ldots, K ; i=1, \ldots, n_{\ell}\right)$ are i.i.d. copies of an underlying random vector $\varepsilon$ with mean 0 and covariance matrix $\Sigma$.

Condition B. (Cramér's condition) There exist constants $\nu_{1}, \nu_{2}, M_{1}$ and $M_{2}$ such that each component of $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{d}\right)^{T}$ satisfies

$$
E\left[\left|\varepsilon_{j}\right|^{m}\right] \leq m!M_{1}^{m-2} \nu_{1} / 2 \quad \text { and } \quad E\left[\left|\varepsilon_{j}^{2}-\sigma_{j j}\right|^{m}\right] \leq m!M_{2}^{m-2} \nu_{2} / 2 \quad \text { for all } m \in \mathbb{N}
$$

Condition C. Let $n_{\ell} \rightarrow \infty(\ell=1, \ldots, K), d \rightarrow \infty, \log d=o(n), n=o(d)$. There exists a positive sequence $C_{d}$ depending only on the dimension $d$ such that $d /\left(n C_{d}\right) \rightarrow \xi$, where $\xi \geq 0$.

Condition D. All eigenvalues $\lambda_{\alpha}^{*}$ of $C^{T} C$ are simple (so $\lambda_{1}^{*}>\cdots>\lambda_{K}^{*}$ ) and satisfy

$$
\lambda_{\alpha}^{*}=O\left(C_{d}\right) \quad \text { and } \quad \frac{\lambda_{\alpha}^{*}-\lambda_{\alpha+1}^{*}}{C_{d}}>\xi \quad \text { for } \quad \alpha=1, \ldots, K-1
$$

and $C_{d}$ as in condition C.
Condition E. As $d \rightarrow \infty, \boldsymbol{\mu}_{\ell}^{T} D^{-1} \boldsymbol{\mu}_{\ell}=O\left(C_{d}\right)$, and there exists $\delta \in(0,1)$ such that $\boldsymbol{\mu}_{\ell}^{T} D^{-1} \boldsymbol{\mu}_{k}=O\left(C_{d}^{\delta}\right)$ for all $k, \ell \in\{1, \ldots, K\}$, and $C_{d}$ as in condition C.

Condition F. For $k, \ell \in\{1, \ldots, K\}$, and $k \neq \ell$,

$$
\lim _{d \rightarrow \infty} \sqrt{\pi_{\ell}} \frac{\boldsymbol{\mu}_{\ell}^{T} D^{-1} \boldsymbol{\mu}_{\ell}}{C_{d}} \neq \lim _{d \rightarrow \infty} \sqrt{\pi_{k}} \frac{\boldsymbol{\mu}_{k}^{T} D^{-1} \boldsymbol{\mu}_{k}}{C_{d}}
$$

and $C_{d}$ as in condition C.
We note that the positive sequence $C_{d}$ will play an important role in the subsequent discussions since it controls the gap between $d$ and $n$. To establish the asymptotic behavior of the estimators $\widehat{\boldsymbol{p}}_{\alpha}$ and $\widehat{\boldsymbol{b}}_{\alpha}$, we start with an asymptotic expansion of the matrix $\widehat{C}^{T} \widehat{C} / C_{d}$. In what follows, $\Theta$ denotes the parameter space for our multi-class setting:

$$
\Theta=\left\{\begin{array}{l|l}
\left(\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{K}, \Sigma\right) & \begin{array}{l}
\min _{k \neq \ell}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\ell}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\ell}\right) \geq C_{d} \\
\lambda_{\max }(R) \leq b_{0}, \quad \min _{1 \leq j \leq d} \sigma_{j j}>0
\end{array} \tag{10}
\end{array}\right\}
$$

where $R$ is the correlation matrix $R=D^{-1 / 2} \Sigma D^{-1 / 2}, \lambda_{\max }(R)$ is the largest eigenvalue of $R$ and $\sigma_{j j}$ is $j$ th diagonal entry of $\Sigma$.

Lemma 3.2. Suppose that conditions $A-E$ hold. Then for all parameters $\theta \in \Theta$, $\widehat{C}^{T} \widehat{C} / C_{d}$ can be expanded as

$$
\frac{\widehat{C}^{T} \widehat{C}}{C_{d}}=\frac{C^{T} C}{C_{d}}+\xi\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)+\mathbf{1}_{K} \mathbf{1}_{K}^{T} o_{P}(1)
$$

where $\Pi$ is the diagonal matrix given in (1).
If $\xi=0$, which means $d=o\left(n C_{d}\right)$ by condition C , then the above expansion becomes very simple.

To proceed with the theoretical considerations, we need to show that the $K-1$ eigenvalues of $C^{T} C / C_{d}+\xi\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)$ are simple in the case of $d=O\left(n C_{d}\right)$, that is, $\xi>0$.

Lemma 3.3. Let $\lambda_{\alpha} / C_{d}$ be $\alpha$ th largest eigenvalue of $C^{T} C / C_{d}+\xi\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)$. Suppose that the $\lambda_{\alpha} / C_{d}$ satisfy condition $D$, and that $d=O\left(n C_{d}\right)$. Then for all parameters $\theta \in \Theta$,

$$
\lambda_{\alpha}=O\left(C_{d}\right) \quad \text { and } \quad \frac{\lambda_{\alpha}}{C_{d}}>\frac{\lambda_{\alpha+1}}{C_{d}} \quad \text { for } \quad \alpha=1, \ldots, K-1
$$

In this paper, eigenvectors have unit length. In addition, we assume that the first entry of each eigenvector is positive. This assumption avoids any ambiguity about the direction of the eigenvector. Using Lemmas 3.2 and 3.3, we can now describe the asymptotic behavior of $\widehat{\boldsymbol{p}}_{\alpha}$ as follows.

Theorem 3.4. Suppose that conditions $A-D$ hold. Then, for all parameters $\theta \in$ $\Theta$,

$$
\widehat{\boldsymbol{p}}_{\alpha}^{T} \frac{\widehat{C} \gamma_{\alpha}}{\left\|\widehat{C} \gamma_{\alpha}\right\|}=1+o_{P}(1) \quad \text { for } \quad \alpha=1, \ldots, K-1
$$

where $\boldsymbol{\gamma}_{\alpha}$ is eigenvector of $C^{T} C / C_{d}+\xi\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)$ belonging to the non-zero eigenvalue $\lambda_{\alpha}$.

Proofs of Lemmas 3.2, 3.3 and Theorem 3.4 are given in the Appendix. To gain further insight in the behavior of the $\widehat{\boldsymbol{p}}_{\alpha}$, we define the vectors

$$
\begin{equation*}
\boldsymbol{p}_{\alpha}=\frac{C \gamma_{\alpha}}{\left\|C \gamma_{\alpha}\right\|} \quad \text { for } \quad \alpha=1, \ldots, K-1 \tag{11}
\end{equation*}
$$

by referring to Theorem 3.4. Under the assumption that $d=O\left(n C_{d}\right)$, one can show that the vectors $\widehat{\boldsymbol{p}}_{\alpha}$ are consistent estimators for the $\boldsymbol{p}_{\alpha}$. We have the following theorem and corollary:

Theorem 3.5. Suppose that conditions $A-E$ hold, and that $d=O\left(n C_{d}\right)$. Moreover, assume that $\lambda_{\alpha} / C_{d} \rightarrow \kappa_{\alpha}$ and $\gamma_{\alpha}^{T} \Pi^{1 / 2} \mathbf{1}_{K} \rightarrow \eta_{\alpha}$. Then for all parameters $\theta \in \Theta$,

$$
\widehat{P}^{T} P \xrightarrow{P}\left(\frac{\kappa_{\beta} \delta_{\alpha \beta}-\xi\left(\delta_{\alpha \beta}-\eta_{\alpha} \eta_{\beta}\right)}{\sqrt{\kappa_{\alpha}} \sqrt{\kappa_{\beta}-\xi\left(1-\eta_{\beta}^{2}\right)}}\right)_{1 \leq \alpha, \beta \leq K-1}
$$

where $\delta_{\alpha \beta}$ is the Kronecker delta-function.
Corollary 3.6. Suppose that conditions $A-E$ hold, and that $d=o\left(n C_{d}\right)$. Then for all parameters $\theta \in \Theta$,

$$
\widehat{P}^{T} P \quad \xrightarrow{P} \quad I_{K-1} .
$$

Theorem 3.5 and Corollary 3.6 are extension of Theorems 1 and 2 in Tamatani, Koch and Naito (2012). Corollary 3.6 states that if $d=o\left(n C_{d}\right)$ is satisfied, then $\widehat{\boldsymbol{p}}_{\alpha}$ is HDLSS consistent with $\boldsymbol{p}_{\alpha}$. Furthermore, $\widehat{\boldsymbol{p}}_{\alpha}$ is asymptotically orthogonal to $\boldsymbol{p}_{\beta}$ for $\alpha \neq \beta$. On the other hand, if $d=O\left(n C_{d}\right)$ is satisfied, then the angle between $\widehat{\boldsymbol{p}}_{\alpha}$ and $\boldsymbol{p}_{\beta}$ converges to a particular non-zero angle for all $\alpha$ and $\beta$.

Next we turn to the asymptotic behavior of the vectors $\widehat{\boldsymbol{b}}_{\alpha}$. We define normalized versions of direction vectors for discrimination by

$$
\begin{equation*}
\widehat{\boldsymbol{b}}_{\alpha}^{*}=\frac{\widehat{D}^{-1 / 2} \widehat{\boldsymbol{p}}_{\alpha}}{\sqrt{\widehat{\boldsymbol{p}}_{\alpha}^{T} \widehat{D}^{-1} \widehat{\boldsymbol{p}}_{\alpha}}} \quad \text { and } \quad \boldsymbol{b}_{\alpha}^{*}=\frac{D^{-1 / 2} \boldsymbol{p}_{\alpha}}{\sqrt{\boldsymbol{p}_{\alpha}^{T} D^{-1} \boldsymbol{p}_{\alpha}}} \tag{12}
\end{equation*}
$$

Then we have the following theorem and corollary:

Theorem 3.7. Suppose that conditions $A-E$ hold, and that $d=O\left(n C_{d}\right)$. Put $\sigma_{\max }=\max _{1 \leq j \leq d} \sigma_{j j}$ and $\sigma_{\min }=\min _{1 \leq j \leq d} \sigma_{j j}$. Then for all parameters $\theta \in \Theta$,

$$
\begin{aligned}
& \widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*} \leq \frac{\boldsymbol{b}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*} \sqrt{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)}}{\sqrt{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)\left(1-\sigma_{\min } / \sigma_{\max }\right)}}\left(1+o_{P}(1)\right), \\
& \widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*} \geq \frac{\boldsymbol{b}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*} \sqrt{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)}}{\sqrt{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)\left(1-\sigma_{\max } / \sigma_{\min }\right)}}\left(1+o_{P}(1)\right) .
\end{aligned}
$$

Corollary 3.8. Let $\widehat{B}^{*}=\left[\widehat{\boldsymbol{b}}_{1}^{*}, \ldots, \widehat{\boldsymbol{b}}_{K-1}^{*}\right]$ and $B^{*}=\left[\boldsymbol{b}_{1}^{*}, \ldots, \boldsymbol{b}_{K-1}^{*}\right]$. Suppose that conditions $A-E$ hold, and that $d=o\left(n C_{d}\right)$. Then for all parameters $\theta \in \Theta$,

$$
\widehat{B}^{* T} B^{*}-B^{* T} B^{*} \quad \xrightarrow{P} \quad O .
$$

Theorem 3.7 states that the upper and lower bounds of $\widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*}$ are determined by the ratio of $\sigma_{\max }$ and $\sigma_{\min }$. For example, if all diagonal elements of $\Sigma$ are equal, then

$$
\begin{equation*}
\widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\alpha}^{*}-\boldsymbol{b}_{\alpha}^{* T} \boldsymbol{b}_{\alpha}^{*} \sqrt{1-\frac{\xi}{\kappa_{\alpha}}\left(1-\eta_{\alpha}^{2}\right)} \quad \stackrel{P}{\longrightarrow} 0 \tag{13}
\end{equation*}
$$

If $d=o\left(n C_{d}\right)$ is satisfied, then the angle between $\widehat{\boldsymbol{b}}_{\alpha}^{*}$ and $\boldsymbol{b}_{\alpha}^{*}$ converges to 0 in probability, which shows that the $\widehat{\boldsymbol{b}}_{\alpha}^{*}$ are HDLSS consistent with the corresponding $\boldsymbol{b}_{\alpha}^{*}$. However, $\widehat{\boldsymbol{b}}_{\alpha}^{*}$ and $\boldsymbol{b}_{\beta}^{*}$ may not necessarily be orthogonal for $\alpha \neq \beta$, since

$$
\widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*}-\frac{\boldsymbol{p}_{\alpha}^{T} D^{-1} \boldsymbol{p}_{\beta}}{\sqrt{\boldsymbol{p}_{\alpha}^{T} D^{-1} \boldsymbol{p}_{\alpha}} \sqrt{\boldsymbol{p}_{\beta}^{T} D^{-1} \boldsymbol{p}_{\beta}}}=o_{P}(1)
$$

## 4. Asymptotic Misclassification Rate

In this section, we study the misclassification rate of our method in a multi-class setting. The misclassification rate for two classes has been investigated in Fan and Fan (2008) who derived an upper bound for the misclassification rate in a HDLSS setting. A related discussion can be found in Tamatani, Koch and Naito (2012).

Specifically, for the results in this section we will assume that condition A1 holds.
Condition A1. Let $X=\left[\boldsymbol{X}_{11}, \ldots, \boldsymbol{X}_{K n_{K}}\right]$ be a data matrix from $K$ classes. Each column of $X$ can be written as

$$
\boldsymbol{X}_{\ell i}=\boldsymbol{\mu}_{\ell}+\boldsymbol{\varepsilon}_{\ell i}
$$

where $\boldsymbol{\varepsilon}_{\ell i}$ are independently and identically distributed as $N(\mathbf{0}, \Sigma)$.
In addition to condition A , condition A 1 makes statements about the distribution of $X$.
Suppose that $\boldsymbol{X}$ belongs to class $\mathcal{C}_{k}$. The misclassification rate of $\widehat{g}$, an estimate of the discriminant function $g$ in (5), for class $\mathcal{C}_{k}$ is defined as

$$
\begin{aligned}
W_{k}(\widehat{g}, \theta) & =P\left(\widehat{g}(\boldsymbol{X}) \neq k \mid \boldsymbol{X}_{\ell i}, \ell=1, \ldots, K, i=1, \ldots, n_{\ell}\right) \\
& =1-\int_{\widehat{\mathscr{D}}_{k}} \frac{1}{\sqrt{\left|2 \pi \widehat{\Sigma}_{k}\right|}} \exp \left(-\frac{1}{2} \boldsymbol{z}^{T} \widehat{\Sigma}_{k}^{-1} \boldsymbol{z}\right) d \boldsymbol{z} \\
& \equiv 1-\Phi_{K-1}\left(\widehat{\mathscr{D}}_{k} ; \mathbf{0}, \widehat{\Sigma}_{k}\right)
\end{aligned}
$$

where $\widehat{\Sigma}_{k}$ is the transformed covariance matrix of size $(K-1) \times(K-1)$ which is defined in (26) in the Appendix, and $\widehat{\mathscr{D}}_{k}$ is the $(K-1)$-dimensional region given by

$$
\widehat{\mathscr{D}}_{k}=\left\{\boldsymbol{z} \in \mathbb{R}^{K-1} \mid z_{\alpha}<\underline{\hat{d}}_{k \alpha}, \alpha=1, \ldots, K-1\right\}
$$

where

$$
\begin{aligned}
\widehat{d}_{k \alpha} & =I(\alpha<k) \widehat{d}_{k \alpha}+I(\alpha \geq k) \widehat{d}_{k(\alpha+1)} \quad \text { and } \\
\widehat{d}_{k \alpha} & =\frac{\left(\boldsymbol{\mu}_{k}-\left(\widehat{\boldsymbol{\mu}}_{k}+\widehat{\boldsymbol{\mu}}_{\alpha}\right) / 2\right)^{T} \widehat{B}\left(\widehat{B}^{T} \widehat{D} \widehat{B}\right)^{-1} \widehat{B}^{T}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)}{\sqrt{\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} \widehat{B}\left(\widehat{B}^{T} \widehat{D} \widehat{B}\right)^{-1} \widehat{B}^{T} \Sigma \widehat{B}\left(\widehat{B}^{T} \widehat{D} \widehat{B}\right)^{-1} \widehat{B}^{T}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)}} .
\end{aligned}
$$

We note that the region $\widehat{\mathscr{D}}_{1}$ results in the interval obtained in Theorem 1 in Fan and Fan (2008) for their special case of $K=2$.

Let $\Theta_{k}$ be the parameter space associated with the misclassification rate of $\widehat{g}$ for class $\mathcal{C}_{k}$ :

$$
\Theta_{k}=\left\{\begin{array}{l|l}
\left(\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{K}, \Sigma\right) & \begin{array}{l}
\min _{\ell \neq k}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{k}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{k}\right) \geq C_{d} \\
\lambda_{\max }(R) \leq b_{0}, \min _{1 \leq j \leq d} \sigma_{j j}>0
\end{array}
\end{array}\right\}
$$

In addition to the region $\widehat{\mathscr{D}}_{k}$ we also require the following region and quantities in Theorem 4.1:

$$
\mathscr{D}_{k, O}=\left\{\boldsymbol{z} \in \mathbb{R}^{K-1} \mid z_{\alpha}<\underline{d}_{k \alpha}\left(1+o_{P}(1)\right), \alpha=1, \ldots, K-1\right\},
$$

where $\underline{d}_{k \alpha}=I(\alpha<k) d_{k \alpha}+I(\alpha \geq k) d_{k(\alpha+1)}$,

$$
\begin{gathered}
d_{k \alpha}=\frac{S_{k \alpha} \Gamma\left[\Gamma^{T}\left\{C^{T} C+(d / n)\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)\right\} \Gamma\right]^{-1} \Gamma^{T} Q_{k \alpha}^{T}}{\sqrt{\lambda_{\max }(R)} \sqrt{Q_{k \alpha} \Gamma\left[\Gamma^{T}\left\{C^{T} C+(d / n)\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)\right\} \Gamma\right]^{-1} \Gamma^{T} Q_{k \alpha}^{T}}}, \\
\Gamma=\left[\gamma_{1}, \ldots, \boldsymbol{\gamma}_{K-1}\right], S_{k \alpha}=M_{k \alpha} / 2+(d / n) \boldsymbol{s}_{k \alpha} \Pi^{-1 / 2}, Q_{k \alpha}=M_{k \alpha}+(d / n) \boldsymbol{q}_{k \alpha} \Pi^{-1 / 2}, \\
M_{k \alpha}=\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1 / 2} C, \\
\boldsymbol{s}_{k \alpha}=\left[s_{1}, \ldots, s_{K}\right], \quad s_{\ell}=\pi_{\ell}-\frac{1}{2}\{I(\ell=k)+I(\ell=\alpha)\}, \\
\boldsymbol{q}_{k \alpha}=\left[q_{1}, \ldots, q_{K}\right], \quad q_{\ell}=I(\ell=k)-I(\ell=\alpha) .
\end{gathered}
$$

Furthermore, we need the following region in Corollary 4.2:

$$
\mathscr{D}_{k, o}=\left\{\boldsymbol{z} \in \mathbb{R}^{K-1} \mid z_{\alpha}<\underline{d}_{k \alpha}^{*}\left(1+o_{P}(1)\right), \alpha=1, \ldots, K-1\right\}
$$

where $\underline{d}_{k \alpha}^{*}=I(\alpha<k) d_{k \alpha}^{*}+I(\alpha \geq k) d_{k(\alpha+1)}^{*}$ and

$$
d_{k \alpha}^{*}=\frac{\sqrt{M_{k \alpha} \Gamma\left(\Gamma^{T} C^{T} C \Gamma\right)^{-1} \Gamma^{T} M_{k \alpha}^{T}}}{2 \sqrt{\lambda_{\max }(R)}}
$$

We have the following theorem and corollary using Theorem 3.4.

Theorem 4.1. Suppose that conditions $A 1$ and $B-F$ hold, and that $d=O\left(n C_{d}\right)$. Then, for all parameters $\theta \in \Theta_{k}$,

$$
W_{k}(\widehat{g}, \theta) \leq 1-\Phi_{K-1}\left(\mathscr{D}_{k, O} ; \mathbf{0}, \widehat{\Sigma}_{k}\right)
$$

Corollary 4.2. Suppose that conditions $A 1$ and $B-F$ hold, and that $d=o\left(n C_{d}\right)$. Then, for all parameters $\theta \in \Theta_{k}$,

$$
W_{k}(\widehat{g}, \theta) \leq 1-\Phi_{K-1}\left(\mathscr{D}_{k, o} ; \mathbf{0}, \widehat{\Sigma}_{k}\right)
$$

Note that Theorem 4.1 and Corollary 4.2 extend Theorem 1 in Fan and Fan (2008) to the general multi-class setting considered in this paper.

To appreciate the usefulness of the upper bounds which we derived in Theorem 4.1 and Corollary 4.2, we give a numerical example for the case $K=3$ with parameters $d=1200, \boldsymbol{\mu}_{\ell}=\ell\left(\mathbf{1}_{d}-\boldsymbol{e}_{\ell}\right) / n^{s} \quad(\ell=1,2,3)$ and $\Sigma=\left(0.6^{|i-j|}\right)_{1 \leq i, j \leq d}$. We see that $d=O\left(n C_{d}\right)$ if $s=1 / 2$, and $d=o\left(n C_{d}\right)$ if $s<1 / 2$ (see condition E). The empirical regions $\widehat{\mathscr{D}}_{1, O}$ or $\widehat{\mathscr{D}}_{1, o}$ are obtained from the sample mean over 100 iterations.

Figure 1 shows estimates of the misclassification rate $W_{1}(\widehat{g}, \theta)$ and of the upper bounds given in Theorem 4.1 and Corollary 4.2. Both figure panels show that the upper bounds are actually upper bounds of the error rates even for the moderate sample sizes used in the example. The left panel refers to the case $d=o\left(n C_{d}\right)$, and the right panel covers the case $d=O\left(n C_{d}\right)$. Note that the difference between the upper bound and $W_{1}(\hat{g}, \theta)$ is smaller for the regime $d=O\left(n C_{d}\right)$ than the case $d=o\left(n C_{d}\right)$ as sample size increases. In both cases, the estimated misclassification rate increases with $n$, whereas the upper bounds tend to flatten as $n$ approaches 500 .

## 5. Feature Selection for the Multi-class Setting

In this section, we propose a method for feature selection in a HDLSS multi-class setting which accompanies our discriminant function. For two-class problems a number of algorithms exist for extracting and ranking salient features, including the features annealed independence rules (FAIR) of Fan and Fan (2008), which are based on twosample $t$-statistics. Tamatani, Koch and Naito (2012) showed that FAIR is essentially equivalent to variable ranking based on the absolute value of the components of $\widehat{\boldsymbol{p}}_{1}$. Furthermore, Tamatani, Koch and Naito (2012) proposed the naive canonical correlation (NACC) approach for feature selection, which exploits the first canonical correlation vector $\widehat{\boldsymbol{b}}_{1}$. Feature selection algorithms for more than two classes have been discussed in the machine learning and bioinformatics literature; see, for example, the comprehensive survey by Saeys et al. (2007).

Feature selection algorithms generally consist of two steps:
Step A Variable Ranking: Using some reference vectors including information about features(variables), we make a ranking vector $\widehat{\boldsymbol{c}}$, of which components satisfy

$$
\begin{equation*}
\hat{c}_{j_{1}} \geq \cdots \geq \hat{c}_{j_{m}} \geq \cdots \geq \hat{c}_{j_{d}} \geq 0 \tag{14}
\end{equation*}
$$

A variable ranking scheme for a vector $\boldsymbol{X}$ (or each column of the data matrix $X$ ) is a permutation of the variables of $\boldsymbol{X}$ according to the order inherited from $\widehat{\boldsymbol{c}}$.


Figure 1: Mean upper bound for the misclassification rates over 100 simulations shown together with intervals of one standard deviation. Left panel: $d=o\left(n C_{d}\right)$; right panel: $d=O\left(n C_{d}\right)$.

Step B Number of Discriminant Features: Once the entries of $\boldsymbol{X}$ (or each column of the data matrix $X$ ) have been ranked, we determine the number of effective features, $\hat{m}$ and then only use the features $X_{j_{1}}, \ldots, X_{j_{\hat{m}}}$.
FAIR uses $\widehat{\boldsymbol{p}}_{1}$ as the reference vector. NACC works in a similar way, but it is based on $\widehat{\boldsymbol{b}}_{1}$ instead of $\widehat{\boldsymbol{p}}_{1}$. Both rules minimize an upper bound for the misclassification rate as the stopping criterion in Step B. Note that $\widehat{\boldsymbol{p}}_{1}$, and respectively $\widehat{\boldsymbol{b}}_{1}$, is the eigenvector belonging to the unique non-zero eigenvalue for $K=2$.

We aim to extend FAIR and NACC to the multi-class setting. A natural extension is the use of all $K-1$ vectors $\widehat{\boldsymbol{p}}_{1}, \ldots, \widehat{\boldsymbol{p}}_{K-1}$ or $\widehat{\boldsymbol{b}}_{1}, \ldots, \widehat{\boldsymbol{b}}_{K-1}$ as reference vectors. Hence we need a rule for combining the $K-1$ vectors. We integrate the $K-1$ reference vectors into a component-wise 'best' ranking vector whose entries are chosen as described in Table 1. The ranking of the variables is then inherited from the ranking vector obtained by combining these reference vectors.

Table 1: The ranking vector $\widehat{\boldsymbol{c}}$ associated with NACC and FAIR for $K$ classes.

| Name | Component of $\widehat{\boldsymbol{c}}$ |
| :---: | :---: |
| M-NACC | $\hat{c}_{j}=\max _{1 \leq \alpha \leq K-1}\left\|\hat{b}_{\alpha j}\right\|, j=1, \ldots, d$ |
| M-FAIR | $\hat{c}_{j}=\max _{1 \leq \alpha \leq K-1}\left\|\hat{p}_{\alpha j}\right\|, j=1, \ldots, d$ |

The criterion for selecting the number of discriminant features is similar to that in Fan and Fan (2008): We choose the number $\hat{m}$ which minimizes the upper bound of the misclassification rate given in Theorem 4.1. Suppose that the rows of the data matrix $X$ are sorted according to some $\widehat{\boldsymbol{c}}$, and then $X$ is truncated into the upper $\hat{m} \times n$ matrix. The discrimination rule (8) with feature selection becomes

$$
\begin{equation*}
\widehat{g}_{\hat{m}}(\boldsymbol{X})=\underset{\ell \in\{1, \ldots, K\}}{\arg \min }\left(\boldsymbol{X}_{\hat{m}}-\widehat{\boldsymbol{\mu}}_{\ell, \hat{m}}\right)^{T} \widehat{B}_{\hat{m}}\left(\widehat{B}_{\hat{m}} \widehat{D}_{\hat{m}} \widehat{B}_{\hat{m}}^{T}\right)^{-1} \widehat{B}_{\hat{m}}^{T}\left(\boldsymbol{X}_{\hat{m}}-\widehat{\boldsymbol{\mu}}_{\ell, \hat{m}}\right) \tag{15}
\end{equation*}
$$

where $\boldsymbol{X}_{\hat{m}}, \widehat{\boldsymbol{\mu}}_{\ell, \hat{m}}$ and each column of $\widehat{B}_{\hat{m}}=\left[\widehat{\boldsymbol{b}}_{1, \hat{m}}, \ldots, \widehat{\boldsymbol{b}}_{K-1, \hat{m}}\right]$ are the corresponding first $\hat{m}$-dimensional subvectors and

$$
\widehat{D}_{\hat{m}}=\operatorname{diag}\left(\hat{\sigma}_{11}, \ldots, \hat{\sigma}_{\hat{m} \hat{m}}\right)
$$

is the $\hat{m} \times \hat{m}$ left-upper submatrix of $\widehat{D}$. We summarize the new classification method based on feature selection in the following steps:

## Feature Selection Algorithm M-NACC (M-FAIR)

Step 1 Calculate $\widehat{P}$ and $\widehat{B}$.
Step 2 Sort the components of $\widehat{\boldsymbol{c}}$ in descending order of their absolute values as

$$
\hat{c}_{j_{1}} \geq \hat{c}_{j_{2}} \geq \cdots \geq \hat{c}_{j_{m}} \geq \cdots \geq \hat{c}_{j_{d}} \geq 0
$$

where $\hat{c}_{j}$ is based on $\widehat{\boldsymbol{b}}_{\ell}(\ell=1, \ldots, K-1)$ for M-NACC, and on $\widehat{\boldsymbol{p}}_{\ell}(\ell=1, \ldots, K-1)$ for M-FAIR (see Table 1 ).

Step 3 Apply the permutation $\tau:\{1,2, \ldots, d\} \rightarrow\left\{j_{1}, j_{2}, \ldots, j_{d}\right\}$ to the rows of the data $X$, and put $\boldsymbol{X}_{i} \leftarrow \tau\left(\boldsymbol{X}_{i}\right)$.

Step 4 Let $[\cdot]_{m}$ be the vector or matrix calculated by using the first $m$ rows of the matrix $X$ made in Step 3. Find the best truncation $\hat{m}$ based on Theorem 4.1:

$$
\begin{equation*}
\hat{m}=\underset{K-1 \leq m \leq d}{\arg \max } \sum_{k \neq \alpha} \frac{n_{k} n_{\alpha}}{n^{2}} \hat{d}_{k \alpha}(m), \tag{16}
\end{equation*}
$$

where $\hat{d}_{k \alpha}(m)$ is calculated by

$$
\begin{aligned}
& \hat{d}_{k \alpha}(m)=\frac{\widehat{S}_{k \alpha, m} \widehat{\Gamma}\left(\widehat{\Gamma}^{T} \widehat{U}_{m} \widehat{\Gamma}\right)^{-1} \widehat{\Gamma}^{T} \widehat{Q}_{k \alpha, m}^{T}}{\sqrt{\lambda_{\max }\left(\widehat{R}_{m}\right)} \sqrt{\widehat{Q}_{k \alpha, m} \widehat{\Gamma}\left(\widehat{\Gamma}^{T} \widehat{U}_{m} \widehat{\Gamma}\right)^{-1} \widehat{\Gamma}^{T} \widehat{Q}_{k \alpha, m}^{T}}}, \\
& \widehat{U}_{m}=\left[\widehat{C}^{T} \widehat{C}\right]_{m}+\frac{m}{n}\left(I_{K}-N^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} N^{1 / 2}\right), \\
& \widehat{Q}_{k \alpha, m}=\left[\widehat{M}_{k \alpha}\right]_{m}+\frac{m}{n} \boldsymbol{q}_{k \alpha} N^{-1 / 2}, \\
& \widehat{S}_{k \alpha, m}=\frac{1}{2}\left[\widehat{M}_{k \alpha}\right]_{m}+\frac{m}{n} \widehat{\boldsymbol{s}}_{k \alpha} N^{-1 / 2} \\
& \widehat{\boldsymbol{s}}_{k \alpha}=\left(\hat{s}_{1}, \ldots, \hat{s}_{K}\right), \quad \hat{s}_{\ell}=\frac{n_{\ell}}{n}-\frac{1}{2}\{I(\ell=k)+I(\ell=\alpha)\}
\end{aligned}
$$

and $\widehat{R}_{m}=\left(\hat{\rho}_{i j}\right)_{1 \leq i, j \leq m}$ is the appropriate $m \times m$ correlation submatrix of $\widehat{R}$.
Step 5 Apply the same permutation $\tau$ as in Step 3 to a new datum $\boldsymbol{X} \leftarrow \tau(\boldsymbol{X})$, use the first $\hat{m}$ entries of $\boldsymbol{X}$ and apply rule (15) to assign $\boldsymbol{X}$ to one of the $K$ classes.

Note that if $\hat{m}=d$, then (15) is nothing other than (8) without feature selection. We will refer to this method Multi-class Diagonal Linear Discriminant Analysis (MDLDA). We investigate the performance of M-NACC, M-FAIR and M-DLDA for real and simulated data in the next section.

## 6. Numerical Studies

In this section, we apply the proposed discriminant function to real and simulated data, and compare its performance on simulated data with the theoretical results developed in the previous sections. Further, we compare the performance of our feature selection with the Minimum Redundancy - Maximum Relevance (MRMR) proposed by Ding and Peng (2005), which maximizes an $F$-statistic or mutual information while minimizing a redundancy criterion which is based on the correlation coefficient. It is worth noting that MRMR is a variable ranking method which does not include any determination of the number of ranked features as in Step B of Section 5.. The ranking approach MRMR does not exclude the integration of criteria for determining the number of features. Indeed, in the simulations below we show how one can implement the criterion of (16) in MRMR, as well as in our new method.

### 6.1. Simulation I

We start with an investigation of the angle between $\widehat{\boldsymbol{b}}_{\alpha}^{*}$ and $\boldsymbol{b}_{\beta}^{*}$ for simulated data from the Gaussian distribution. In Simulation I, we generate $n_{\ell} d$-dimensional observations $\boldsymbol{X}_{\ell i} \stackrel{\text { i.i.d. }}{\sim} N_{d}\left(\boldsymbol{\mu}_{\ell}, \Sigma\right)$ for $d=600$ and 1200 from $K=3$ classes. For each $d$, we choose $n=\sum_{\ell=1}^{K} n_{\ell}$ such that $n \leq d$. For the simulated data we calculate $\widehat{\boldsymbol{b}}_{1}^{*}, \ldots, \widehat{\boldsymbol{b}}_{K-1}^{*}$, and the angles $\angle\left(\widehat{\boldsymbol{b}}_{\alpha}^{*}, \boldsymbol{b}_{\beta}^{*}\right)=(180 / \pi) \arccos \left(\widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*}\right)($ for $\alpha, \beta=1, \ldots, K-1)$, and display the distributions of these angles based on 1000 iterations.

We take $\Sigma=\left(\sigma_{i j}\right)$ to be the covariance of an AR structure, with $\sigma_{i j}=\rho^{|i-j|}$ for $1 \leq i, j \leq d$. For this example we take $\rho=0.6$. In order to avoid $C C^{T}$ being singular, we take

$$
\left[\begin{array}{lll}
\boldsymbol{\mu}_{1} & \boldsymbol{\mu}_{2} & \boldsymbol{\mu}_{3}
\end{array}\right]=\frac{4}{\sqrt{n}}\left[\begin{array}{ccc}
\mathbf{1}_{d / 2} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{1}_{d / 4} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{1}_{d / 4}
\end{array}\right]
$$

In this setting, it is easily confirmed that

$$
\min _{i \neq j} \frac{n\left(\boldsymbol{\mu}_{i}-\boldsymbol{\mu}_{j}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{i}-\boldsymbol{\mu}_{j}\right)}{d} \longrightarrow 2
$$

Thus, if we take $C_{d}=d^{\gamma}$ for the sequence in condition C such that $d=n d^{\gamma}$ for $\gamma \in(0,1)$, then the condition $d=O\left(n C_{d}\right)$ in Theorem 3.7 is satisfied. We obtain the following angles in degrees $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{1}^{*}\right) \approx 33.855, \angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{2}^{*}\right) \approx 40.893$ and $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{2}^{*}\right), \angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{1}^{*}\right) \approx 90$ from (13) with $\sigma_{\max }=\sigma_{\min }=1$.

Table 2 summarizes the results for Simulation I. The table shows that each angle approaches the theoretical value shown in Theorem 3.7. Figure 2 depicts the behavior of $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{1}^{*}\right)$ and $\angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{2}^{*}\right)$ using kernel density estimates. The top panel of Figure 2 shows the results for $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{1}^{*}\right)$, and the bottom panel shows the results for $\angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{2}^{*}\right)$ for $n=15,30,150,600$ and $d=1200$. These figures show that each angle converges as the sample size increases.

### 6.2. Simulation II

Simulation II focuses on the performance of the proposed discriminant function with feature selection. In Simulation II, we consider data $\boldsymbol{X}_{\ell i} \stackrel{\text { i.i.d. }}{\sim} N_{d}\left(\boldsymbol{\mu}_{\ell}, \Sigma_{0}\right)$ from $K=10$ classes with:

$$
\boldsymbol{\mu}_{\ell}=\left(\mu_{\ell 1}, \ldots, \mu_{\ell d}\right)^{T} \in \mathbb{R}^{d}, \mu_{\ell j}=\left\{\begin{array}{ll}
11-\ell & , \quad j=\ell, \\
0 & , \quad \text { otherwise },
\end{array} \quad \text { and } \Sigma_{0}=A^{1 / 2} \Sigma A^{1 / 2}\right.
$$

where $A=\operatorname{diag}\left(a_{j j}\right)$ with $a_{j j}=j$ and $\Sigma$ has an AR structure with $\rho=-0.6$. The mean parameters $\boldsymbol{\mu}_{\ell} \mathrm{S}$ show that only the first 10 features differ, and we therefore, expect to select these features in the simulated data. Furthermore, we note that the diagonal elements of the covariance matrix $\Sigma_{0}$ are monotonically increasing.

We compare M-NACC with MRMR, and use the same $\hat{m}$ for both methods, which we calculate for M-NACC as described in (16). A similar comparison is given for MFAIR and MRMR. For $d=1000$ and $n_{\ell}=50$ (with $\ell=1, \ldots, 10$ ), we obtained estimates for the misclassification rate based on 100 iterations.


Figure 2: Kernel density estimates of angles in degrees between $\widehat{\boldsymbol{b}}_{\alpha}^{*}$ and $\boldsymbol{b}_{\alpha}^{*}$. The top panel and bottom panel are for $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{1}^{*}\right)$ and $\angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{2}^{*}\right)$, respectively. The vertical dashed line is the asymptotic value derived in Theorem 3.7.

Table 2: Average of 1000 simulated angles between $\widehat{\boldsymbol{b}}_{i}^{*}$ and $\boldsymbol{b}_{j}^{*}$ in degrees.

|  | $d=600$ |  |  |  |
| ---: | ---: | ---: | ---: | ---: |
| $n$ | $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{1}^{*}\right)$ | $\angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{2}^{*}\right)$ | $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{2}^{*}\right)$ | $\angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{1}^{*}\right)$ |
| 15 | 42.237 | 47.407 | 90.327 | 89.976 |
| 30 | 37.392 | 43.652 | 90.243 | 90.127 |
| 90 | 35.159 | 41.842 | 90.265 | 90.026 |
| 150 | 34.746 | 41.359 | 90.288 | 90.074 |
| 300 | 34.388 | 41.182 | 90.277 | 89.959 |
| 450 | 34.257 | 41.181 | 89.990 | 89.881 |
| $n$ | $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{1}^{*}\right)$ | $\angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{2}^{*}\right)$ | $\angle\left(\widehat{\boldsymbol{b}}_{1}^{*}, \boldsymbol{b}_{2}^{*}\right)$ | $\angle\left(\widehat{\boldsymbol{b}}_{2}^{*}, \boldsymbol{b}_{1}^{*}\right)$ |
| 15 | 42.084 | 47.428 | 90.273 | 89.995 |
| 30 | 37.328 | 43.590 | 90.302 | 89.992 |
| 90 | 35.042 | 41.671 | 90.046 | 90.071 |
| 150 | 34.592 | 41.385 | 90.073 | 90.061 |
| 300 | 34.261 | 41.146 | 90.196 | 90.058 |
| 450 | 34.203 | 41.075 | 90.164 | 90.059 |
| 600 | 34.147 | 41.062 | 90.120 | 89.946 |
| 900 | 34.078 | 41.068 | 90.021 | 90.041 |

In this simulation study we introduce another measure for comparing feature selection methods. We can see from definition of the $\boldsymbol{\mu}_{\ell}$ that the set of features $\{1, \ldots, 10\}$ should be picked with a suitable feature selection. We now want to determine how successful the features selection (16) is in choosing the correct features. Let $\left\{j_{1}^{(t)}, \ldots, j_{\hat{m}(t)}^{(t)}\right\}$ be a set of selected features based on the $t$ th simulated data set, where $\hat{m}(t)$ is the number of selected features determined by the $t$ th data set. For $i \in\{1, \ldots, 10\}$, let $\operatorname{CSR}(i)$ be the correct selection rate for feature $i$ and put

$$
\operatorname{CSR}(i)=\frac{1}{100} \sum_{t=1}^{100} I\left(i \in\left\{j_{1}^{(t)}, \ldots, j_{\hat{m}(t)}^{(t)}\right\}\right)
$$

where $I(A)$ is the indicator function of a set $A$. The CSR counts how often the set of selected features contains the features which should be selected. A CSR $(i)$ close to 1 means that feature $i$ is frequently selected by the feature selection method which is good. We calculated CSR $(i)$ for M-NACC, M-FAIR and MRMR in this study. For the MRMR-based discriminant function with feature selection we did not calculate estimates of the misclassification rate, since MRMR is just a competitor for variable ranking.

The results of the simulations are given in Table 3, which shows the correct selection rate as well as the estimated misclassification rate for each method. The estimate for the error based on (15), and called training error here, was obtained as the sample mean over 100 iterations, while the estimate for the test error was calculated as the average of the leave-one out cross-validation over 100 iterations. Table 3 shows that the CSR $(i)$-values of M-NACC are typically higher than those of MRMR, and a similar tendency can be
verified for M-FAIR. M-NACC recorded $\operatorname{CSR}(i)<1$ for $i=9,10$, while M-FAIR resulted in $\operatorname{CSR}(i)<1$ for $i=8,9,10$. Further $\operatorname{CSR}(9)$ and $\operatorname{CSR}(10)$ of M-FAIR are smaller than those of M-NACC. As far as the mean number of selected features $\hat{m}$ is concerned, we note that M-FAIR has a tendency to select more (and indeed by far too many) features than M-NACC, and M-NACC selects the correct features more frequently than M-FAIR.

In view of training error, M-FAIR is slightly superior to M-NACC, which can be understood by its number of selected features. However it is worth noting that M-NACC recorded a smaller test error than M-FAIR and used fewer features.

Table 3: Results for Simulation II. $\operatorname{CSR}(i)$ and estimates for the misclassification rate of each method. ${ }^{1}$ : MRMR with $\hat{m}$ determined by M-FAIR. ${ }^{2}$ : MRMR with $\hat{m}$ determined by M-NACC.

| Feature( $i$ ) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| M-FAIR | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.93 | 0.47 | 0.03 |
| MRMR ${ }^{1}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.98 | 0.68 | 0.20 | 0.02 |
| M-NACC | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.84 | 0.14 |
| MRMR ${ }^{2}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.93 | 0.42 | 0.08 | 0.00 |
|  |  |  | M-FAIR |  | M-NACC |  |  |  |  |  |
| No. of selected features |  |  | 24.31 |  | 9.22 |  |  |  |  |  |
| Training error (\%) |  |  | 27.46 |  | 30.94 |  |  |  |  |  |
| Test error (\%) |  |  | 31.84 |  | 28.21 |  |  |  |  |  |

### 6.3. Real Data

### 6.3.1. SRBCT data

We apply our method to the small round blue-cell tumors (SRBCT) data that were analyzed in Khan et al. (2001), and are available at http://statweb.stanford.edu/ ~tibs/ElemStatLearn/ (see Hastie et al. (2001)). The data have four classes: neuroblastoma (NB), rhabdomyosarcoma (RMS), non-Hodgkin lymphoma (NHL) and the Ewing family of tumors (EWS). There are 2308 genes and a total of 83 samples: 63 training samples (12 NB, $20 \mathrm{RMS}, 8 \mathrm{NHL}$ and 23 EWS ) and 20 test samples ( $6 \mathrm{NB}, 5$ RMS, 3 NHL and 6 EWS).

We applied M-NACC, M-FAIR and MRMR with feature selection to the SRBCT data, and also applied M-DLDA (without feature selection) to the same data. The results for approaches with feature selection, including selected gene numbers, training error and test error are summarized in Table 4. We observe from Table 4 that M-FAIR selected 13 genes which resulted in a training error of 0 and a test error of 2 , while M-NACC selected 12 genes which yielded a training error of 0 and a slightly higher test error of 3.20 genes were selected by MRMR, which yielded a 0 training error and a test error of 2. Although M-FAIR and MRMR resulted in the same test error, it should be noted that M-FAIR achieved this accuracy with a smaller number of features. M-DLDA recorded 1 training error and 5 test errors, both of these are worse than the error rates obtained with M-NACC, M-FAIR and MRMR. This reveals that feature selection works well for this data set, and is superior to similar methods without feature selection.

### 6.3.2. Isolet data

The last example deals with the Isolet data studied in Weinberger et al. (2006), which are available at http://archive.ics.uci.edu/ml/datasets/ISOLET. The data have 26 classes corresponding to the letters of the alphabet. There are 617 genes and and a total of 7797 samples: 6238 training samples ( 238 samples from class 6 , and 240 samples from each of the other classes), and 1559 test samples ( 59 samples from class 13 , and 60 samples from each of the other classes).

As our setting is that of HDLSS, we randomly picked 20 samples form each class of the training data. We applied each of the four methods considered in Section 6.3.1. to the 520 samples of the new training data, and evaluated their performances on the full test data consisting of 1559 samples. We repeated the above procedure 100 times. Boxplots of the test errors and the number of selected features are shown in Figure 3. The left panel of Figure 3 shows the number of selected features. Figure 3 exhibits that the number of selected features of M-FAIR is smaller than that of the other approaches. However, there seems to be an unstable trend in the misclassification rate arising from the M-FAIR calculations, as can be observed in the right panel. This could be a consequence of the small number of selected features. On the other hand, the number of selected features of M-NACC and MRMR result in about the same number, however, the test error of M-NACC is smaller than that for MRMR and M-FAIR. The detailed values of the boxplots are summarized in Table 5. From these values we can see that the average test error of M-NACC is almost equal to that of M-DLDA, but M-NACC obtains the same accuracy with only one-third of the number of features.

Table 4: Results for the SRBCT data. Numbers in bold show common selected genes in each approach.

| selected genes | M-FAIR | 1955 | 2050 | 1954 | 1194 | 1158 | 174 | 1003 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1389 | 246 | 107 | 1645 | 951 | 1980 |  |
|  | M-NACC | 1955 | 481 | 1158 | 1954 | 1194 | 1888 | 951 |
|  |  | 879 | 1003 | 174 | 1389 | 246 |  |  |
|  | MRMR | 509 | 107 | 867 | 879 | 1708 | 1955 | $\begin{array}{r} 2050 \\ 851 \end{array}$ |
|  |  | 1194 | 246 | 742 | 1003 | 1389 | 819 |  |
|  |  | 338 | 368 | 1706 | 1319 | 2 | 545 |  |
|  | M-FAIR | M-NACC | MRMR |  | M-DLDA |  |  |  |
| No. of selected genes | 13 | 12 | 20 |  | 2308 |  |  |  |
| Training error | 0/63 | 0/63 | 0/63 |  | 1/63 |  |  |  |
| Test error | 2/20 | $3 / 20$ | 2/20 |  | 5/20 |  |  |  |

## 7. Conclusion

In this paper, we proposed a linear discriminant function for a general multi-class setting with $K$ classes in a HDLSS context, and derived asymptotic properties of the sample estimators. Our approach extends linear discrimination based on a suitably adjusted naive canonical correlation matrix from two classes to $K$ classes.

In the asymptotic theory, both the dimension $d$ and the sample size $n$ grow, and provided $d$ does not grow too fast, we show that all $K-1$ eigenvectors and canonical correlation vectors are HDLSS consistent. Under suitable conditions, we are able to


Figure 3: Isolet data. The left panel shows boxplots of the number of selected features for M-NACC, M-FAIR and MRMR over 100 iterations. M-FAIR is smallest, and the number of its outliers (open circles) is zero. The number of outliers for M-NACC is two, and that of MRMR is six. The right panel shows boxplots of test errors of M-NACC, M-FAIR, MRMR and M-DLDA using the simulated data of the left panel. M-FAIR is not as stable as the other approaches because there are many outliers and large errors. M-NACC and M-DLDA are superior to other approaches.

Table 5: Results for the Isolet data. Descriptive statistics of the number of selected features and test error for each method over 100 iterations.

| No. of selected features |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: |
|  | M-FAIR | M-NACC | MRMR | M-DLDA |
| SD | 43.69 | 33.38 | 52.31 | 0.00 |
| min | 25.00 | 139.00 | 25.00 | 617.00 |
| 1st quartile | 74.00 | 166.80 | 171.80 | 617.00 |
| median | 102.00 | 181.50 | 189.50 | 617.00 |
| average | 99.33 | 185.60 | 205.10 | 617.00 |
| 3rd quartile | 130.50 | 198.00 | 227.20 | 617.00 |
| max | 197.00 | 420.00 | 368.00 | 617.00 |
| Test error |  |  |  |  |
| 1st quartile | 0.15190 | 0.13710 | 0.16340 | 0.14110 |
| median | 0.16900 | 0.14820 | 0.17670 | 0.14820 |
| average | 0.22500 | 0.14770 | 0.18200 | 0.14850 |
| 3rd quartile | 0.20510 | 0.15590 | 0.19500 | 0.15520 |
| max | 0.61390 | 0.18410 | 0.52020 | 0.18220 |

derive an upper bound for the worst case misclassification rate in the $K$ class setting.
Feature selection has been shown to be essential in correctly classifying HDLSS data arising from two classes. For the general multi-class setting, we propose and discuss two methods for feature selection, M-NACC and M-FAIR, which extend their respective twoclass analogues. If the variance is large relative to the difference between the means, we illustrate in Simulation II that M-NACC performs better than M-FAIR. Applications to real data sets demonstrate that M-NACC performs well.

Our approach exploits the naive Bayes rule and replaces $\widehat{\Sigma}^{-1}$ by the diagonal matrix $\widehat{D}^{-1}$. On the other hand, replacing $\widehat{D}^{-1}$ by a certain type of band matrices could also yield efficient linear discriminant functions in a HDLSS setting. Such discriminant functions are of interest in practice, especially when relevant correlation information between the observations is lost in the replacement of $\widehat{\Sigma}^{-1}$ by the diagonal matrix $\widehat{D}^{-1}$. Theoretical research of band matrices has been considered in Bickel and Levina (2008), and their results are expected to apply to linear discriminant function in HDLSS settings.

## Appendix

Proof of Lemma 3.2 .
By condition A, for fixed $\ell \leq K$ we have

$$
\widehat{\boldsymbol{\mu}}_{\ell}-\widehat{\boldsymbol{\mu}}=\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)+\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)+\sum_{\ell=1}^{K}\left(\frac{n_{\ell}}{n}-\pi_{\ell}\right) \boldsymbol{\mu}_{\ell}
$$

where $\overline{\boldsymbol{\varepsilon}}_{\ell}=\left(1 / n_{\ell}\right) \sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i}$ and $\bar{\varepsilon}=(1 / n) \sum_{\ell=1}^{K} \sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i}$. Thus,

$$
\widehat{M}_{0} N^{1 / 2}-M_{0} \Pi^{1 / 2}=M_{0}\left(N^{1 / 2}-\Pi^{1 / 2}\right)+\widetilde{M}(N-\Pi) \mathbf{1}_{K} \mathbf{1}_{K}^{T} N^{1 / 2}+E_{0} N^{1 / 2}
$$

where $\widetilde{M}=\left[\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{K}\right]$ and $E_{0}=\left[\bar{\varepsilon}_{1}-\bar{\varepsilon}, \ldots, \bar{\varepsilon}_{K}-\bar{\varepsilon}\right]$. Therefore, $\widehat{C}^{T} \widehat{C}$ can be written as

$$
\begin{align*}
\widehat{C}^{T} \widehat{C}= & \left(N^{1 / 2}-\Pi^{1 / 2}\right) M_{0}^{T} \widehat{D}^{-1} M_{0}\left(N^{1 / 2}-\Pi^{1 / 2}\right) \\
& +\left(N^{1 / 2}-\Pi^{1 / 2}\right) M_{0}^{T} \widehat{D}^{-1} \widetilde{M}(N-\Pi) \mathbf{1}_{K} \mathbf{1}_{K}^{T} N^{1 / 2} \\
& +\left(N^{1 / 2}-\Pi^{1 / 2}\right) M_{0}^{T} \widehat{D}^{-1} E_{0} N^{1 / 2}+\left(N^{1 / 2}-\Pi^{1 / 2}\right) M_{0}^{T} \widehat{D}^{-1} M \Pi^{1 / 2} \\
& +N^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T}(N-\Pi) \widetilde{M}^{T} \widehat{D}^{-1} M_{0}\left(N^{1 / 2}-\Pi^{1 / 2}\right) \\
& +N^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T}(N-\Pi) \widetilde{M}^{T} \widehat{D}^{-1} \widetilde{M}(N-\Pi) \mathbf{1}_{K} \mathbf{1}_{K}^{T} N^{1 / 2} \\
& +N^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T}(N-\Pi) \widetilde{M}^{T} \widehat{D}^{-1} E_{0} N^{1 / 2}+N^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T}(N-\Pi) \widetilde{M}^{T} \widehat{D}^{-1} M_{0} \Pi^{1 / 2} \\
& +N^{1 / 2} E_{0}^{T} \widehat{D}^{-1} M_{0}\left(N^{1 / 2} \Pi^{1 / 2}\right)+N^{1 / 2} E_{0}^{T} \widehat{D}^{-1} \widetilde{M}(N-\Pi) \mathbf{1}_{K} \mathbf{1}_{K}^{T} N^{1 / 2} \\
& +N^{1 / 2} E_{0}^{T} \widehat{D}^{-1} E_{0} N^{1 / 2}+N^{1 / 2} E_{0}^{T} \widehat{D}^{-1} M_{0} \Pi^{1 / 2} \\
& +\Pi^{1 / 2} M_{0}^{T} \widehat{D}^{-1} M_{0}\left(N^{1 / 2}-\Pi^{1 / 2}\right)+\Pi^{1 / 2} M_{0} \widehat{D}^{-1} \widetilde{M}(N-\Pi) \mathbf{1}_{K} \mathbf{1}_{K}^{T} N^{1 / 2} \\
& +\Pi^{1 / 2} M_{0}^{T} \widehat{D}^{-1} E_{0} N^{1 / 2}+\Pi^{1 / 2} M_{0} \widehat{D}^{-1} M_{0} \Pi^{1 / 2} . \tag{17}
\end{align*}
$$

From condition B, it follows that $\widehat{D}=D\left(1+o_{P}(1)\right)$ (see Fan and Fan (2008)), and this leads to the following expressions

$$
\begin{aligned}
& M_{0}^{T} \widehat{D}^{-1} M_{0}=\left(\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)\right)_{1 \leq k, \ell \leq K}\left(1+o_{P}(1)\right)=\mathbf{1}_{K} \mathbf{1}_{K}^{T} O\left(C_{d}\right), \\
& M_{0}^{T} \widehat{D}^{-1} \widetilde{M}=\left(\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}\right)^{T} D^{-1} \boldsymbol{\mu}_{\ell}\right)_{1 \leq k, \ell \leq K}\left(1+o_{P}(1)\right)=\mathbf{1}_{K} \mathbf{1}_{K}^{T} O\left(C_{d}\right) \\
& \widetilde{M}^{T} \widehat{D}^{-1} \widetilde{M}=\left(\boldsymbol{\mu}_{k}^{T} D^{-1} \boldsymbol{\mu}_{\ell}\right)_{1 \leq k, \ell \leq K}\left(1+o_{P}(1)\right)=\mathbf{1}_{K} \mathbf{1}_{K}^{T} O\left(C_{d}^{\delta}\right)+I_{K} O\left(C_{d}\right)
\end{aligned}
$$

by condition E. From the evaluation of the term $I_{3}$ on p. 2626 of Fan and Fan (2008), we have

$$
M_{0}^{T} \widehat{D}^{-1} E_{0}=\mathbf{1}_{K} \mathbf{1}_{K}^{T} o_{P}\left(C_{d}\right), \quad \widetilde{M}{ }^{T} \widehat{D}^{-1} E_{0}=\mathbf{1}_{K} \mathbf{1}_{K}^{T} o_{P}\left(C_{d}\right)
$$

Consider the matrix $E_{0}^{T} \widehat{D}^{-1} E_{0}$ of $\widehat{C}^{T} \widehat{C}$. We have

$$
E_{0}^{T} \widehat{D}^{-1} E_{0}=\left(\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\right)_{1 \leq k, \ell \leq K}\left(1+o_{P}(1)\right)
$$

In particular, we need to evaluate the variance term $V\left[\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\right]$.
If $k=\ell$, this variance can be obtained as

$$
\begin{align*}
& V\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\right] \\
& =\operatorname{tr}\left\{\left(D^{-1} \otimes D^{-1}\right) E\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} \otimes\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T}\right]\right\}-\left\{\operatorname{tr}\left(D^{-1} \Sigma^{*}\right)\right\}^{2} \tag{18}
\end{align*}
$$

by using Theorem 9.18 of $\operatorname{Schott}$ (1996), where $\otimes$ is Kronecker product and $\Sigma^{*}=$ $V\left[\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right]=\left(1 / n_{\ell}-1 / n\right) \Sigma$. Thus, we have $\left\{\operatorname{tr}\left(D^{-1} \Sigma^{*}\right)\right\}^{2}=d^{2}\left(1 / n_{\ell}-1 / n\right)^{2}$. Since
$D^{-1} \otimes D^{-1}$ is a diagonal matrix, (18) can be written as
$V\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\right]$
$=\operatorname{tr}\left\{\left(D^{-1} \otimes D^{-1}\right) E\left[\operatorname{diag}\left\{\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} \otimes\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T}\right\}\right]\right\}-d^{2}\left(\frac{1}{n_{\ell}}-\frac{1}{n}\right)^{2}$,
by the property of the trace of the relevant matrix. The diagonal elements can be written as

$$
\begin{equation*}
D^{-1} \otimes D^{-1} E\left[\operatorname{diag}\left\{\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} \otimes\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T}\right\}\right]=\operatorname{diag}\left(v_{1}, \ldots, v_{d^{2}}\right) \tag{19}
\end{equation*}
$$

where

$$
v_{j}= \begin{cases}\frac{E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)^{4}\right]}{\sigma_{s s}^{2}}, & \text { for } j=(s-1) d+s, \quad s \in\{1, \ldots, d\}, \\ \frac{E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)^{2}\left(\bar{\varepsilon}_{\ell t}-\bar{\varepsilon}_{t}\right)^{2}\right]}{\sigma_{s s} \sigma_{t t}}, & \text { for all other values of } j<d^{2}, \text { and } s \neq t,\end{cases}
$$

and $\bar{\varepsilon}_{\ell s}$ and $\bar{\varepsilon}_{s}$ are sth element of $\bar{\varepsilon}_{\ell}$ and $\bar{\varepsilon}$ respectively.
Next, we expand $\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}$. This difference can be written as

$$
\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}=\left(\frac{1}{n_{\ell}}-\frac{1}{n}\right) \sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}-\frac{1}{n} \sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i s} .
$$

Using the properties $E\left[\bar{\varepsilon}_{\ell s} \bar{\varepsilon}_{k s}\right]=E\left[\bar{\varepsilon}_{\ell s}\right] E\left[\bar{\varepsilon}_{k s}\right]$ and $E\left[\bar{\varepsilon}_{\ell s}\right]=0$, we have

$$
\begin{aligned}
E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)^{4}\right]= & \left(\frac{1}{n_{\ell}}-\frac{1}{n}\right)^{4} E\left[\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}\right)^{4}\right]+\frac{1}{n^{4}} E\left[\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i s}\right)^{4}\right] \\
& +\frac{6}{n^{2}}\left(\frac{1}{n_{\ell}}-\frac{1}{n}\right)^{2} E\left[\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}\right)^{2}\right] E\left[\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i s}\right)^{2}\right] .
\end{aligned}
$$

In particular, we find that

$$
\begin{aligned}
& E\left[\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}\right)^{2}\right]=n_{\ell} \sigma_{s s}, \quad E\left[\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i s}\right)^{4}\right]=\left(n-n_{\ell}\right) \xi_{s s}+3 \sum_{k \neq \ell} n_{k}\left(n_{k}-1\right) \sigma_{s s}^{2}, \\
& E\left[\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i s}\right)^{2}\right]=\left(n-n_{\ell}\right) \sigma_{s s}, \quad E\left[\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}\right)^{4}\right]=n_{\ell} \xi_{s s}+3 n_{\ell}\left(n_{\ell}-1\right) \sigma_{s s}^{2},
\end{aligned}
$$

where $\xi_{s t}=E\left[\varepsilon_{11 s}^{2} \varepsilon_{11 t}^{2}\right]$. Therefore, the $((s-1) d+s)$ th diagonal element of (19) becomes

$$
\begin{aligned}
E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)^{4}\right]= & \frac{\left(n-n_{\ell}\right)\left(3 n_{\ell}^{2}-3 n n_{\ell}+n^{2}\right)}{n^{3} n_{\ell}^{3}} \xi_{s s}+\frac{3}{n^{4}} \sum_{m \neq \ell} n_{m}\left(n_{m}-1\right) \sigma_{s s}^{2} \\
& +3\left(\frac{1}{n_{\ell}}-\frac{1}{n}\right)^{2} \frac{\left(n-n_{\ell}\right)\left(n_{\ell}\left(n_{\ell}+1\right)+n\left(n_{\ell}-1\right)\right)}{n_{\ell} n^{2}} \sigma_{s s}^{2} .
\end{aligned}
$$

From tedious but direct calculations we have

$$
\begin{aligned}
& E\left[\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}\right)\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i t}\right)\right]=n_{\ell} \sigma_{s t}, \\
& E\left[\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}\right)^{2}\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i t}\right)^{2}\right]=n_{\ell}\left(n-n_{\ell}\right) \sigma_{s s} \sigma_{t t}, \\
& E\left[\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i s}\right)^{2}\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i t}\right)^{2}\right]=n_{\ell}\left(n-n_{\ell}\right) \sigma_{s s} \sigma_{t t}, \\
& E\left[\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i s}\right)\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}\right)\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i t}\right)\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i t}\right)\right]=n_{\ell}\left(n-n_{\ell}\right) \sigma_{s t}^{2}, \\
& E\left[\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i s}\right)^{2}\left(\sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i t}\right)^{2}\right]=n_{\ell} \xi_{s t}+n_{\ell}\left(n_{\ell}-1\right) \sigma_{s s} \sigma_{t t}+\tau_{\ell} \sigma_{s t}^{2}, \\
& E\left[\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i s}\right)^{2}\left(\sum_{k \neq \ell} \sum_{i=1}^{n_{k}} \varepsilon_{k i t}\right)^{2}\right]=\left(n-n_{\ell}\right) \xi_{s t}+\left(n-n_{\ell}\right)\left(n-n_{\ell}-1\right) \sigma_{s s} \sigma_{t t}+\tau_{-\ell} \sigma_{s t}^{2},
\end{aligned}
$$

where $\tau_{\ell}$ and $\tau_{-\ell}$ are the numbers of combinations that arose throughout the calculations, and whose orders are $O\left(n^{2}\right)$. The above expressions lead to

$$
\begin{aligned}
E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)^{2}\left(\bar{\varepsilon}_{\ell t}-\bar{\varepsilon}_{t}\right)^{2}\right]= & \frac{\left(n-n_{\ell}\right)\left(3 n_{\ell}^{2}-3 n_{\ell} n+n^{2}\right)}{n^{3} n_{\ell}^{3}} \xi_{s t} \\
& -\frac{\left(n-n_{\ell}\right)\left(n_{\ell}^{2} n+3 n_{\ell}^{2}-n_{\ell} n^{2}-3 n_{\ell} n+n^{2}\right)}{n_{\ell}^{3} n} \sigma_{s s} \sigma_{t t}+\tau \sigma_{s t}^{2}
\end{aligned}
$$

where $\tau=\left(1 / n_{\ell}-1 / n\right)^{4} \tau_{\ell}+(1 / n)^{4} \tau_{-\ell}+4\left(1 / n_{\ell}-1 / n\right)^{2} n_{\ell}\left(n-n_{\ell}\right) / n^{2}$. Combining the above calculations results in

$$
V\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\right]=O\left(\frac{d^{2}}{n^{3}}\right)+O\left(\frac{1}{n^{2}}\right) \sum_{s, t} \rho_{s t}^{2}
$$

where $\rho_{s t}$ is the $(s, t)$ component of the correlation matrix $R$. The sum is evaluated as

$$
\sum_{s, t} \rho_{s t}^{2}=\mathbf{1}_{d}^{T}(R \odot R) \mathbf{1}_{d} \leq \lambda_{\max }(R)\left\{\max _{1 \leq s \leq d} \rho_{s s}\right\} \mathbf{1}_{d}^{T} \mathbf{1}_{d} \leq b_{0} d
$$

by the definition of the parameter space $\Theta$ in (10), where $\odot$ is the Hadamard product. Therefore, (18) can be evaluated as

$$
V\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\right]=O\left(\frac{d^{2}}{n^{3}}\right)
$$

Using Chebyshev's inequality, for any $\varepsilon>0$, we have

$$
P\left(\left|\frac{\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)-E\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\right]}{C_{d}}\right|>\varepsilon\right) \leq O\left(\frac{d^{2}}{n^{3} C_{d}^{2}}\right)=o(1)
$$

Hence, $\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)$ can be evaluated as

$$
\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)=\left(\frac{1}{n_{\ell}}-\frac{1}{n}\right) d+o_{P}\left(C_{d}\right)
$$

Next, we evaluate $V\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)\right]$ for $\ell \neq k$. Using Theorems 7.7 and 7.14-7.16 of Schott (1996), we get

$$
\begin{aligned}
V & {\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)\right] } \\
= & \operatorname{tr}\left\{\left(D^{-1} \otimes D^{-1}\right) E\left[\operatorname{diag}\left\{\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T} \otimes\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T}\right\}\right]\right\} \\
& -\left\{\operatorname{tr}\left(D^{-1} E\left[\operatorname{diag}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T}\right]\right\}^{2} .\right.
\end{aligned}
$$

We first calculate the $j$ th diagonal element of $\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T}$. By noting that

$$
\bar{\varepsilon}_{\ell j}-\bar{\varepsilon}_{j}=\left(\frac{1}{n_{\ell}}-\frac{1}{n}\right) \sum_{i=1}^{n_{\ell}} \varepsilon_{\ell i j}-\frac{1}{n} \sum_{i=1}^{n_{k}} \varepsilon_{k i j}-\frac{1}{n} \sum_{h \neq \ell, k} \sum_{i=1}^{n_{h}} \varepsilon_{h i j}
$$

we have $E\left[\left(\bar{\varepsilon}_{\ell j}-\bar{\varepsilon}_{j}\right)\left(\bar{\varepsilon}_{k j}-\bar{\varepsilon}_{j}\right)\right]=-\sigma_{j j} / n$. Consequently, we obtain

$$
\left\{\operatorname{tr}\left(D^{-1} E\left[\operatorname{diag}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T}\right]\right\}^{2}=\frac{d^{2}}{n^{2}}\right.
$$

Next, we consider the diagonal matrix

$$
\left(D^{-1} \otimes D^{-1}\right) E\left[\operatorname{diag}\left\{\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T} \otimes\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)^{T}\right\}\right]=\operatorname{diag}\left(u_{1}, \ldots, u_{d^{2}}\right)
$$

where
$u_{j}=\left\{\begin{array}{l}\frac{E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)^{2}\left(\bar{\varepsilon}_{k s}-\bar{\varepsilon}_{s}\right)^{2}\right]}{\sigma_{s s}^{2}}, \quad j=(s-1) d+s, \quad s \in\{1, \ldots, d\}, \\ \frac{E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)\left(\bar{\varepsilon}_{k s}-\bar{\varepsilon}_{s}\right)\left(\bar{\varepsilon}_{\ell t}-\bar{\varepsilon}_{t}\right)\left(\bar{\varepsilon}_{k t}-\bar{\varepsilon}_{t}\right)\right]}{\sigma_{s s} \sigma_{t t}}, \quad \text { for all other values of } j<d^{2}, \text { and } s \neq t .\end{array}\right.$
If $j=(s-1) d+s$, then we have

$$
E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)^{2}\left(\bar{\varepsilon}_{k s}-\bar{\varepsilon}_{s}\right)^{2}\right]=\frac{n\left(n_{\ell}+n_{k}\right)-3 n_{\ell} n_{k}}{n_{\ell} n_{k} n^{3}} \xi_{s s}+\kappa(\ell, k) \sigma_{s s}^{2}
$$

where $\kappa(\ell, k)$ is the coefficient of $\sigma_{s s}^{2}$. Note that the order of $\kappa(\ell, k)$ is $O\left(1 / n^{2}\right)$ which we state here without giving a detailed proof. On the other hand, we have

$$
\begin{aligned}
& E\left[\left(\bar{\varepsilon}_{\ell s}-\bar{\varepsilon}_{s}\right)\left(\bar{\varepsilon}_{k s}-\bar{\varepsilon}_{s}\right)\left(\bar{\varepsilon}_{\ell t}-\bar{\varepsilon}_{t}\right)\left(\bar{\varepsilon}_{k t}-\bar{\varepsilon}_{t}\right)\right] \\
& =\frac{n\left(n_{\ell}+n_{k}\right)-3 n_{\ell} n_{k}}{n_{\ell} n_{k} n^{3}} \xi_{s t}+\left\{\frac{3}{n^{3}}-\frac{1}{n^{2}}\left(\frac{1}{n_{\ell}}+\frac{1}{n_{k}}\right)+\frac{1}{n^{2}}\right\} \sigma_{s s} \sigma_{t t}+\tau \sigma_{s t}^{2}
\end{aligned}
$$

when $\ell=k$, where $\tau=O\left(1 / n^{2}\right)$. From the above calculations, we have

$$
V\left[\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)\right]=O\left(\frac{d^{2}}{n^{3}}\right)+O\left(\frac{1}{n^{2}}\right) \sum_{s, t} \rho_{s t}^{2}=O\left(\frac{d^{2}}{n^{3}}\right) .
$$

Chebyshev's inequality now implies that $\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)=-d / n+o_{P}\left(C_{d}\right)$, and consequently,

$$
\begin{aligned}
& N^{1 / 2} E_{0}^{T} \widehat{D}^{-1} E_{0} N^{1 / 2} \\
& =N^{1 / 2}\left(\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}\right)\right)_{1 \leq \ell, k \leq K} N^{1 / 2}\left(1+o_{P}(1)\right) \\
& =N^{1 / 2}\left(d\left(\frac{1}{n_{\ell}}-\frac{1}{n}\right) \delta_{\ell, k}-\frac{d}{n}\left(1-\delta_{\ell, k}\right)+o_{P}\left(C_{d}\right)\right)_{1 \leq \ell, k \leq K} N^{1 / 2}\left(1+o_{P}(1)\right) \\
& =\frac{d}{n}\left(I_{K}-N^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} N^{1 / 2}\right)+\mathbf{1}_{K} \mathbf{1}_{K}^{T} o_{P}\left(C_{d}\right)
\end{aligned}
$$

The previous calculations can now be summarized and lead to the desired expansion of $\widehat{C}^{T} \widehat{C} / C_{d}$, namely

$$
\begin{aligned}
\frac{\widehat{C}^{T} \widehat{C}}{C_{d}} & =\frac{C^{T} C}{C_{d}}+\frac{d}{n C_{d}}\left(I_{K}-N^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} N^{1 / 2}\right)+\mathbf{1}_{K} \mathbf{1}_{K}^{T} o_{P}(1) \\
& =\frac{C^{T} C}{C_{d}}+\xi\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)+\mathbf{1}_{K} \mathbf{1}_{K}^{T} o_{P}(1)
\end{aligned}
$$

Proof of Lemma 3.3. From Weyl's inequality (see e.g. Bhatia (1997)), $\lambda_{\alpha}$ can be evaluated as

$$
\begin{equation*}
\max \left\{\frac{\lambda_{\alpha+1}^{*}}{C_{d}}+\xi, \frac{\lambda_{\alpha}^{*}}{C_{d}}\right\} \leq \frac{\lambda_{\alpha}}{C_{d}} \leq \frac{\lambda_{\alpha}^{*}}{C_{d}}+\xi \tag{20}
\end{equation*}
$$

for $\alpha=1, \ldots, K-1$ and $0 \leq \lambda_{K} / C_{d} \leq \lambda_{K}^{*} / C_{d}+\xi=\xi$. In particular, it follows from (20) that

$$
\frac{\lambda_{\alpha+1}^{*}}{C_{d}}+\xi<\frac{\lambda_{\alpha}}{C_{d}} \leq \frac{\lambda_{\alpha}^{*}}{C_{d}}+\xi
$$

by condition D . Therefore, $\lambda_{\alpha} / C_{d}$ should be simple.
Proof of Theorem 3.4.
Put $\Gamma_{K}=\left[\gamma_{1}, \ldots, \gamma_{K}\right]$, where $\boldsymbol{\gamma}_{\ell}$ is eigenvector of $C^{T} C / C_{d}+\xi\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)$ belonging to the $\ell$ th largest eigenvalue. By Lemma 3.2, we obtain

$$
\Gamma_{K}^{T} \frac{\widehat{C}^{T} \widehat{C}}{C_{d}} \Gamma_{K}=\operatorname{diag}\left(\frac{\lambda_{1}}{C_{d}}, \ldots, \frac{\lambda_{K}}{C_{d}}\right)\left(1+o_{P}(1)\right)
$$

Let $\widehat{H}=\left[\widehat{\boldsymbol{h}}_{1}, \ldots, \widehat{\boldsymbol{h}}_{K}\right]$, where $\widehat{\boldsymbol{h}}_{\ell}$ is eigenvector of $\Gamma_{K}^{T}\left(\widehat{C}^{T} \widehat{C} / C_{d}\right) \Gamma_{K}$ belonging to the $\ell$ th largest eigenvalue. Since all eigenvalues $\lambda_{\alpha}$ (for $\alpha=1, \ldots, K-1$ ) are simple by Lemma 3.3, it follows that $\widehat{H} \xrightarrow{P} I_{K}$. From the equation $\Gamma_{K}^{T}\left(\widehat{C}^{T} \widehat{C} / C_{d}\right) \Gamma_{K} \widehat{\boldsymbol{h}}_{\ell}=$ $\left(\widehat{\lambda}_{\ell} / C_{d}\right) \widehat{\boldsymbol{h}}_{\ell}$ we can see that

$$
\begin{align*}
& \Gamma_{K}^{T} \frac{\widehat{C}^{T} \widehat{C}_{d}}{C_{d}} \Gamma_{K} \widehat{\boldsymbol{h}}_{\ell}=\frac{\widehat{\lambda}_{\ell}}{C_{d}} \widehat{\boldsymbol{h}}_{\ell} \\
& \Longrightarrow \frac{\widehat{C}^{T} \widehat{C}}{C_{d}}\left(\Gamma_{K} \widehat{\boldsymbol{h}}_{\ell}\right)=\frac{\widehat{\lambda}_{\ell}}{C_{d}}\left(\Gamma_{K} \widehat{\boldsymbol{h}}_{\ell}\right) \\
& \Longrightarrow \frac{\widehat{C} \widehat{C}^{T}}{C_{d}}\left\{\frac{\widehat{C} \gamma_{\ell}}{\left\|\widehat{C} \gamma_{\ell}\right\|}\left(1+o_{P}(1)\right)\right\}=\frac{\widehat{\lambda}_{\ell}}{C_{d}}\left\{\frac{\widehat{C} \gamma_{\ell}}{\left\|\widehat{C} \gamma_{\ell}\right\|}\left(1+o_{P}(1)\right)\right\} . \tag{21}
\end{align*}
$$

On the other hand,

$$
\begin{equation*}
\frac{\widehat{C} \widehat{C}^{T}}{C_{d}} \widehat{\boldsymbol{p}}_{\ell}=\frac{\widehat{\lambda}_{\ell}}{C_{d}} \widehat{\boldsymbol{p}}_{\ell} \tag{22}
\end{equation*}
$$

follows from the definition in Section 3. Now, from (21), (22) and Lemma 3.3, we conclude that the linear span of the $\widehat{\boldsymbol{p}}_{\alpha}$ is asymptotically equal to that of the $\widehat{C} \boldsymbol{\gamma}_{\alpha} /\left\|\widehat{C} \boldsymbol{\gamma}_{\alpha}\right\|$. Since eigenvectors have unit length, $\left\|\boldsymbol{p}_{\alpha}\right\|=1$ and $\operatorname{sgn}\left(\hat{p}_{\alpha 1}\right)=\operatorname{sgn}\left(\left(\widehat{C} \gamma_{\alpha} /\left\|\widehat{C} \gamma_{\alpha}\right\|\right)_{1}\right)$, where $(\cdot)_{1}$ denotes the first component of the vector. Therefore, we have

$$
\widehat{\boldsymbol{p}}_{\alpha}=\frac{\widehat{C} \gamma_{\alpha}}{\left\|\widehat{C} \gamma_{\alpha}\right\|}\left(1+o_{P}(1)\right) \Longrightarrow \widehat{\boldsymbol{p}}_{\alpha}^{T} \frac{\widehat{C} \gamma_{\alpha}}{\left\|\widehat{C} \gamma_{\alpha}\right\|}=1+o_{P}(1)
$$

Proof of Theorem 3.5.
From Theorem 3.4 and (11), the inner product of $\widehat{\boldsymbol{p}}_{\alpha}$ and $\boldsymbol{p}_{\beta}$ is given by

$$
\begin{equation*}
\widehat{\boldsymbol{p}}_{\alpha}^{T} \boldsymbol{p}_{\beta}=\frac{\boldsymbol{\gamma}_{\alpha}^{T} \Pi^{1 / 2} \widehat{M}_{0}^{T} D^{-1} M_{0} \Pi^{1 / 2} \gamma_{\beta}\left(1+o_{P}(1)\right)}{\sqrt{\boldsymbol{\gamma}_{\alpha}^{T} \widehat{C}^{T} \widehat{C} \gamma_{\alpha}} \sqrt{\boldsymbol{\gamma}_{\beta}^{T} C^{T} C \gamma_{\beta}}} \tag{23}
\end{equation*}
$$

The numerator of (23) can be evaluated as

$$
\begin{aligned}
\gamma_{\alpha}^{T} \Pi^{1 / 2} \widehat{M}_{0}^{T} D^{-1} M_{0} \Pi^{1 / 2} \gamma_{\beta} & =\gamma_{\alpha}^{T} \Pi^{1 / 2} M_{0}^{T} D^{-1} M_{0} \Pi^{1 / 2} \gamma_{\beta}\left(1+o_{P}(1)\right) \\
& =\gamma_{\alpha}^{T} C^{T} C \gamma_{\beta}\left(1+o_{P}(1)\right)
\end{aligned}
$$

by Chebyshev's inequality. By Lemma $3.2, \gamma_{\alpha}^{T} \widehat{C}^{T} \widehat{C} \gamma_{\alpha}$ of (23) becomes $\gamma_{\alpha}^{T} \widehat{C}^{T} \widehat{C} \gamma_{\alpha}=$ $\lambda_{\alpha}\left(1+o_{P}(1)\right)$. Notice that $\gamma_{\beta}^{T} C^{T} C \gamma_{\beta}$ of the denominator of (23) can be written as

$$
\begin{aligned}
& \boldsymbol{\gamma}_{\beta}^{T} C^{T} C \boldsymbol{\gamma}_{\beta} \\
& =\boldsymbol{\gamma}_{\beta}^{T}\left\{\left(C^{T} C+C_{d} \xi\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)\right)-C_{d} \xi\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)\right\} \boldsymbol{\gamma}_{\beta} \\
& =\lambda_{\beta}-C_{d} \xi\left(1-\boldsymbol{\gamma}_{\beta}^{T} \Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2} \boldsymbol{\gamma}_{\beta}\right)
\end{aligned}
$$

Therefore, we obtain

$$
\widehat{\boldsymbol{p}}_{\alpha}^{T} \boldsymbol{p}_{\beta}=\frac{\kappa_{j} \delta_{\alpha \beta}-\xi\left(\delta_{\alpha \beta}-\eta_{\alpha} \eta_{\beta}\right)}{\sqrt{\kappa_{\alpha}} \sqrt{\kappa_{\beta}-\xi\left(1-\eta_{\beta}^{2}\right)}}\left(1+o_{P}(1)\right)
$$

Proof of Corollary 3.6. Follows, since $\xi \rightarrow 0$.
Proof of Theorem 3.7.
The inner product of $\widehat{\boldsymbol{b}}_{\alpha}^{*}$ and $\boldsymbol{b}_{\beta}^{*}$ becomes

$$
\begin{equation*}
\widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*}=\frac{\gamma_{\alpha}^{T} \widehat{C}^{T} \widehat{D}^{-1 / 2} D^{-1 / 2} C \gamma_{\beta}}{\sqrt{\gamma_{\alpha}^{T} \widehat{C}^{T} \widehat{D}^{-1} \widehat{C} \gamma_{\alpha}} \sqrt{\gamma_{\beta}^{T} C^{T} D^{-1} C \gamma_{\beta}}}\left(1+o_{P}(1)\right) \tag{24}
\end{equation*}
$$

using Theorem 3.4, (11) and (12). The numerator of (24) can be evaluated as

$$
\boldsymbol{\gamma}_{\alpha}^{T} \widehat{C}^{T} \widehat{D}^{-1 / 2} D^{-1 / 2} C \gamma_{\beta}=\gamma_{\alpha}^{T} C^{T} D^{-1} C \gamma_{\beta}\left(1+o_{P}(1)\right)
$$

Using (17), $\widehat{C}^{T} \widehat{D}^{-1} \widehat{C}$ of (24) is given by

$$
\widehat{C}^{T} \widehat{D}^{-1} \widehat{C}=C^{T} D^{-1} C+N^{1 / 2} E^{T} \widehat{D}^{-2} E N^{1 / 2}+\mathbf{1}_{K} \mathbf{1}_{K}^{T} o\left(C_{d}\right)
$$

Therefore, we have

$$
\begin{aligned}
\boldsymbol{\gamma}_{\alpha}^{T} & \widehat{C}^{T} \widehat{D}^{-1} \widehat{C} \gamma_{\alpha} \\
\leq & \gamma_{\alpha}^{T} C^{T} D^{-1} C \gamma_{\alpha}+\frac{1}{\sigma_{\min }} \gamma_{\alpha}^{T} N^{1 / 2} E^{T} \widehat{D}^{-1} E N^{1 / 2} \gamma_{\alpha}\left(1+o_{P}(1)\right)+o\left(C_{d}\right) \\
= & \gamma_{\alpha}^{T} C^{T} D^{-1} C \gamma_{\alpha} \\
& \times\left(1+C_{d} \xi \frac{1}{\sigma_{\min }} \frac{1-\gamma_{\alpha}^{T} \Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2} \gamma_{\alpha}}{\gamma_{\alpha}^{T} C^{T} D^{-1} C \gamma_{\alpha}}\left(1+o_{P}(1)\right)+o\left(\frac{C_{d}}{\gamma_{\alpha}^{T} C^{T} D^{-1} C \gamma_{\alpha}}\right)\right) \\
\leq & \gamma_{\alpha}^{T} C^{T} D^{-1} C \gamma_{\alpha} \\
& \times\left(1+C_{d} \xi \frac{\sigma_{\max }}{\sigma_{\min }} \frac{1-\gamma_{\alpha}^{T} \Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2} \gamma_{\alpha}}{\gamma_{\alpha}^{T} C^{T} C \gamma_{\alpha}}\left(1+o_{P}(1)\right)+o\left(\frac{C_{d}}{\gamma_{\alpha}^{T} C^{T} C \gamma_{\alpha}}\right)\right) \\
= & \gamma_{\alpha}^{T} C^{T} D^{-1} C \gamma_{\alpha} \\
& \times\left(1+C_{d} \xi \frac{\sigma_{\max }}{\sigma_{\min }} \frac{1-\eta_{\alpha}^{2}}{\lambda_{\alpha}-C_{d} \xi\left(1-\eta_{\alpha}^{2}\right)}\left(1+o_{P}(1)\right)+o\left(\frac{C_{d}}{\lambda_{\alpha}-C_{d} \xi\left(1-\eta_{\alpha}^{2}\right)}\right)\right) \\
= & \gamma_{\alpha}^{T} C^{T} D^{-1} C \gamma_{\alpha} \frac{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)\left(1-\sigma_{\max } / \sigma_{\min }\right)}{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)}\left(1+o_{P}(1)\right),
\end{aligned}
$$

where $\sigma_{\max }=\max _{1 \leq j \leq d} \sigma_{j j}$ and $\sigma_{\min }=\min _{1 \leq j \leq d} \sigma_{j j}$. Hence it follows that

$$
\widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*} \geq \boldsymbol{b}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*} \frac{\sqrt{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)}}{\sqrt{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)\left(1-\sigma_{\max } / \sigma_{\min }\right)}}\left(1+o_{P}(1)\right) .
$$

Similarly, we obtain

$$
\widehat{\boldsymbol{b}}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*} \leq \boldsymbol{b}_{\alpha}^{* T} \boldsymbol{b}_{\beta}^{*} \frac{\sqrt{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)}}{\sqrt{\kappa_{\alpha}-\xi\left(1-\eta_{\alpha}^{2}\right)\left(1-\sigma_{\min } / \sigma_{\max }\right)}}\left(1+o_{P}(1)\right)
$$

Proof of Corollary 3.8. Follows, since $\xi \rightarrow 0$.
Evaluation of the Misclassification Rate $W(\widehat{g}, \theta)$.
Suppose that the random vector $\boldsymbol{X}$ belongs to $\mathcal{C}_{k}$. The correct classification rate of $\widehat{g}$ for class $\mathcal{C}_{k}$ is defined as

$$
\begin{aligned}
\bar{W}_{k}(\widehat{g}, \theta) & =P\left(\widehat{g}(\boldsymbol{X})=k \mid \boldsymbol{X}_{\ell i}, \ell=1, \ldots, K, i=1, \ldots, n_{\ell}\right) \\
& =P(\widehat{g}(\boldsymbol{X})=k \mid X)
\end{aligned}
$$

We have

$$
\begin{aligned}
\bar{W}_{k}(\widehat{g}, \theta) & =P\left(\left.\bigcap_{\alpha \neq k}\left\{\omega \in \Omega \left\lvert\,\left(\boldsymbol{X}(\omega)-\frac{1}{2}\left(\widehat{\boldsymbol{\mu}}_{k}+\widehat{\boldsymbol{\mu}}_{\alpha}\right)\right)^{T} \widehat{\boldsymbol{w}}_{k \alpha}>0\right.\right\} \right\rvert\, X\right) \\
& =P\left(\bigcap_{\alpha \neq k}\left\{\omega \in \Omega \mid \widehat{\delta}_{k \alpha}(\boldsymbol{X}(\omega))>0\right\} \mid X\right),
\end{aligned}
$$

where $\widehat{\boldsymbol{w}}_{k \alpha}=\widehat{B}^{T}\left(\widehat{B} \widehat{D} \widehat{B}^{T}\right)^{-1}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)$. We can easily see that

$$
\widehat{\delta}_{k \alpha}(\boldsymbol{X}) \sim N\left(\left(\boldsymbol{\mu}_{k}-\frac{1}{2}\left(\widehat{\boldsymbol{\mu}}_{k}+\widehat{\boldsymbol{\mu}}_{\alpha}\right)\right)^{T} \widehat{\boldsymbol{w}}_{k \alpha}, \widehat{\boldsymbol{w}}_{k \alpha}^{T} \Sigma \widehat{\boldsymbol{w}}_{k \alpha}\right), \quad \alpha \neq k .
$$

Therefore, $\bar{W}_{k}(\widehat{g}, \theta)$ can be written as

$$
\bar{W}_{k}(\widehat{g}, \theta)=P\left(\bigcap_{\alpha \neq k}\left\{\omega \in \Omega \mid \widehat{Z}_{k \alpha}(\omega)>-\widehat{d}_{k \alpha}\right\} \mid X\right),
$$

where $\widehat{Z}_{k \alpha}=\left(\widehat{\delta}_{k \alpha}(\boldsymbol{X})-E\left[\widehat{\delta}_{k \alpha}(\boldsymbol{X})\right]\right) / \sqrt{V\left[\widehat{\delta}_{k \alpha}(\boldsymbol{X})\right]} \sim N(0,1)$ and

$$
\begin{align*}
\widehat{d}_{k \alpha} & =\frac{E\left[\widehat{\delta}_{k \alpha}(\boldsymbol{X})\right]}{\sqrt{V\left[\widehat{\delta}_{k \alpha}(\boldsymbol{X})\right]}} \\
& =\frac{\left(\boldsymbol{\mu}_{k}-\left(\widehat{\boldsymbol{\mu}}_{k}+\widehat{\boldsymbol{\mu}}_{\alpha}\right) / 2\right)^{T} \widehat{B}^{T}\left(\widehat{B} \widehat{D} \widehat{B}^{T}\right)^{-1} \widehat{B}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)}{\sqrt{\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} \widehat{B}^{T}\left(\widehat{B} \widehat{D} \widehat{B}^{T}\right)^{-1} \widehat{B} \Sigma \widehat{B}^{T}\left(\widehat{B} \widehat{D} \widehat{B}^{T}\right)^{-1} \widehat{B}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)}} . \tag{25}
\end{align*}
$$

Next, we evaluate the $(i, j)$ th element of the covariance matrix of $\left(\widehat{Z}_{k 1}, \ldots, \widehat{Z}_{k K}\right)^{T}$, where $i, j \in\{1, \ldots, K\}-\{k\}$ and $i \neq j$. From $\widehat{\delta}_{k \alpha}(\boldsymbol{X})-E\left[\widehat{\delta}_{k \alpha}(\boldsymbol{X})\right]=\left(\boldsymbol{X}-\boldsymbol{\mu}_{k}\right)^{T} \widehat{\boldsymbol{w}}_{k \alpha}$, $\operatorname{Cov}\left(\widehat{Z}_{k i}, \widehat{Z}_{k j}\right)$ can be written as

Therefore, the covariance matrix of $\widehat{\boldsymbol{Z}}_{k}=\left(\widehat{\widehat{Z}}_{k 1}, \ldots, \widehat{\underline{Z}}_{k(K-1)}\right)^{T}$ is

$$
\begin{equation*}
\widehat{\Sigma}_{k}=\widehat{W}_{k}^{T} \Sigma \widehat{W}_{k}, \tag{26}
\end{equation*}
$$

where $\underline{\underline{Z}}_{k \alpha}=I(\alpha<k) \widehat{Z}_{k \alpha}+I(\alpha \geq k) \widehat{Z}_{k(\alpha+1)}$,

$$
\widehat{W}_{k}=\left[\frac{\widehat{\boldsymbol{w}}_{k 1}}{\sqrt{\widehat{\underline{\boldsymbol{w}}}_{k 1}^{T} \Sigma \underline{\underline{\boldsymbol{w}}}_{k 1}}}, \ldots, \frac{\widehat{\underline{\boldsymbol{w}}}_{k(K-1)}}{\sqrt{\widehat{\underline{\boldsymbol{w}}}_{k(K-1)}^{T} \Sigma \widehat{\underline{\boldsymbol{w}}}_{k(K-1)}}}\right]
$$

and $\underline{\boldsymbol{w}}_{k \alpha}=I(\alpha<k) \widehat{\boldsymbol{w}}_{k \alpha}+I(\alpha \geq k) \widehat{\boldsymbol{w}}_{k(\alpha+1)}$. Now consider the region

$$
\widehat{\mathscr{D}}_{k}=\left\{\boldsymbol{z} \in \mathbb{R}^{K-1} \mid z_{j}<\underline{\hat{d}}_{k \alpha}, \alpha \in\{1, \ldots, K-1\}\right\},
$$

where $\underline{d}_{k \alpha}=I(\alpha<k) \widehat{d}_{k \alpha}+I(\alpha \geq k) \widehat{d}_{k(\alpha+1)}$. Since $-\boldsymbol{Z}_{k}$ is also distributed as $N_{K-1}\left(\mathbf{0}, \widehat{\Sigma}_{k}\right)$, the correct probability can be obtained as

$$
\begin{aligned}
\bar{W}_{k}(\widehat{g}, \theta) & =P\left(\bigcap_{\alpha=1}^{K-1}\left\{\omega \in \Omega \mid-\widehat{Z}_{k \alpha}(\omega)<\widehat{\widehat{d}}_{k \alpha}\right\} \mid X\right) \\
& =\int_{\widehat{\mathscr{D}}_{k}} \frac{1}{\sqrt{\left|2 \pi \widehat{\Sigma}_{k}\right|}} \exp \left(-\frac{1}{2} \boldsymbol{z}^{T} \widehat{\Sigma}_{k}^{-1} \boldsymbol{z}\right) d \boldsymbol{z} \\
& =\Phi_{K-1}\left(\widehat{\mathscr{D}}_{k} ; \mathbf{0}, \widehat{\Sigma}_{k}\right) .
\end{aligned}
$$

Therefore, the misclassification rate of $\widehat{g}$ for class $\mathcal{C}_{k}$ becomes

$$
W_{k}(\widehat{g}, \theta)=1-\bar{W}_{k}(\widehat{g}, \theta)=1-\Phi_{K-1}\left(\widehat{\mathscr{D}}_{k} ; \mathbf{0}, \widehat{\Sigma}_{k}\right)
$$

Proof of Theorem 4.1.
By Theorem 3.4, $\widehat{B}$ is given by

$$
\widehat{B}=\widehat{D}^{-1 / 2} \widehat{P}=\widehat{D}^{-1} \widehat{M}_{0} N^{1 / 2} \Gamma \widehat{L}^{-1}\left(1+o_{P}(1)\right)
$$

where $\widehat{L}=\operatorname{diag}\left(\left\|\widehat{C} \gamma_{1}\right\|, \ldots,\left\|\widehat{C} \gamma_{K-1}\right\|\right)$. Using $\widehat{D}=D\left(1+o_{P}(1)\right),(25)$ can be evaluated as

$$
\begin{aligned}
\widehat{d}_{k \alpha} & =\frac{\left(\boldsymbol{\mu}_{k}-\left(\widehat{\boldsymbol{\mu}}_{k}+\widehat{\boldsymbol{\mu}}_{\alpha}\right) / 2\right)^{T} \widehat{B}\left(\widehat{B}^{T} \widehat{D} \widehat{B}\right)^{-1} \widehat{B}^{T}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)}{\sqrt{\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} \widehat{B}\left(\widehat{B^{T}} \widehat{D} \widehat{B}\right)^{-1} \widehat{B^{T} \Sigma \widehat{B}(\widehat{B} T \widehat{D} \widehat{B})^{-1} \widehat{B}^{T}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)}}} \\
& \geq \frac{1}{\sqrt{\lambda_{\max }(R)}} \frac{I_{1} N^{1 / 2} \Gamma\left(\Gamma^{T} N^{1 / 2} I_{2} N^{1 / 2} \Gamma\right)^{-1} \Gamma^{T} N^{1 / 2} I_{3}^{T}}{\sqrt{I_{3} N^{1 / 2} \Gamma\left(\Gamma^{T} N^{1 / 2} I_{2} N^{1 / 2} \Gamma\right)^{-1} \Gamma^{T} N^{1 / 2} I_{3}^{T}}}\left(1+o_{P}(1)\right)
\end{aligned}
$$

where $I_{1}=\left(\boldsymbol{\mu}_{k}-\left(\widehat{\boldsymbol{\mu}}_{k}+\widehat{\boldsymbol{\mu}}_{\alpha}\right) / 2\right)^{T} D^{-1} \widehat{M}_{0}, I_{2}=\widehat{M}_{0}^{T} D^{-1} \widehat{M}_{0}$ and $I_{3}=\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} D^{-1} \widehat{M}_{0}$. We first calculate $I_{3}$. Note that $I_{3}$ can be decomposed as

$$
\begin{align*}
I_{3} & =\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} D^{-1} \widehat{M}_{0} \\
& =\left[\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} D^{-1}\left(\widehat{\boldsymbol{\mu}}_{1}-\widehat{\boldsymbol{\mu}}\right), \ldots,\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} D^{-1}\left(\widehat{\boldsymbol{\mu}}_{K}-\widehat{\boldsymbol{\mu}}\right)\right] . \tag{27}
\end{align*}
$$

From condition A, a typical component of (27) can be expressed as

$$
\begin{aligned}
& \left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} D^{-1}\left(\widehat{\boldsymbol{\mu}}_{\ell}-\widehat{\boldsymbol{\mu}}\right) \\
& =\sum_{h=1}^{K} \frac{n_{h}}{n}\left[\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{h}\right)+\left(\overline{\boldsymbol{\varepsilon}}_{k}-\overline{\boldsymbol{\varepsilon}}_{j}\right)^{T} \widehat{D}^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{h}\right)\right. \\
& \left.\quad+\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\overline{\boldsymbol{\varepsilon}}_{\ell}-\overline{\boldsymbol{\varepsilon}}_{h}\right)+\left(\overline{\boldsymbol{\varepsilon}}_{k}-\overline{\boldsymbol{\varepsilon}}_{\alpha}\right)^{T} D^{-1}\left(\overline{\boldsymbol{\varepsilon}}_{\ell}-\overline{\boldsymbol{\varepsilon}}_{h}\right)\right]
\end{aligned}
$$

Then we have

$$
\begin{aligned}
& \left(\bar{\varepsilon}_{k}-\overline{\boldsymbol{\varepsilon}}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{h}\right)=o_{P}\left(\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{h}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{h}\right)\right) \\
& \left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\overline{\boldsymbol{\varepsilon}}_{\ell}-\overline{\boldsymbol{\varepsilon}}_{h}\right)=o_{P}\left(\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)\right)
\end{aligned}
$$

by p. 2625 of Fan and Fan (2008). Next we examine $\sum_{h=1}^{K}\left(n_{h} / n\right)\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}_{\alpha}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}_{h}\right)$, which can be written as

$$
\sum_{h=1}^{K} \frac{n_{h}}{n}\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}_{\alpha}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}_{h}\right)=\bar{\varepsilon}_{k}^{T} D^{-1} \bar{\varepsilon}_{\ell}-\bar{\varepsilon}_{k}^{T} D^{-1} \bar{\varepsilon}-\bar{\varepsilon}_{\alpha}^{T} D^{-1} \bar{\varepsilon}_{\ell}+\bar{\varepsilon}_{\alpha}^{T} D^{-1} \bar{\varepsilon}
$$

By an argument similar to that given on p. 2627 of Fan and Fan (2008), we obtain

$$
\sum_{h=1}^{K} \frac{n_{h}}{n}\left(\bar{\varepsilon}_{k}-\bar{\varepsilon}_{\alpha}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\ell}-\bar{\varepsilon}_{h}\right)= \begin{cases}\frac{d}{n_{k}}+o_{P}\left(\sqrt{\frac{d}{n}}\right) & \text { if } \ell=k \\ -\frac{d}{n_{\alpha}}+o_{P}\left(\sqrt{\frac{d}{n}}\right) & \text { if } \ell=\alpha \\ o_{P}\left(\sqrt{\frac{d}{n}}\right) & \text { otherwise }\end{cases}
$$

We also need to evaluate the asymptotic order of $\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1} M_{0}$, which can be written as

$$
\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1} M_{0}=\mathbf{1}_{K}^{T} \Pi F
$$

where $F=\left[\boldsymbol{f}_{1}, \ldots, \boldsymbol{f}_{K}\right]=\left(\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{i}-\boldsymbol{\mu}_{j}\right)\right)_{1 \leq i, j \leq K}$. Using conditions $E$ and $\mathrm{F}, \ell$ th component of $\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1} M_{0}$ has the following form

$$
\begin{aligned}
& \mathbf{1}_{K}^{T} \Pi \boldsymbol{f}_{\ell} \\
& = \begin{cases}C_{d}\left(-\sum_{h \neq k} \sqrt{\pi_{h}} \frac{\boldsymbol{\mu}_{k}^{T} D^{-1} \boldsymbol{\mu}_{k}}{C_{d}}-\sqrt{\pi_{\alpha}} \frac{\boldsymbol{\mu}_{\alpha} D^{-1} \boldsymbol{\mu}_{\alpha}}{C_{d}}+\sum_{\beta \neq k} \frac{c_{\beta k}}{C_{d}}\right) & \text { if } \ell=k \\
C_{d}\left(\sqrt{\pi_{k}} \frac{\boldsymbol{\mu}_{k} D^{-1} \boldsymbol{\mu}_{k}}{C_{d}}+\sum_{h \neq \alpha} \sqrt{\pi_{h}} \frac{\boldsymbol{\mu}_{\alpha}^{T} D^{-1} \boldsymbol{\mu}_{\alpha}}{C_{d}}+\sum_{\beta \neq \alpha} \frac{c_{\beta \alpha}}{C_{d}}\right) & \text { if } \ell=\alpha, \\
C_{d}\left(\sqrt{\pi_{k}} \frac{\boldsymbol{\mu}_{k} D^{-1} \boldsymbol{\mu}_{k}}{C_{d}}-\sqrt{\pi_{\alpha}} \frac{\boldsymbol{\mu}_{\alpha} D^{-1} \boldsymbol{\mu}_{\alpha}}{C_{d}}+\sum_{\beta \neq \ell} \frac{c_{\beta \ell}}{C_{d}}\right) & \text { otherwise. } \\
=O\left(C_{d}\right)\end{cases}
\end{aligned}
$$

where $c_{\beta \ell}=O\left(C_{d}^{\zeta_{\beta \ell}}\right)$ and $\zeta_{\beta \ell} \in(0,1)$ for all $\beta, \ell$. Therefore, we have

$$
\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1} M_{0}=\mathbf{1}_{K}^{T} \Pi F=O\left(C_{d}\right) \mathbf{1}_{K}^{T}
$$

Using the above calculations, we have

$$
\begin{aligned}
& \left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} D^{-1}\left(\widehat{\boldsymbol{\mu}}_{\ell}-\widehat{\boldsymbol{\mu}}\right) \\
& =\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)\left(1+o_{P}(1)\right)+\sum_{h=1}^{K} \frac{n_{h}}{n}\left(\overline{\boldsymbol{\varepsilon}}_{k}-\overline{\boldsymbol{\varepsilon}}_{\alpha}\right)^{T} D^{-1}\left(\overline{\boldsymbol{\varepsilon}}_{\ell}-\overline{\boldsymbol{\varepsilon}}_{h}\right) \\
& \\
& \quad+o_{P}\left(\max _{h \in\{1, \ldots K\}}\left\{\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{h}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}_{h}\right),\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)\right\}\right) \\
& =\left\{\begin{aligned}
\left\{\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)+\frac{d}{n_{k}}\right\}\left(1+o_{P}(1)\right) & \text { if } \ell=k, \\
\left\{\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)-\frac{d}{n_{\alpha}}\right\}\left(1+o_{P}(1)\right) & \text { if } \ell=\alpha, \\
\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)\left(1+o_{P}(1)\right) & \text { otherwise, },
\end{aligned}\right.
\end{aligned}
$$

by condition $D$. Thus, it follows that

$$
I_{3}=\left(\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right) D^{-1} M_{0}+\boldsymbol{\beta}_{k \alpha}\right)\left(1+o_{P}(1)\right)
$$

where

$$
\boldsymbol{\beta}_{k \alpha}=\left(0, \ldots, 0, \frac{d}{n_{k}}, 0, \ldots, 0,-\frac{d}{n_{\alpha}}, 0, \ldots, 0\right)
$$

Next, we consider $I_{1}$. We find that

$$
\begin{align*}
I_{1} & =\left(\boldsymbol{\mu}_{k}-\frac{1}{2}\left(\widehat{\boldsymbol{\mu}}_{k}+\widehat{\boldsymbol{\mu}}_{\alpha}\right)\right)^{T} D^{-1} \widehat{M}_{0} \\
& =-\bar{\varepsilon}_{k}^{T} D^{-1} \widehat{M}_{0}+\frac{1}{2}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} D^{-1} \widehat{M}_{0} \tag{28}
\end{align*}
$$

Similarly, (28) becomes

$$
\begin{aligned}
& -\bar{\varepsilon}_{k}^{T} D^{-1} \widehat{M}_{0}+\frac{1}{2}\left(\widehat{\boldsymbol{\mu}}_{k}-\widehat{\boldsymbol{\mu}}_{\alpha}\right)^{T} D^{-1} \widehat{M}_{0} \\
& = \begin{cases}\frac{d}{n}\left(1-\frac{n}{n_{k}}\right)+\frac{1}{2}\left\{\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)+\frac{d}{n_{k}}\right\}\left(1+o_{P}(1)\right) & \text { if } \ell=k \\
\frac{d}{n}+\frac{1}{2}\left\{\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)-\frac{d}{n_{\alpha}}\right\}\left(1+o_{P}(1)\right) & \text { if } \ell=\alpha \\
\frac{d}{n}+\frac{1}{2}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)\left(1+o_{P}(1)\right) & \text { otherwise }\end{cases} \\
& = \begin{cases}{\left[\frac{1}{2}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)+\frac{d}{n}\left(1-\frac{n}{2 n_{\ell}}\right)\right]\left(1+o_{P}(1)\right)} & \text { if } \ell=k, \alpha, \\
\left.\frac{1}{2}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\ell}-\boldsymbol{\mu}\right)+\frac{d}{n}\right]\left(1+o_{P}(1)\right) & \text { otherwise } .\end{cases}
\end{aligned}
$$

Therefore, we have

$$
I_{1}=\left[\frac{1}{2}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1} M_{0}+\frac{d}{n} \boldsymbol{\alpha}_{k \alpha}\right]\left(1+o_{P}(1)\right)
$$

where

$$
\boldsymbol{\alpha}_{k \alpha}=\left(1, \ldots, 1,1-\frac{n}{2 n_{k}}, 1, \ldots, 1,, 1-\frac{n}{2 n_{\alpha}}, 1, \ldots, 1\right)
$$

Finally, we consider $I_{2}$. It can be written as

$$
\begin{equation*}
I_{2}=\widehat{M}_{0} D^{-1} \widehat{M}_{0}=\left(\left(\widehat{\boldsymbol{\mu}}_{\alpha}-\widehat{\boldsymbol{\mu}}\right)^{T} D^{-1}\left(\widehat{\boldsymbol{\mu}}_{\beta}-\widehat{\boldsymbol{\mu}}\right)\right)_{1 \leq \alpha, \beta \leq K} \tag{29}
\end{equation*}
$$

Each component of (29) can be decomposed as

$$
\begin{equation*}
\left(\widehat{\boldsymbol{\mu}}_{\alpha}-\widehat{\boldsymbol{\mu}}\right)^{T} D^{-1}\left(\widehat{\boldsymbol{\mu}}_{\beta}-\widehat{\boldsymbol{\mu}}\right)=\left\{\left(\boldsymbol{\mu}_{\alpha}-\boldsymbol{\mu}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\beta}-\boldsymbol{\mu}\right)+J_{1}+J_{2}\right\}\left(1+o_{P}(1)\right)+J_{3}, \tag{30}
\end{equation*}
$$

where $J_{1}=\left(\bar{\varepsilon}_{\alpha}-\bar{\varepsilon}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\beta}-\boldsymbol{\mu}\right), J_{2}=\left(\boldsymbol{\mu}_{\alpha}-\boldsymbol{\mu}\right)^{T} D^{-1}\left(\bar{\varepsilon}_{\beta}-\overline{\boldsymbol{\varepsilon}}\right)$ and $J_{3}=\left(\bar{\varepsilon}_{\alpha}-\right.$ $\bar{\varepsilon})^{T} D^{-1}\left(\bar{\varepsilon}_{\beta}-\bar{\varepsilon}\right)$. From calculations similar to those carried out in the derivation of $I_{1}$ and $I_{3}$, we get

$$
\begin{aligned}
J_{1} & =o_{P}\left(\left(\boldsymbol{\mu}_{\beta}-\boldsymbol{\mu}\right) D^{-1}\left(\boldsymbol{\mu}_{\beta}-\boldsymbol{\mu}\right)\right), \\
J_{2} & =o_{P}\left(\left(\boldsymbol{\mu}_{\alpha}-\boldsymbol{\mu}\right) D^{-1}\left(\boldsymbol{\mu}_{\alpha}-\boldsymbol{\mu}\right)\right) \\
J_{3} & = \begin{cases}\frac{d}{n}\left(\frac{n}{n_{\alpha}}-1\right)+o_{P}\left(\sqrt{\frac{d}{n}}\right) & \text { if } \alpha=\beta \\
-\frac{d}{n}+o_{P}\left(\sqrt{\frac{d}{n}}\right) & \text { if } \alpha \neq \beta\end{cases}
\end{aligned}
$$

Consequently, (30) results in

$$
\begin{aligned}
& \left(\widehat{\boldsymbol{\mu}}_{\alpha}-\widehat{\boldsymbol{\mu}}\right)^{T} D^{-1}\left(\widehat{\boldsymbol{\mu}}_{\beta}-\widehat{\boldsymbol{\mu}}\right) \\
& = \begin{cases}\left\{\left(\boldsymbol{\mu}_{\alpha}-\boldsymbol{\mu}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\alpha}-\boldsymbol{\mu}\right)+\frac{d}{n}\left(\frac{n}{n_{\alpha}}-1\right)\right\}\left(1+o_{P}(1)\right) & \text { if } \alpha=\beta \\
\left\{\left(\boldsymbol{\mu}_{\alpha}-\boldsymbol{\mu}\right)^{T} D^{-1}\left(\boldsymbol{\mu}_{\beta}-\boldsymbol{\mu}\right)-\frac{d}{n}\right\}\left(1+o_{P}(1)\right) & \text { if } \alpha \neq \beta\end{cases}
\end{aligned}
$$

Therefore, we have

$$
I_{2}=\left\{M_{0}^{T} D^{-1} M_{0}+\frac{d}{n}\left(N^{-1}-\mathbf{1}_{K} \mathbf{1}_{K}^{T}\right)\right\}\left(1+o_{P}(1)\right)
$$

In summary, the components of $\widehat{d}_{k \alpha}$ can be evaluated as

$$
\begin{aligned}
I_{1} N^{1 / 2} & =\left[\frac{1}{2}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right)^{T} D^{-1} M_{0}+\frac{d}{n} \boldsymbol{\alpha}_{k \alpha}\right] N^{1 / 2}\left(1+o_{P}(1)\right) \\
& =\left[\frac{1}{2} M_{k \alpha}+\frac{d}{n} \boldsymbol{s}_{k \alpha} \Pi^{-1 / 2}\right]\left(1+o_{P}(1)\right) \\
& =S_{k \alpha}\left(1+o_{P}(1)\right), \\
N^{1 / 2} I_{2} N^{1 / 2} & =N^{1 / 2}\left[M_{0}^{T} D^{-1} M_{0}+\frac{d}{n}\left(N^{-1}-\mathbf{1}_{K} \mathbf{1}_{K}^{T}\right)\right] N^{1 / 2}\left(1+o_{P}(1)\right) \\
& =\left[C^{T} C+\frac{d}{n}\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)\right]\left(1+o_{P}(1)\right), \\
I_{3} N^{1 / 2} & =\left[\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\alpha}\right) D^{-1} M_{0}+\boldsymbol{\beta}_{k \alpha}\right] N^{1 / 2}\left(1+o_{P}(1)\right) \\
& =\left[M_{k \alpha}+\frac{d}{n} \boldsymbol{q}_{k \alpha} \Pi^{-1 / 2}\right]\left(1+o_{P}(1)\right) \\
& =Q_{k \alpha}\left(1+o_{P}(1)\right)
\end{aligned}
$$

since $N=\Pi\left(1+o_{P}(1)\right)$. Therefore, we have

$$
\begin{equation*}
\widehat{d}_{k \alpha} \geq \frac{S_{k \alpha} \Gamma\left[\Gamma^{T}\left\{C^{T} C+(d / n)\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)\right\} \Gamma\right]^{-1} \Gamma^{T} Q_{k \alpha}^{T}\left(1+o_{P}(1)\right)}{\sqrt{\lambda_{\max }(R)} \sqrt{Q_{k \alpha} \Gamma\left[\Gamma^{T}\left\{C^{T} C+(d / n)\left(I_{K}-\Pi^{1 / 2} \mathbf{1}_{K} \mathbf{1}_{K}^{T} \Pi^{1 / 2}\right)\right\} \Gamma\right]^{-1} \Gamma^{T} Q_{k \alpha}^{T}}} \tag{31}
\end{equation*}
$$

This completes the proof of Theorem 4.1.
Proof of Corollary 4.2. Using $M_{k \alpha}=\mathbf{1}_{K}^{T} O\left(C_{d}\right)$ and $C^{T} C=\mathbf{1}_{K} \mathbf{1}_{K}^{T} O\left(C_{d}\right), S_{k \alpha}$ of (31) becomes

$$
S_{k \alpha}=\frac{M_{k \alpha}}{2}+C_{d}\left(\frac{d}{n C_{d}}\right) s_{k \alpha} \Pi^{-1 / 2}=\frac{M_{k \alpha}}{2}+\mathbf{1}_{K}^{T} o\left(C_{d}\right)=\frac{M_{k \alpha}}{2}\left(1+o_{P}(1)\right)
$$

Similarly, we can obtain $Q_{k \alpha}=M_{k \alpha}\left(1+o_{P}(1)\right)$ and $U=C^{T} C\left(1+o_{P}(1)\right)$.
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