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Abstract—The bootstrapping method is known as an appli-
cation of the Page-rank technique for documents and words.
The technique calculates the score of the words by mutually
propagating the score of the words and the documents. How-
ever, sometimes the result is far away from the initial query
word. The problem is known as “topic drift”. This paper
proposes to restrict the words to be to the top t words in
the process of bootstrapping. The method is simpler than the
technique known so far. The method is applied for the real
bankruptcy information documents to extract the bankruptcy
causes strongly related to the query. It is confirmed that the
method prevents the topic drift.

Keywords-topic drift, feature word, bankruptcy information,
text mining

I. INTRODUCTION

Feature extraction of documents is one of the key issues
in text mining. Characteristic keywords are crucial to un-
derstand or to summarize the search result and can be used
for query expansion. The bootstrapping method decomposes
the process of feature extraction into the document retrieval
process and the keyword extraction and combines them as
an iterated process. The score of a keyword is propagated to
the next stage where the score of a document is evaluated
based on the word score. After repetition of sufficient
number of times, the importance of a word can be evaluated
automatically, since the dignity of a word and the dignity of
a document are converged on a fixed value.

The ”topic drift” is the problem known to the method,
where the keywords obtained tend to be too general com-
pared to the original query. To prevent the topic drift,
the conventional researches improve the evaluation method
of words and documents dignity, or consider heuristics
to restrict the occurrence pattern of the words. However,
they loose the simplicity and generality of the original
bootstrapping method.

Propagation of the word score and the document score is a
key idea of bootstrapping. However, the propagation causes
the accumulation of scores, and many a little makes a mickle.
In this paper, we propose to cut the score propagation
by using ranking instead of scores. When we retrieve the
documents in the iteration process, we use only the top t
keywords. If we use a tight threshold t in the initial steps of
the iteration, the keywords and the retrieved documents will

stay very specific to the original query. On the other hand, if
we use a loose threshold, the keywords will become general
ones within a few iteration. The threshold t can be used as
a control parameter to specify the feature to be extracted.

We realized a search engine of the bankruptcy information
based on the proposed method. We evaluated the method by
comparing the extracted features with the correct words by
human and confirmed that the method is effective to obtain
specific feature depending on the purpose.

II. RELATED WORK

A. Topic drift

There have been many text mining researches on extrac-
tion of important words and sentences. [20] clusters the
sentences using the feature words, and choses the sentences
which contains centroid as important sentence in the cluster.
[5], [6] constructs the formal concept lattice from the docu-
ments of bankruptcy information and extracts the bankruptcy
causes from the directed graph of the concept lattice. [13]
and [18] constructs a network of words and proposed the
TextRank method to evaluate the score of words as the HITS
algorithm does for the authority-hub graph of Web pages.
[17] proposed the bootstrapping method ”Espresso” from the
view point of text summarization and feature extraction.

These researches started independently. But, they are the
same approach in the sense that they are analyzing the
graph of word co-occurrence relation[19], [11]. In all of
these researches, they consider the bipartite graph of words
and documents or words and sentence and are extracting
the dense subraph of the bipartite graph. Iterated traverse
of the graph plays a key role in discovering feature words
and important sentences. A large number of sentences that
contain the same general words cause the long tail effect
and the weight of such general words gain high score. The
points of the research are in how to protect the drift. In this
paper, we consider that a drift is avoidable by cutting off
the propagation at each step of repetition.

B. Analysis of search result

A search engine is indispensable in order to discover
required information from a huge amount of documents.
But we often face a situation where a simple search is



not enough. In such a case, an exhaustive search and the
overview of the whole result are required.

Survey of related work in academic research and con-
sumer reports based on reputation information in blogs are
typical samples of such task. Compiling a list of documents
is not enough. Summary is required as well as characteristic
words that describe the overview. There are many researches
[1], [2], [14], [15], [24], [25] in text summarization and
feature extraction which deal with this problem. It is known
that characteristic words and phrase are effective to analyze
when the target documents are restricted to the scientific
articles, the reputation information or FAQs [4], [8]. [12]
considers to discover such characteristic phrases in opposite
way.

The research of text mining began in extraction of
NE(named entities) such as name of person or name of
place and has been developed further to text summarization
and understanding. Deep analysis of the texts, such as the
sentiment analysis of blogs [16], [7] and the causal analysis
of incidents and financial market [9], [8], [21], [23], [10],
[22] are attracting attention.

The method we propose in the present paper does not
depend on such pattern or phrase. It is possible to integrate
such methods with ours. We evaluate the effectiveness of
our bootstrapping method to extract the bankruptcy cause.

III. ALGORITHM

Given a query, the proposed algorithm extracts the charac-
teristic words of the search results. It is based on the index
of documents and the index of sentences and constructed
from the following four functions:

• SearchDocuments(w) returns the set of documents
which contain the query word w.

• Sentence(d) returns the set of sentences in a document
d.

• SearchSentence(w) returns the set of sentences which
contain the word w.

• Score(u, S) returns the score of a word u in a set S
of sentences.

The algorithm starts by applying the SearchDocuments,
then iterates SearchSentences and TopKkeywords for fixed
number of times as Fig.1.

IV. EVALUATION WITH RANKING AND FREQUENCY

In this paper, we analyzed the bankruptcy information
of Japanese companies publicly available at Tokyo Shoko
Research 1. Each document explains the profile of the
bankrupt company and how the company went bankrupt.
We constructed a search engine to analyze 431 documents
ranging from March 2004 to July 2010. We separated the
documents into 4024 sentences. We classified the sentences
into the ”cause sentences” and the non-cause sentences. We

1http://www.tsr-net.co.jp/

main(query){
input w:keyword, t:threshold
output FW:orderd list of characteristic words
D = search-documents(w)
# the documents that contain w
S = sentence(D)
# the set of sentences in the document D
T = Bootstrap(S,t)
# the set of sentences obtained by the algorithm;
FW = TopKkeywords(t,T) # top t words in T
return FW

}

Bootstrap(S,t){
input S:set of documents, t:threshold
output S:set of sentences
for(i=0;i<max interation;i++){

W = top-keywords(t,S)
S = search-sentences(W)

}
return S

}

Figure 1. Restricted bootstrapping

focused the word ”but” to determine if a sentence describes
any cause of the bankruptcy or not and used the case
sentences to extract the bankruptcy cause. Each documents,
which contains 11.8 sentences in average, were analyzed
manually and 13.1 words were chosen as the appropriate
words for the bankruptcy cause of the company. We used
these words as the correct answer to evaluate the result of
the algorithm.

The proposed algorithm uses top t keywords for the
document retrieval in the bootstrapping process. The effect
of the threshold t is measured by comparing the result
keywords with the correct cause words chosen manually.
The process is iterated 10 times which is confirmed the
convergence of the scores.

A. Feature words of “construction”

Table VI shows the ranked list of feature words
of ”construction” with respect to the threshold t =
1, 2, 3, · · · , 10, 20, · · · , 90. Top 10 words are shown in each
line. The first column shows the threshold t, the second
column shows the number of sentences, the third column
shows the number of all words and the fourth column shows
the rank of the query word ”construction”.

The words in the lines above t = 4 remind us ”enforce-
ment of the revised building standard law”. So, we can say
that the restriction on t worked effective in preventing the
topic drift. On thee other hand, in the lines below t = 50,
general words appear, such as reduction, collapse, downturn,
deterioration and drop. At the same time, the ranking of the
query ”construction” is going down greatly. We confirmed
that other queries yield the same ranked lists for t = 90.
These analysis implies the effectiveness of the restriction on



t in preventing topic drift.

B. Ranking of word and frequency of word

From Table VI, we can say that general words are ranked
at the top positions even if they are not tightly related to
the query if the threshold t is loose, that is t is large. On
the other hand, strongly related words are ranked at the top
positions when the threshold t is tight, that is t is small.

Next we check if the top ranked feature words are not
too general. Fig. 2 plots the frequency s(w) of a word w in
y-axis and the ranking rank(w) of the word in x-axis. Note
that we use the number of sentences that contain the word w
as the frequency and that the frequencies are shown in log-
scale. We can see that the lines with small t locate below
compared to those with large t. This means that the top
ranked keywords are rare and specific words which appear
only in the related documents. On the other hand, the ploted
lines with large t lie along the diagonal. This means that the
words with high ranking are general words which occur in
many sentences. From these analysis, the restriction of t can
control the topic drift.

V. EVALUATION AS BANKUPTCY CAUSE

In this section, we evaluate if the result words are correct
as bankrupt cause with respect to the query.

As a evaluation measurement, we use MAP(Mean Aver-
age Precision). MAP is calculated as the average of average
precision AP (i). AP (i) is the average of the precision for
each outputs below rank i and is obtained as the number of
correct guess divided by i. MAP is the average of AP (i)
when i varies from 1 to n. The value of MAP is better if
the method gives correct guess in top rankings.

The correct answer of the bankrupt causes are manually
chosen for each company. To evaluate the effect of restrict-
ing the threshold t, we selected the top 10 words whose
frequencies are not larger than a parameter f . Thus, the
MAP (t, f) is calculated with respect to the two parameter
t and f (Table V).

From this table, we can see that the smaller thresholds t
yield better MAP. If we focus on the columns of f ≤ 10 and
f ≤ 20, there is a clear gap between the smaller threshold
t and the larger ones. This implies that the tight restriction
on t extracts the specific feature with respect to the query.
Table I and Table II show the top 10 words for MAP (1, 10)
and MAP (50, 10). We can see that the keywords in Table I
have lower frequency and are related to construction. On the
other hand, the words in Table II have higher frequencies and
are general words of bankruptcy which are not necessarily
related to construction.

If we see the columns with larger f , the differene of MAPs
according to t is small. Table III and Table IV display the
top 10 words for MAP (1, 500) and MAP (50, 500). By
comparing the two tables, we can see that the algorithm
generates completely different keywords with t = 1 and

i #ok APi weight feature DF
1 0 0.0000 8.4890 x construction 14
2 0 0.0000 5.9255 x standard 17
3 0 0.0000 5.6524 x revision 19
4 0 0.0000 2.6110 x enforcement 0
5 1 0.2000 2.5948

√
confirm 3

6 2 0.3333 2.3870
√

materials 5
7 2 0.2857 2.2309 x rise 12
8 3 0.3750 2.1182

√
increase 5

9 4 0.4444 1.9020
√

long term 4
10 4 0.4000 1.7579 x law 21

Table I
TOP 10 FEATURES (t = 1, f ≤ 10, MAP = 0.2038)

i #ok APi weight feature DF
1 0 0.0000 24.5920 x excess 26
2 0 0.0000 24.2462 x deterioration 45
3 0 0.0000 22.8142 x reduction 98
4 1 0.2500 22.6171

√
deficit 4

5 1 0.2000 22.3652 x fall 0
6 1 0.1667 21.6223 x fund 68
7 1 0.1429 21.5426 x collapse 0
8 1 0.1250 21.4515 x burden 74
9 1 0.1111 21.2447 x downturn 35
10 2 0.2000 20.9756

√
large sum 8

Table II
TOP 10 FEATURES (t = 50, f ≤ 10, MAP = 0.1196)

t = 50, even though the MAP values are very close. The
keywords with t = 1 have lower frequencies. The keywords
with t = 50 have higher frequencies.

We confirmed the similar situation for the other queries.
Thus, we can say that the restriction on t is effective to
extract the keywords tightly related to the query.

VI. CONCLUSION AND FURTHER WORK

In this paper, we applied the bootstrapping method for
feature extraction as a repetitive search process in the
bipartite graph of sentences and words. We introduced a
restriction on the frequency of the words to be not larger than
t, in each step of iteration. A search engine was constructed
for bankruptcy information to extract cause of bankruptcy

i #ok APi weight feature DF
1 1 1.0000 8.4890

√
construction 14

2 2 1.0000 5.9255
√

standard 17
3 3 1.0000 5.6524

√
revision 19

4 3 0.7500 2.6110 x enforcement 0
5 4 0.8000 2.5948

√
confirm 3

6 5 0.8333 2.3870
√

materials 5
7 6 0.8571 2.2309

√
rise 12

8 7 0.8750 2.1182
√

increase 5
9 8 0.8889 1.9020

√
long term 4

10 9 0.9000 1.7579
√

law 21

Table III
TOP 10 FEATURES (t = 1, f ≤ 500, MAP = 0.8904)



i #ok APi weight feature DF
1 1 1.0000 24.5920

√
excess 26

2 2 1.0000 24.2462
√

deterioration 45
3 3 1.0000 22.8142

√
reduction 98

4 4 1.0000 22.6171
√

deficit 4
5 4 0.8000 22.3652 x fall 0
6 5 0.8333 21.6223

√
fund 68

7 5 0.7143 21.5426 x collapse 0
8 6 0.7500 21.4515

√
burden 74

9 7 0.7778 21.2447
√

downturn 35
10 8 0.8000 20.9756

√
large sum 8

Table IV
TOP 10 FEATURES (t = 50, f ≤ 500, MAP = 0.8675)

for an arbitrary condition. Effectiveness of the proposed
method is confirmed by evaluating the MAP of ranked list of
feature words obtained. It was confirmed that the infrequent
words that are tightly related to the query can be extracted
by restricting the threshold t to be small.

We use the word “but” as clue to specify the cause-
sentences. There might be other candidates as clue words.
The search and the comparison of clue words is one of
the further work. It will be interesting and possible to find
similar clue words for the scientific literatur by which the
aim and the purpose of the paper should be extracted. The
evaluation was conducted using GETA2 search engine and
we used “SMART” weight as the score of the keyword. It
is worthwhile to check the result with other measure.
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MAP WITH RESPECT TO (t, f)
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RANKED LIST OF FEATURE WORDS OF “CONSTRUCTION”
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8 206 1323 90 “market condition” deterioration problem rapid beginning environment emit emit market
9 244 1462 62 “market condition”deterioration problem rapid beginning environment influence emit
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90 798 3012 204 reduction collapse deterioration downturn drop burden “market condition” ”large sum” excess deficit
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Figure 2. Document frequencies of keywords


