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Abstract

A theoretical study is performed to investigate the effect of the solvation structure on a large-particle diffusion in liquids. The solvation structure stands for the density distribution of solvent particles around the solute. In this thesis, considering the solvation effect, a theory of the translational mobility of a large solute is formulated in one- and two-component solvent systems. The diffusion coefficient is obtained from the drag coefficient through the Einstein relation. Furthermore, using the theory, the diffusion coefficients are calculated numerically to clarify the solvation effect.

First, a theory of the translational mobility in a one-component solvent is formulated by perturbation expansions with respect to the size ratio of the solute and solvent particles. The expansion allows one to derive hydrodynamic equations and boundary conditions on the solute surface up to the first order. Solving the hydrodynamic equations with the boundary conditions, one obtains an analytical expression of the drag coefficient including higher order terms of the size ratio. The drag coefficient can be calculated from the density distribution function. Then, the numerical results of this theory are compared with those calculated by the non-perturbative theory and computer simulation. The numerical results are in good agreement with those of other theories when the size ratio of the solute and solvent particles is larger than 7.

Next, a theory of the drag coefficient in a two-component solvent mixture is formulated by extending the perturbation theory for a one-component solvent system. The drag coefficient is calculated by solving the hydrodynamic equations and boundary conditions on the solute surface. The boundary condition depends on the solvation structure of a binary mixture. Then, to investigate the solvation effects on the diffusion coefficient, the perturbation theory is applied to a binary hard-sphere solvent system. The calculated results show that the diffusion coefficient approaches the value of the Stokes-Einstein relation with the stick boundary condition as adding the larger solvent spheres. The transition to the stick boundary condition is observed when the density of the larger solvent around the solute increases. As the solvent density increases, the velocity of the solvent around the solute approaches zero.
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Chapter 1

Introduction

Diffusion in a liquid is a fundamental phenomenon in biology and chemistry as well as physics. For instance, proteins move by diffusion in a cell crowded with biomolecules. Since biological phenomena such as protein transport and chemical reaction are often diffusion-limited, many researchers have carried out the study of the diffusion in a liquid to understand biological processes.

The diffusion of a macroscopic particle, such as a colloidal particle can be described well by the Stokes-Einstein (SE) relation. It is the combination of the Einstein relation and Stokes law. Through the Einstein relation, the diffusion coefficient is related to the translational mobility of the solute particle. The Stokes law gives the drag coefficient, which depends on the viscosity of the solvent, the radius of the solute, and the boundary condition on the solute surface. Since the Stokes law is derived from the hydrodynamic equations, its validity is limited to macroscopic particles.

Recently, much attention has been paid to the effect of the solvation structure around the solute. Terazima and co-workers have observed the solvation effect on the diffusion coefficient in the folding of the protein. They showed that the diffusion coefficient nearly doubles when the hydration structure is destroyed during the protein folding process. Since this solvation effect is not included in the Stokes law, it causes the breakdown of the Stokes law.

The breakdown of the Stokes law has been observed in other experiments of the solute smaller than macroscopic size. In particular, the large deviation from the SE relation has been found in the experiments of the diffusion in a multi-component solvent mixture system. However, there is little understanding of the relation between the solvation effects and the breakdown of the Stokes law.

It is difficult to study the solvation effect on a large-particle diffusion using microscopic theories or computer simulations because of the finite-size
effect.\cite{28,39} In simulation studies, since the diffusion coefficient depends on the size of the simulation cell, one cannot obtain the diffusion coefficient of a solute in the infinite system. As is the case of the simulations, the microscopic theories cannot take account of the solvent particles at an infinite distance because the calculation region is finite when solving equations numerically. To avoid this difficulty, Inayoshi et al. have formulated a theory by perturbation expansions with respect to the size ratio of the solute and solvent particles.\cite{40} Their theory, however, gives the drag coefficient much larger than those obtained by the non-perturbative theory.\cite{26} Furthermore, the application of their theory is limited to the one-component solvent system. There are few theoretical studies for the diffusion in mixtures.

The purpose of this thesis is to clarify the solvation effect on the diffusion coefficient of a large particle. I formulate a theory on the basis of the theory formulated by Inayoshi et al., considering the higher-terms of the perturbation expansion. I show that the numerical results of the theory are in good agreement with those of the simulations and previous theory. In addition, I formulate the theory for the drag coefficient in a binary mixture, extending the perturbation theory for a one-component solvent system. Applying the theory to the binary-hard sphere system, I show that the diffusion coefficient changes from the SE relation with the slip boundary condition to the stick boundary condition due to the solvation effect.

This thesis is organized as follows. In chapter 2, I review previous studies of experiments, MD simulations, and theories for a large-particle diffusion. In chapter 3, I explain the perturbation theory developed by Inayoshi et al. In chapter 4, I formulate a theory on the basis of the theory developed by Inayoshi et al. The calculated results of this theory are compared with those obtained by the previous theory and MD simulation. In chapter 5, I formulate a theory of the diffusion in the two-component solvent system. I apply the theory to binary hard-sphere systems in chapter 6. In chapter 7, I present the conclusion of this thesis.
Chapter 2

Review of large-particle diffusion

2.1 Stokes-Einstein relation

In the case of a macroscopic spherical solute, the translational diffusion coefficient is described by the combination of the Einstein relation and Stokes law. The Einstein law shows that the diffusion coefficient $D$ is related to the drag coefficient $\xi$ of the solute particle as

$$D = \frac{k_B T}{\xi} \quad (2.1)$$

where $k_B$ is the Boltzmann constant and $T$ is the temperature. Equation (2.1) is a form of the fluctuation-dissipation theorem in the Brownian motion. This relation holds regardless of the size of the solute particle.

The Stokes law gives the drag coefficient based on the hydrodynamic approach. The drag coefficient is calculated by the drag force exerted on the fixed solute particle by the steady solvent flow. The solvent flow has a small velocity $\mathbf{u}$ at an infinite distance from the solute. According to the incompressible hydrodynamic equations, the dynamics of solvent flow is described as follows:

$$\nabla \cdot \mathbf{v}(\mathbf{r}) = 0, \quad (2.2)$$

$$-\nabla P(\mathbf{r}) + \eta \nabla^2 \mathbf{v}(\mathbf{r}) = 0. \quad (2.3)$$

Here, $\mathbf{v}(\mathbf{r})$ is the velocity, $P(\mathbf{r})$ is the pressure, and $\eta$ is the shear viscosity. Equation (2.2) is the continuity equation and Eq. (2.3) is the linearized Navier-Stokes equation.

To solve above equations, the boundary condition is required at the solute surface. The solvent velocity normal to the solute surface is assumed to be zero, that is,

$$v_r(\mathbf{r}) = 0, \quad (2.4)$$
where $v_r(\mathbf{r})$ is the $r$ component of $\mathbf{v}(\mathbf{r})$ in the spherical coordinates. The origin of the coordinate system is the center of the solute particle and the $z$-axis corresponds to the $\mathbf{u}$ direction. Then, the $\phi$ component of $\mathbf{v}(\mathbf{r})$ is zero, that is, $v_\phi(\mathbf{r}) = 0$.

The solvent velocity tangent to the solute surface has been typically assumed to obey the stick boundary condition or slip boundary condition.\textsuperscript{[17],[18]} The stick boundary condition is given as

$$v_\theta(\mathbf{r}) = 0, \quad (2.5)$$

where $v_\theta(\mathbf{r})$ is the $\theta$ component of $\mathbf{v}(\mathbf{r})$ in the spherical coordinates. The velocity is assumed to be zero at the solute surface. The slip boundary condition is given as

$$\frac{dv_\theta(\mathbf{r})}{dr} - \frac{v_\theta(\mathbf{r})}{r} = 0. \quad (2.6)$$

The left hand side corresponds to the tangential component of the force on an element of the solute surface. In the slip boundary condition, the velocity has a finite value at the solute surface.

Solving Eqs. (2.2) and (2.3) under the boundary condition at the solute surface, one can derive the drag force as $\mathbf{F} = \xi \mathbf{u}$. The drag coefficient $\xi$ is obtained as

$$\xi = c\pi\eta R, \quad (2.7)$$

where $R$ is the radius of the solute particle. The parameter $c$ depends on the boundary condition where the stick boundary condition gives $c = 6$, and the slip boundary condition gives $c = 4$.

The combination of Eqs. (2.1) and (2.7) is called the Stokes-Einstein (SE) relation. The application of the SE relation is limited to the macroscopic solute particles since the Stokes law is derived using the hydrodynamics. The solute particle has to be large enough to treat the solvent as a continuum.

### 2.2 Experimental studies

#### 2.2.1 Breakdown of Stokes law

The validity of the SE relation has been studied in experimental studies.\textsuperscript{[1]–[14],[19],[20]} It is well known that the SE relation can describe the experimental results of the macroscopic particle, such as a colloidal sphere.\textsuperscript{[12]} In contrast, the breakdown of the Stokes law has been observed in some experiments on the diffusion of the solute smaller than the macroscopic size.\textsuperscript{[5]–[10],[19],[20]}
2.2 Experimental studies

Figure 2.1 Comparison of the diffusion coefficient $D$ of the solutes in various solvents with the prediction of the SE relation.\textsuperscript{[20]} Here, $\eta$ is the viscosity and $r$ is the radius of the solute. The dotted lines show the predictions of the SE relation for the stick boundary condition ($1/6\pi$) and slip boundary condition ($1/4\pi$), respectively.

Evans et al. have investigated the diffusion coefficient of the solute particles of various sizes in alcohols, hydrocarbons, and carbon tetrachloride.\textsuperscript{[19],[20]} The diffusion coefficients were determined with the Taylor dispersion technique.\textsuperscript{[42]} In this method, a dilute solution pulse of the solute is injected in a laminar flowing stream of the solvent. The solute is dispersed by the laminar flow and diffusion. The diffusion coefficient is evaluated from the distribution of the solute.

They found that the diffusion coefficient deviates from the SE relation with decreasing the solute size. In Fig. 2.1, the diffusion coefficient-viscosity product $D\eta$ is plotted as a function the inverse of the solute radius $1/r$. If the SE relation holds, $D\eta$ is proportional to $1/r$. For the larger solutes, such as tetrabutyltin and tetradoxyltin, the diffusion coefficient is close to the value predicted by the SE relation. However, the deviation from the SE relation increases as the solute size decreases. This behavior was observed in all solvents.

Some studies have indicated that the breakdown of the Stokes law depends on the interaction between solute and solvent particles.\textsuperscript{[9],[10]} Castillo et al. have measured the diffusion coefficient of $C_{60}$ in toluene, benzene, and carbon tetrachloride by the
Table 2.1 The hydrodynamic diameters of $C_{60}$ in the solvents.\textsuperscript{[9]} The diameters $d_{\text{stick}}$ and $d_{\text{slip}}$ are evaluated from the diffusion coefficient using the SE relation for the stick and slip boundary conditions, respectively. The X-ray studies reported that the diameter of $C_{60}$ is 7.1 Å.\textsuperscript{[43]}

<table>
<thead>
<tr>
<th>System</th>
<th>$d_{\text{stick}}$ (Å)</th>
<th>$d_{\text{slip}}$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{60}$/toluene</td>
<td>8.72 ± 0.32</td>
<td>13.08 ± 0.48</td>
</tr>
<tr>
<td>$C_{60}$/benzene</td>
<td>3.30 ± 0.04</td>
<td>4.94 ± 0.06</td>
</tr>
<tr>
<td>$C_{60}$/CCl\textsubscript{4}</td>
<td>6.56 ± 1.02</td>
<td>9.86 ± 1.53</td>
</tr>
</tbody>
</table>

Taylor dispersion technique.\textsuperscript{[9]} In solution, the size and shape of $C_{60}$ change little with the solvents in contrast with other solutes.\textsuperscript{[9]} From the obtained diffusion coefficient and the viscosity of the solvent, they calculated the hydrodynamic diameter $d = 2R$ using the SE relation (Table 2.1). If the Stokes law folds, the hydrodynamic diameter does not change depending on the solvent. However, the calculated diameters are different depending on the solvent. It can be considered that the diffusion coefficients reflect the difference of the solute-solvent interactions.

2.2.2 Effects of solvation structure

In recent years, much attention has been paid to the effects of the solvation structure on the diffusion coefficient.\textsuperscript{[1]{[3]} The solvation structure around the solute is determined by the solute-solvent and solvent-solvent interactions. Terazima and co-workers have observed the diffusion coefficient during the protein folding process, by which the protein forms its functional three-dimensional structure.\textsuperscript{[1]{[3]} They investigated the relationship between the diffusion coefficient and the protein conformations for cytochrome c.

To determine the diffusion coefficient, they used the transient grating technique.\textsuperscript{[44]} In this measurement, the solute in the sample is photoexcited with interference pattern by two laser beams to induce the refractive index modulation in the sample. This modulation is monitored by the diffracted light of the probe beam entering in the sample (TG signal). Since the signal decays by the diffusion of the solute, one can obtain the diffusion coefficient from the decay of the TG signal.

Terazima et al. have found that the diffusion coefficient increases 1.9 times at 41 ms after the start of the folding process. According the studies using the circular dichroism experiments,\textsuperscript{[45]} the size of cytochrome c changes little at this time. In contrast, the hydration structure changes around cytochrome c when the diffusion
2.2 Experimental studies

Figure 2.2 Schematic illustrations of the folding dynamics of cytochrome c:\[1\] (I) unfolded cytochrome c; (II) a small amount of a-helix is formed; (III) hydrogen bonding is rearranged from the intermolecular one between the protein and solvent to the intramolecular one; (IV) formation of the α-helix in the major part; (V) native cytochrome c. The thick lines indicate the protein backbone and the thin lines represent the hydrogen bonding.

The diffusion coefficient increases (Fig. 2.2 III). The hydrogen bonding is rearranged from the intermolecular one between the protein and solvent to the intramolecular one to form the α-helix formation.

Their results show that the diffusion coefficient reflects not only the size of the protein but also the hydration structure. The diffusion coefficient is small when the density of solvent molecules is high around the protein. Then, the protein molecule feels more drag force from the water molecules.

2.2.3 Studies of diffusion in mixture

The validity of the Stokes law has also been studied in experiments of a protein diffusion in a multicomponent solvent mixture.\[4\]–\[8\] The proteins diffuse in a cell crowded with biomolecules including nucleic acids, glucides, and lipids. Thus, to understand the diffusion of a protein in vivo, many researchers have carried out in vitro experiments on the diffusion in a solvent mixture.\[5\]–\[8\] Some experiments of them showed the large deviation from the SE relation in a solvent mixture system.\[5\]–\[8\]

Zorrilla et al. have obtained the diffusion coefficient of apomyoglobin in a protein crowded environment by using the fluorescence correlation spectroscopy.\[6\] They measured the fluctuations in the fluorescence intensity of the diffusing molecules in an open sample volume, which is produced by a focused laser and confocal optics. The fluctuations are caused by the diffusion of the fluorescent molecules into or out of the open sample volume. The autocorrelation analysis of the fluctuations provides the diffusion coefficient of the fluorescence.

Figure 2.3 shows the diffusion coefficient and viscosity as a function of the concen-
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Figure 2.3 Translational (circles) and rotational (squares) diffusion coefficients of apomyoglobin and the viscosity (triangles) relative the values for the infinitely dilute solution of ribonuclease A.\textsuperscript{[6]} All translational diffusion data correspond to apomyoglobin monomer. Filled and Open squares correspond to the overall motion of apomyoglobin dimer, and to a combination of the global motion of apomyoglobin monomer and the librational motions of apomyoglobin dimer, respectively. I added the description of the symbols to the original figure.

\[
\frac{D_0}{D} = \frac{\eta}{\eta_0}
\]

where \(D_0\) and \(\eta_0\) are the diffusion coefficient and viscosity for the infinitely dilute solution of ribonuclease A. However, the ratio \(D_0/D\) deviates from \(\eta/\eta_0\) as the concentration of ribonuclease A increases. Since \(D_0/D > \eta/\eta_0\), \(D\) has a value smaller than the value predicted by the SE relation. These results indicate that the diffusion coefficient cannot be explained only by the viscosity of a mixture.

These deviations have been observed in experiments of other proteins, such as a dUTPase in a disaccharide solution\textsuperscript{[7]} and a phototropin in the ficoll solutions.\textsuperscript{[5]} Furthermore, the breakdown of the Stokes law has also been found in the diffusion of colloidal spheres in polymer solutions.\textsuperscript{[13],[14]} Some researchers consider that the deviation is caused by the solvation structure around the solute.\textsuperscript{[14]} The origin of the breakdown in a solvent mixture system, however, has not been fully understood.
2.3 Simulation studies

2.3.1 Solute size dependence

The solute size dependence of the diffusion coefficient has been well studied using molecular dynamics (MD) simulation\cite{28}-\cite{35} since it is easy to change the solute size in contrast to experimental studies. The researchers have carried out the MD simulations to determine the critical size above which the SE relation holds, and the boundary condition on the solute surface.\cite{28}-\cite{34} Sokolovskii et al. have carried out the MD simulation of hard sphere systems to study the size dependence of the solute particle diffusion.\cite{28} The system composed a single solute with the diameter $\Sigma$ and N-1 solvent particles with the diameter $\sigma$ in the cubic cell of length $L$ of the periodic boundary condition. The diffusion coefficients were determined using the Green-Kubo relation,\cite{46},\cite{47}

$$D = \frac{1}{3} \int_0^\infty \langle \mathbf{u}(t) \cdot \mathbf{u}(0) \rangle \, dt,$$

which is equivalent to the Einstein expression,\cite{46}

$$D = \frac{1}{6} \lim_{t \to \infty} \frac{d}{dt} \langle |\mathbf{r}(t) - \mathbf{r}(0)|^2 \rangle.$$ (2.9)

Here, $\mathbf{r}(t)$ and $\mathbf{v}(t)$ are the position and velocity of the solute particle.

They showed that the calculated results suffer from the finite size effect. Figure 2.4 shows the dependence of the diffusion coefficient on the simulation cell length $L$. The diffusion coefficient $D_N$ becomes smaller with the reciprocal cell length $L^{-1}$. Here, $D_N$ denotes the diffusion coefficient obtained from a simulation with $N$ particles. At the constant number density, $N \propto L^3$.

The finite size effect arises from the long-range effect of the solute particle on solvent particles due to the momentum conservation.\cite{28},\cite{39} Thus, the calculation of the diffusion coefficient requires a large system which includes many solvent particles. However, since the simulation cell is finite, there is the hydrodynamic interactions between the tracer particle and its images resulting from the periodic boundary conditions. The finite size effect increases with the size of a large solute particle. Thus, the diffusion coefficient of a large solute particle in the infinite system cannot be obtained directly by computer simulations.

Sokolovskii et al. evaluated the diffusion coefficient in the infinite simulation cell $D_\infty$ using a linear extrapolation of results obtained from the finite system $D_N$ as

$$\frac{D_N}{D_{\text{slip}}} = \frac{D_\infty}{D_{\text{slip}}} - k \frac{R}{L}.$$ (2.10)
Figure 2.4 Dependence of the diffusion coefficient $D_N$ on the length of the simulation cell $L$.[28] Labels at the symbols show the number of particles in the simulation cell. The circles and squares are simulation results without and with volume correction, respectively. They adjusted the cell volume to keep the solvent density constant when the solute particle is immersed in the cell. The filled symbols are the results used in a linear least squares fitting routine to determine the fitted slope $k_{fit}$. Here, the slope $k$ in Eq. (2.10) is the value calculated by the Fushiki’s formula. The diameter of the solute particle is $16\sigma$ where $\sigma$ is the diameter of the solvent particle. The density of solvent particles is $\rho\sigma^3 = 0.52$.

Here, $D_{\text{slip}}$ is the value calculated from the SE relation with the slip boundary condition, and the effective radius is defined as $R = (\Sigma + \sigma)/2$ where the solvent particle cannot approach the solute particle for $r < R$. The diffusion coefficient $D_N$ is assumed to be linear in the reciprocal cell length $L^{-1}$ with the slope $k$. They obtained $k$ using the Fushiki’s formula which takes account of the hydrodynamic interactions.[39] It is calculated from the kinematic viscosity and the diffusion coefficient obtained by the kinetic theory using the method of Enskog.[48]–[51]

Figure 2.5 shows the dependence of the diffusion coefficient on the effective radius. The results with extrapolation lie close the value of the SE relation with slip boundary condition for $R/\sigma \geq 3$. Note that the results without extrapolation approaches the stick boundary condition. The difference of the results obtained with and without extrapolation increases as the solute becomes large. These results show the importance of considering the finite size effect.

The solute size dependence has been studied in other interaction systems than the hard-sphere. As is the case of the hard-sphere system, the SE relation with the
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Figure 2.5 Dependence of the diffusion coefficient $D^* = D(m/k_B\sigma^2)^{1/2}$ on the effective radius $R = (\Sigma + \sigma)/2$. Open and filled symbols are the results obtained without and with extrapolation. The solid line represents the Enskog result, and the long and short dashed lines represents the SE relation with with stick and slip boundary conditions, respectively. These are calculated using the effective radius instead of the solute radius. The density of solvent particles is $\rho\sigma^3 = 0.52$.

slip boundary condition was also observed for a large solute when the solute-solvent interaction is purely repulsive, such as repulsive Weeks-Chandler-Andersen (WCA) potentials. In addition, when the interaction includes a weak attraction, the boundary condition approached the SE relation with the slip condition as the solute size increases. In contrast, when the solute surface is rough, the diffusion coefficient approached the SE relation with the stick boundary condition. Most studies have not determined the critical size, above which the SE relation holds. The large solute was not treated because of the finite size effect.

2.3.2 Effects of solute-solvent interaction

As shown in experimental studies, a large particle diffusion depends on the interparticle interactions. Thus, many MD simulation studies have carried out to examine the effect of the solute-solvent interaction. Schimit et al. have studied the effect of the solute-solvent attractive interaction on the diffusion coefficient by the MD simulation. The diffusion coefficients were calculated using the Green-Kubo relation Eq. (2.8).

The interaction between solvent particles was assumed as the Lennard-Jones po-
Figure 2.6 Dependence of the diffusion coefficient $D$ on the strength of the solute-solvent attractive interaction $\epsilon$. I plotted the diffusion coefficients obtained by Schimit et al.\textsuperscript{[29]} Solid and dashed lines represent the value predicted by the SE relation with the stick and slip boundary conditions, respectively. These are calculated using the effective hydrodynamic radius $a + \sigma$. The density of solvent particles is $\rho\sigma^3 = 0.85$.

The solute-solvent interaction was given by

$$u(r) = 4\epsilon \left[ \left( \frac{\sigma}{r-a} \right)^{12} - \left( \frac{\sigma}{r-a} \right)^6 \right] S(r-a)$$

(2.11)

where the switching function $S(r)$ is 1 for $r < r_1$,

$$S(r) = \frac{(r_2^3 - r^3)^2(r_1^2 + 2r^2 - 3r_1^2)/(r_2^3 - r_1^3)^3}{(r_2^3 - r^3)^2}$$

(2.12)

for $r_1 < r < r_2$, and zero for $r > r_2$. The strength of the attractive interaction is represented by the well depth $\epsilon$ at $r = r_1$ in Eq. (2.11). They employed $r_1 = 2^{1/6}\sigma$ and $r_2 = 3\sigma/2$. In addition, they assumed that the radii of the solute and solvent particles are $a + \sigma/2$ and $\sigma/2$, respectively. In this simulation, $(a + \sigma/2)^3/(\sigma/2)^3 = 100$.

As the attractive force increases, the diffusion coefficient changes from the SE relation with the slip condition to that with the stick condition (Fig. 2.6). When the attractive interaction is weak, the result has the value close to the SE relation with the slip boundary condition. Here, the SE relation was calculated using the effective radius $R_a = a + \sigma$ instead of the solute radius. As increasing the attractive
interaction, the diffusion coefficient decreases. The results converge to the value smaller than the SE relation with the stick boundary condition. They showed that this value is almost the same as the SE relation with the stick boundary condition calculated using the corrected effective radius \( R_a = a + (1 + \sigma^{1/6}) \). They evaluated this radius considering a solvation shell caused by the strong attraction between solute and solvent particles. The particles in the solvation shell are assumed to sit directly at the potential minimum of the solute-solvent interaction, which is at \( a + 2^{1/6} \sigma \).

The transition of the boundary condition has observed in some studies of the attractive interaction effect.\cite{29,32,34} Researches have pointed out that the stick condition is related to the accumulation of solvent particles around the solute due to the attractive force.\cite{29,32}

2.4 Theoretical studies

The SE relation is not valid for the solute particle smaller than the macroscopic size because the Stokes law is derived from hydrodynamic equations. Actually, the breakdown of the Stokes law has been observed in experiments and simulation studies as shown above. The breakdown arises because the diffusion coefficient is affected by the interparticle interactions, which in not considered in the Stokes law. To treat a large particle, such as a protein, one needs the microscopic theory including the effects of the interparticle interactions.

The calculation of the drag coefficient requires the dynamics of the solvent around the solute particle. In previous theories, the dynamics was approximated by that of the neat solvent\cite{52,56} although the dynamics near the solute is much affected by the solute-solvent interaction. To address this problem, Yamaguchi et al. have formulated the inhomogeneous generalized Langevin equations.\cite{26} Using their theory, one can calculate the drag coefficient, considering the solute-solvent and solvent-solvent interactions.

2.4.1 Generalized Langevin equations

They considered the system composed of \( N \) solvent particles of the mass \( m \). The position and momentum of particle \( i \) are denoted by \( r_i \) and \( p_i \), respectively. The time development of \( r_i \) and \( p_i \) obey the Hamiltonian dynamics where \( \mathcal{H} \) is the Hamiltonian of the system. The interaction between the solute and solvent particles is regarded as the external field \( u(\mathbf{r}) \) applied to the solvent particles.
Yamaguchi et al. formulated the generalized Langevin equations for the time development of the conserved quantities, the density field $\rho(r)$ and current density field $J(r)$ under the external field. These quantities are defined as

$$
\rho(r) \equiv \sum_i \delta(r - r_i) \tag{2.13}
$$

and

$$
J(r) \equiv \sum_i v_i \delta(r - r_i). \tag{2.14}
$$

Here, $v_i$ is the velocity of particle $i$. The generalized Langevin equations are derived from the Liouville equations using the projection operator method.\cite{57}

### Liouville equation

The time developments of $\rho(r)$ and $J(r)$ are represented by the exact equation using the Liouville operator $L$ as\cite{46}

$$
\frac{dX_\mu}{dt} = iLX_\mu, \quad iL \equiv \sum_i \left\{ \frac{\partial H}{\partial p_i} \cdot \frac{\partial}{\partial r_i} - \frac{\partial H}{\partial r_i} \cdot \frac{\partial}{\partial p_i} \right\} \tag{2.15}
$$

where $\{X_\mu\} = \{\rho, J\}$. Equation (2.15) is solved formally as

$$
X_\mu(t) = e^{iLt}X_\mu(0). \tag{2.16}
$$

Then, the time development of $X_\mu(t)$ is given as

$$
\frac{dX_\mu}{dt} = e^{iLt}iLX_\mu(0). \tag{2.17}
$$

### Projection operator method

Using the projection operator method,\cite{46,57-59} one derives the generalized Langevin equation, which is also an exact equation. By the projection operator method, the time development of $\{X_\mu\}$ is separated into slowly-varying and quickly-varying parts.

To separate the slowly-varying parts, one projects all phase functions $\{X_\mu\}$ into the subspace defined by a set of slow variables $A = \{A_\mu\}$. Yamaguchi et al. chose the conserved variables $A = \{\delta\rho(r), J(r)\}$ as the subspace. The projection of $X_\mu$ onto $A$ is written by the projection operator $\mathcal{P}$ as

$$
\mathcal{P}X_\mu \equiv \sum_{\nu,\lambda} \int \int dr' dr'' \langle X_\mu(r) A_\nu(r') \rangle \langle A(r'), A(r'')^{-1} A_\lambda(r'') \rangle \tag{2.18}
$$
where $\langle \mathbf{A}, \mathbf{A} \rangle^{-1}$ represents inverse matrix of the matrix $\langle \mathbf{A}, \mathbf{A} \rangle$. The element $\nu\mu$ of the matrix is $\langle A_\nu, A_\mu \rangle$. Here, the bracket denotes the equilibrium ensemble average of the function as

$$\langle Y(r)Z(r') \rangle \equiv \int Y(r)X(r')f_{eq}(\{r^N, p^N\})dr^Nd^p^N,$$

where $f_{eq}(\{r^N, p^N\})$ represents the phase-space probability density. At $|r| \to \infty$ and $|p| \to \infty$, $f_{eq}(\{r^N, p^N\}) \to 0$. In addition, one defines the operator $Q \equiv 1 - P$ projecting onto the subspace orthogonal to $\mathbf{A}$.

Using the operator $P$ and $Q$, Eq. (2.17) is rewritten as

$$\frac{dX_\mu}{dt} = e^{iLt}P_i\mathcal{L}X_\mu = e^{iLt}P_i\mathcal{L}X_\mu + e^{iLt}Q_i\mathcal{L}X_\mu. \quad (2.20)$$

Here, one wrote $X_\mu(0)$ as $X_\mu$ for simplicity.

The first term of the right hand side in Eq. (2.20) is rewritten using Eq. (2.18) as

$$e^{iLt}P_i\mathcal{L}X_\mu = e^{iLt}\sum_{\nu,\lambda} \int \int dr'dr''\langle (i\mathcal{L}X_\mu)A_\nu \rangle \langle \mathbf{A}, \mathbf{A} \rangle_{\nu,\lambda}^{-1}A_\lambda$$

$$= \sum_{\nu,\lambda} \int \int dr'dr''\langle (i\mathcal{L}X_\mu)A_\nu \rangle \langle \mathbf{A}, \mathbf{A} \rangle_{\nu,\lambda}^{-1}A_\lambda(t) \equiv \sum_{\lambda} \int \int dr'dr''i\Omega_{\nu\lambda}A_\lambda(t). \quad (2.21)$$

Here, $i\Omega_{\nu\lambda} \equiv \sum_\nu \langle (i\mathcal{L}A_\mu)A_\nu \rangle \langle \mathbf{A}, \mathbf{A} \rangle_{\nu,\lambda}^{-1}$. To derive Eq. (2.21), one used that $i\Omega_{\nu\lambda}$ does not include $\{r^N, p^N\}$.

The second term of the right hand side in Eq. (2.20) is rewritten using the relation derived by Mori,[57]

$$e^{iLt} = \int_0^t e^{iLt'}P_i\mathcal{L}e^{Q_i\mathcal{L}(t-t')}dt' + e^{Q_iLt}. \quad (2.22)$$

Then, one can obtain

$$e^{iLt}Q_i\mathcal{L}X_\mu = \int_0^t e^{iLt'}P_i\mathcal{L}e^{Q_i\mathcal{L}(t-t')}Q_i\mathcal{L}X_\mu dt' + e^{Q_iLt}Q_i\mathcal{L}X_\mu$$

$$= \int_0^t e^{iLt'}P_i\mathcal{L}R_\mu(t - t')dt' + R_\mu(t) \quad (2.23)$$

where $R_\mu(t) \equiv e^{Q_iLt}Q_i\mathcal{L}X_\mu$.

Substituting Eq. (2.18) into the first term of the right hand side in Eq. (2.23), one derives

$$\int_0^t e^{iLt'}P_i\mathcal{L}R_\mu(t - t')dt' = \int_0^t dt' \sum_{\nu,\lambda} \int \int dr'dr''\langle (i\mathcal{L}R_\mu(t - t'))A_\nu \rangle \langle \mathbf{A}, \mathbf{A} \rangle_{\nu,\lambda}^{-1}A_\lambda(t'). \quad (2.24)$$
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From the definition of the bracket Eq. (2.19) and using partial integration, one can derive

$$\langle (i\mathcal{L}R_\mu(t))A_\nu \rangle = -\langle R_\mu(t)(i\mathcal{L}A_\nu) \rangle = -\langle R_\mu(t)\dot{A}_\nu \rangle$$  \hspace{1cm} (2.25)

In addition, since \( R_\mu(t) \) is normal to the subspace \( \{A_\mu\} \), \( \langle R_\mu(t)A_\nu \rangle = 0 \). Then, one obtains

$$-\langle R_\mu(t)\dot{A}_\nu \rangle = -\langle R_\mu(t)\mathcal{Q}\dot{A}_\nu \rangle = -\langle R_\mu(t)R_\nu \rangle.$$  \hspace{1cm} (2.26)

From Eqs. (2.25) and (2.26), Eq. (2.24) is written by

$$\int_0^t e^{i\mathcal{L}t'}P_i\mathcal{L}R_\mu(t-t')dt' = -\sum_\lambda \int_0^t dt' \int \int dr' dr'' M_{\mu\lambda}(t-t')A_\lambda(t')$$  \hspace{1cm} (2.27)

where

$$M_{\mu\lambda}(t) = \sum_\nu \langle R_\mu(t)R_\nu \rangle \langle A, A \rangle^{-1}_{\mu\lambda}.$$  \hspace{1cm} (2.28)

Substituting Eqs. (2.21), (2.23), and (2.27) into Eq. (2.20), one derives the generalized Langevin equation,

$$\frac{dX_\mu}{dt} = \sum_\lambda \int \int dr' dr'' \Omega_{\mu\lambda}A_\lambda(t) - \sum_\lambda \int_0^t dt' \int \int dr' dr'' M_{\mu\lambda}(t-t')A_\lambda(t') + R_\mu(t).$$  \hspace{1cm} (2.29)

The first term is proportional to \( A \) at the present time. The second term is called the Memory term proportional to \( A \) in the past. The third term represents the random force, which is orthogonal to \( A \).

**Dynamics of solvent particles**

Substituting \( \{A_\mu\} = \{\rho, J\} \) into Eq. (2.29), Yamaguchi et al. derived the time development of \( \{X_\mu\} = \{\rho, J\} \) as follows:[26]

$$\frac{d\rho(r, t)}{dt} = -\nabla \cdot J(r, t)$$  \hspace{1cm} (2.30)

$$\frac{dJ(r, t)}{dt} = -\int \int dr' dr'' \langle J(r), J(r') \rangle \cdot \nabla' \left[ \langle \rho(r')\rho(r'') \rangle^{-1} \rho(r'', t) \right]$$

$$-\int_0^t dt' \int \int dr' dr'' M(r, r', r'', t-t') \cdot J(r'', t') + R(r, t)$$  \hspace{1cm} (2.31)

where \( M(r, r', r'', t) = \langle R(r, t), R(r', 0) \rangle \cdot \langle J(r'), J(r'') \rangle^{-1} \) and \( R(r, t) \equiv e^{i\mathcal{Q}\mathcal{Q}t} \mathcal{Q}J(r) \).

Equations (2.30) and (2.31) are the continuity equation and the equation of motion, respectively. These are exact equations alternative of the Liouville equations.
2.4.2 Application to attractive system

Using Eqs.(2.30) and (2.31), Yamaguchi et al. calculated the drag coefficient.\textsuperscript{[27]} They considered that the solute is instantaneously displaced at $t = 0$ to $z$-direction by $\Delta z$. In the limit of small displacement $\Delta z$, the nonequilibrium average of the force from the solvent particles is represented by $\langle F_z(t) \rangle_{ne} = \xi(t) \Delta z$. Here, $\xi(t)$ is related to the drag coefficient arising from the steady solvent flow as\textsuperscript{[26]}

$$\xi = \int_0^\infty \xi(t) dt.$$  \hspace{1cm} (2.32)

When the solute-solvent interaction is represented by $u(\mathbf{r})$, the nonequilibrium average of the force is calculated by

$$\langle F_z(t) \rangle_{ne} = -\int d\mathbf{r} \frac{\partial u(\mathbf{r})}{\partial z} \bar{\rho}(\mathbf{r}, t),$$  \hspace{1cm} (2.33)

where

$$\bar{\rho}(\mathbf{r}, t) = \langle \rho(\mathbf{r}, t) \rangle_{ne} - \langle \rho(\mathbf{r}, t = \infty) \rangle_{ne}.$$  \hspace{1cm} (2.34)

Here, $\langle \rho(\mathbf{r}, t) \rangle_{ne}$ denotes the nonequilibrium response of the solvent density around the solute. According to the linear-response theory, these nonequilibrium response is approximated by the equilibrium time correlation function as

$$\bar{\rho}(\mathbf{r}, t) = \frac{1}{k_BT} \langle (U(0) \rho(\mathbf{r}, t))_{eq} \rangle$$  \hspace{1cm} (2.35)

where

$$U(t) = -\int d\mathbf{r} \frac{\partial u(\mathbf{r})}{\partial z} \rho(\mathbf{r}, t).$$  \hspace{1cm} (2.36)

Since the time evolution of $\rho(\mathbf{r}, t)$ is given by Eqs.(2.30) and (2.31), using Eq. (2.35) the time evolution of $\bar{\rho}(\mathbf{r}, t)$ is given as

$$\frac{d\bar{\rho}(\mathbf{r}, t)}{dt} = -\nabla \cdot \bar{\mathbf{J}}(\mathbf{r}, t)$$  \hspace{1cm} (2.37)

$$\frac{d\bar{\mathbf{J}}(\mathbf{r}, t)}{dt} = -\int d\mathbf{r}' \int d\mathbf{r}'' \langle \mathbf{J}(\mathbf{r}), \mathbf{J}(\mathbf{r}') \rangle \cdot \nabla' \left[ \langle \rho(\mathbf{r}') \rho(\mathbf{r}'') \rangle^{-1} \bar{\rho}(\mathbf{r}'', t) \right]$$
$$- \int_0^t dt' \int d\mathbf{r}' d\mathbf{r}'' \mathbf{M}(\mathbf{r}, \mathbf{r}', \mathbf{r}'', t - t') \cdot \bar{\mathbf{J}}(\mathbf{r}'', t')$$  \hspace{1cm} (2.38)

where

$$\bar{\mathbf{J}}(\mathbf{r}, t) = \langle \mathbf{J}(\mathbf{r}, t) \rangle_{ne} - \langle \mathbf{J}(\mathbf{r}, t = \infty) \rangle_{ne} = \frac{1}{k_BT} \langle (U(0) \mathbf{J}(\mathbf{r}, t))_{eq} \rangle.$$  \hspace{1cm} (2.39)
To solve Eqs. (2.37) and (2.38), they evaluated the correlation functions $\langle J(\mathbf{r}), J(\mathbf{r}') \rangle$, $\langle \rho(\mathbf{r})\rho(\mathbf{r}') \rangle$, and $\langle \mathbf{R}(\mathbf{r}, t), \mathbf{R}(\mathbf{r}', 0) \rangle$. The correlation function of the current fields is given as $\langle J(\mathbf{r}), J(\mathbf{r}') \rangle = k_B T/m \rho_{eq}(\mathbf{r}) \delta(\mathbf{r} - \mathbf{r}') \mathbf{1}$ where $\mathbf{1}$ is the unit tensor. They obtained the equilibrium density field $\rho_{eq}(\mathbf{r})$ and the solute-solvent solvent three-body correlation function $\langle \rho(\mathbf{r})\rho(\mathbf{r}') \rangle$ using the Ornstein-Zernike integral equation coupled with the hypernetted-chain approximation (OZ/HNC theory). In addition, they assumed that the time correlation function of the random force $\langle \mathbf{R}(\mathbf{r}, t), \mathbf{R}(\mathbf{r}', 0) \rangle$ is the same as that in the absence of the solute using the exponential model.

They assumed the interaction between solvent particles as the Lennard-Jones potential, where the energy and length parameters are $\epsilon_0$ and $\sigma$, respectively. The density of the solvent was $0.85\sigma^{-3}$ and the temperature was $0.75\epsilon_0/k_B$. They assumed the solute-solvent interaction as

$$u(\mathbf{r}) = \begin{cases} 
4\epsilon_0 \left[ \left( \frac{\sigma}{r - (d - \sigma)/2} \right)^{12} - \left( \frac{\sigma}{r - (d - \sigma)/2} \right)^6 \right] - \epsilon + \epsilon_0 & (r < 2^{1/6}\sigma + (d - \sigma)/2), \\
4\epsilon \left[ \left( \frac{\sigma}{r - (d - \sigma)/2} \right)^{12} - \left( \frac{\sigma}{r - (d - \sigma)/2} \right)^6 \right] & (r > 2^{1/6}\sigma + (d - \sigma)/2),
\end{cases}$$

(2.40)

where $d$ is the diameter of the solute.

Figure 2.7 shows the calculated results of the drag coefficient as the function of the strength of solute-solvent attractive interaction. The drag coefficient increases with increasing the attractive interaction. The similar behavior has been observed in simulation studies. When the solute is as small as the solvent, the drag coefficient deviates from the Stokes law with the attractive interaction. In contrast, when the solute is large, the drag coefficients are close to the value of the Stokes law with the stick boundary condition.

Their theory allows us to calculate the drag coefficient including the effect of the interparticle interactions. However, the calculation for the large solute is difficult because of the finite size effect in the same way as the limitation of simulations. In the case of $d = 8\sigma$, they corrected the calculated values considering the effect of the cutoff radius. To avoid the finite size effect, Inayoshi et al. have expanded the generalized Langevin equations with respect to the size ratio of the solute and solvent particle. Using their theory, one can consider solvent particles at an infinite distance using an analytical expression of the drag coefficient. The perturbation theory will be described in Chapter 3.
Figure 2.7 Dependence of the drag coefficient $\xi$ on the strength of the solute-solvent attractive interaction $\epsilon$. The diameters of the solute are $d = \sigma$ (circles), $2\sigma$ (squares), $4\sigma$ (diamonds), and $8\sigma$ (triangles) where $\sigma$ is the diameter of the solvent particle. In Fig. 2.7, they employed the units in which the LJ parameters and mass of the solvents and the Boltzmann constant are unity. The filled symbols represent the mere values integrating $\xi(t)$, and the open symbols represent the corrected values corrected for the tail in $\xi(t)$ by the extrapolation. The solid and dashed lines represent the values predicted by the Stokes law with the slip and stick boundary conditions, respectively.

2.5 Summary

The breakdown of the Stokes law has been observed in experimental studies of a large particle diffusion. As decreasing the size of the solute, the diffusion coefficient deviated from the value predicted by the SE relation. The deviation depended on the interparticle interaction between solute-solvent particles. Furthermore, the experiments for the diffusion in solvent mixtures showed the large deviations as compared to those in pure solvents. It was found that the diffusion coefficient has a correlation with the solvation structure around the solute.

The MD simulation studies have shown that the boundary condition on the solute surface depends on the solute-solvent interaction. In the spherical interaction systems, such as the purely repulsive or weak attraction systems, the diffusion coefficient approached the SE relation with slip boundary condition when the solute becomes large. In contrast, when the solute surface is rough, the diffusion
coefficient approached the SE relation with the stick boundary condition.\cite{29},\cite{37} In addition, some studies showed that the boundary condition changed from the slip to the stick boundary conditions with increasing the solute-solvent attractive interaction.\cite{29},\cite{32},\cite{34} Although MD simulation enables us to study the interparticle interactions, the results suffer the finite-size effects.

The effects of the interparticle interactions have also been studied theoretically. Yamaguchi \textit{et al.} formulated the generalized Langevin equations to describe the dynamics of the solvent particles around the solute.\cite{26} Their theory is distinct from the previous theories, which do not include the effect of the solute-solvent interaction on the dynamics of the solvent particles. However, as is the case of simulation studies, the large solute cannot be treated in the theory of Yamaguchi \textit{et al.} due to the finite-size effect. Inayoshi \textit{et al.} avoided this difficulty, expanding the generalized Langevin equations with respect to the size ratio of the solute and solvent particle (Chap. 3).
Chapter 3

Perturbation theory

When studying a large-particle diffusion, the microscopic theories or molecular simulations suffer from the finite-size effect. To avoid this difficulty, Inayoshi et al. have developed a theory by perturbation expansions with respect to the size ratio of the solute and solvent particles.\cite{40} Their theory can deal with the solvation effect through the radial distribution function, which represents the density distribution of solvent particles around the solute particle. In this chapter, I introduce the perturbation theory developed by Inayoshi et al. I formulate a theory on the basis of their theory in Chap. 4.

3.1 Perturbation theory

3.1.1 Basic equations

Inayoshi et al. assumed that solvent particles have the small velocity $u$ at an infinite distance from the solute fixed to the origin to obtain the diffusion coefficient through the Einstein relation.\cite{40} This system is equivalent to that of the solute particle moving with velocity $-u$. They calculated the drag coefficient of the solute particle, by assuming the steady state. The diffusion coefficient is given by the drag coefficient through the Einstein relation (2.1).

The present system is described by the generalized Langevin equations formulated by Yamaguchi et al.\cite{26} as

$$0 = -\nabla \cdot J(r), \quad (3.1)$$

$$0 = -\rho_{eq}(r)\nabla \mu(r) + \int dr' M(r, r') J(r'). \quad (3.2)$$
Here, $\rho_{eq}(r)$ is the equilibrium density calculated from the radial distribution function $g(r)$ through $\rho_{eq}(r) = \rho g(r)$ where $\rho$ is the average density. At the steady state, $\mu(r)$ and $J(r)$ can be obtained solving Eqs. (3.1) and (3.2) if $\rho_{eq}(r)$ and the memory tensor $M(r, r')$ are given.

Since it is difficult to calculate exactly $M(r, r')$, they employed two approximations: homogeneous approximation and long-wavelength limit approximation. Under the homogeneous assumption, $M(r, r')$ is replaced by a homogeneous tensor which is the same as that in the absence of the solute. The same approximation was employed by Yamaguchi et al.\cite{26} Additionally, they approximated the homogeneous tensor using the long-wavelength limit of the spatial Fourier transform. Thus, the second term of Eq. (3.2) is given as

$$
\int dr' M(r, r') J(r') \approx \eta \nabla^2 v(r) + \gamma \nabla \cdot (\nabla \cdot v(r)).
$$

(3.3)

Here, $\eta$ is the shear viscosity, and $\gamma = \zeta + \eta / 3$, where $\zeta$ is the bulk viscosity. In the absence of the solute, Equation (3.2) with the approximation (3.3) is equivalent to the average of the nonlinear fluctuation hydrodynamics.\cite{62}-\cite{64} It has been well studied in connection with the dynamics in supercooled liquids.

In Eq. (3.2), $\mu(r)$ is rewritten using the function $P(r) \equiv \rho_{eq}(r) \mu(r)$. Here, in the region far away from the solute where $\rho_{eq}(r)$ is constant, $\nabla P(r)$ corresponds to the gradient of the pressure in the first order of the velocity $u$. Owing to the symmetry of the system, $v(r)$ and $P(r)$ are represented as

$$
v(r) = v_p(r) (\hat{r} \cdot u) \hat{r} + v_{u,i}(r) u_i,
$$

(3.4)

$$
P(r) = P(r) (\hat{r} \cdot u),
$$

(3.5)

where $\hat{r} = r / r$. Substituting Eqs (3.4) and (3.5) and using $J(r) = \rho_{eq}(r) v(r)$, Eq. (3.1) is rewritten as

$$
\frac{d}{dr} [\rho_{eq}(r) v_p(r)] + 2 \rho_{eq}(r) v_p(r) r + \frac{d}{dr} [\rho_{eq}(r) v_u(r)] = 0,
$$

(3.6)

and Eq. (3.2) with the approximation given by Eq. (3.3) is rewritten as

$$
- \frac{P(r)}{r} + \eta \left[ \frac{2 v_p(r)}{r^2} + \frac{2 v_{u,i}(r)}{dr} + \frac{d^2 v_u(r)}{dr^2} \right] + \gamma \left[ \frac{2 v_p(r)}{r^2} + \frac{1}{r^2} \frac{dv_p(r)}{dr} + \frac{1}{r} \frac{dv_u(r)}{dr} \right] = 0,
$$

(3.7)

$$
- \rho_{eq}(r) \frac{d}{dr} \frac{P(r)}{r \rho_{eq}(r)} + \eta \left[ 6 \frac{d}{dr} \frac{v_p(r)}{r^2} + 2 \frac{d^2 v_p(r)}{dr^2} \frac{v_p(r)}{r^2} \right]
\gamma \left[ 5 \frac{d}{dr} \frac{v_p(r)}{r^2} + 2 \frac{d^2 v_p(r)}{dr^2} \frac{v_p(r)}{r^2} - \frac{1}{r^2} \frac{dv_p(r)}{dr} + \frac{1}{r} \frac{dv_u(r)}{dr} \right] = 0.
$$

(3.8)
3.1 Perturbation theory

Equations (3.6), (3.7), and (3.8) are solved to satisfy the slip boundary condition on the solute surface as

$$\left. \frac{dv_u(r)}{dr} \right|_{r=R_a} = \frac{v_u(R_a)}{R_a}. \tag{3.9}$$

Here, $R_a = R + a$ where $R$ and $a$ are the radii of the solute and solvent particles, respectively. The solute surface is assumed to be at $r = R_a$ because $\rho_{eq}(r)$ vanishes for $r < R_a$.

3.1.2 Perturbation expansions

The solute particle is assumed to be much larger than the solvent particle. When the solute particle is large, it is difficult to calculate the basic equations (3.6), (3.7), and (3.8) directly because of the finite-size effect. Thus, they found approximate solutions expanding the equations in powers of the ratio between the solute and solvent size

$$\epsilon \equiv \frac{a}{R_a}. \tag{3.10}$$

They expanded the basic equations dividing the whole space into two regions depending on distance from the solute because there are two spatial scales.$^6$ Near the solute, the density distribution $\rho_{eq}(r)$, which is contained in the basic equations, varies in the range of solvent particle size. Thus, $v_t(r)$, $v_u(r)$ and $P(r)$ also change the scale given by the solvent particle size. In contrast, in the region sufficiently far
away from the solute, the scale is given by the size of the solute because $\rho_{eq}(r)$ has constant value. The density distribution $\rho_{eq}(r)$ becomes constant at the distance of the size of several solvent particles.

Therefore, the space is divided into two regions: the outer region far away from the solute and the boundary layer near the solute (Fig. 3.1). The outer region is defined by $\rho_{eq}(r) = \rho$. The boundary layer is defined by $\rho_{eq}(r) \neq \rho$.

Since the boundary layer is dominated by the scale of the solvent particle size, they introduce a stretched variable, $x \equiv (r - R_a)/a$. Here, they assumed that $\rho_{eq}(r)$ can be represented as the function of $x$, $\rho_e(x)$. With the new variable $x$ fixed, the solutions of Eqs. (3.6), (3.7), and (3.8) are expanded as

$$v_r(r) = \sum_{n=0}^{\infty} \epsilon^n v_r^{(n)}(x),$$  \hspace{1cm} (3.11)

$$v_u(r) = \sum_{n=0}^{\infty} \epsilon^n v_u^{(n)}(x),$$  \hspace{1cm} (3.12)

$$R_a P(r) = \sum_{n=0}^{\infty} \epsilon^n P_{b}^{(n)}(x).$$  \hspace{1cm} (3.13)

The left-hand side of Eq. (3.13) includes $R_a$ so that Eqs. (3.7) and (3.8) do not explicitly have the length scale $R_a$ or $a$ after the substitution of Eq. (3.13) into Eqs. (3.7) and (3.8). Substituting expansion of $v_u(r)$ into Eq. (3.9), the boundary condition for the expansion coefficient of $v_{u,b}(r)$ is given by

$$\left. \frac{d^n v_{u,b}^{(n+1)}(x)}{dx} \right|_{x=0} = v_{u,b}^{(n)}(0).$$  \hspace{1cm} (3.14)

In the outer region, since $\rho_{eq}(r)$ is constant, Eqs. (3.1) and (3.2) with Eq. (3.3) reduced to the incompressible hydrodynamic equations as

$$\nabla \cdot \mathbf{v}(r) = 0,$$  \hspace{1cm} (3.15)

$$-\nabla P(r) + \eta \nabla^2 \mathbf{v}(r) = 0.$$  \hspace{1cm} (3.16)

Unlike the boundary layer, they defined a variable as $\tilde{r} \equiv r/R_a$ since the outer region is dominated by the scale of the solute particle size. Thus, in the outer region, the
solutions are expanded as

\[ v_r(r) = \sum_{n=0}^{\infty} \epsilon^n v_{r,o}^{(n)}(\bar{r}), \]  
\[ v_u(r) = \sum_{n=0}^{\infty} \epsilon^n v_{u,o}^{(n)}(\bar{r}), \]  
\[ R_aP(r) = \sum_{n=0}^{\infty} \epsilon^n P_{o}^{(n)}(\bar{r}). \]  

with \( \bar{r} \equiv r/R_a \) fixed. The left-hand side of Eq. (3.19) includes \( R_a \) for the same reason as for Eq. (3.13).

**Connecting condition**

They assumed that the boundary layer solutions are required to be consistent with the outer solutions at \( x \to \infty \) as

\[ \lim_{x \to \infty} \{ X_b(x) - X_o(\bar{r}) \} = 0. \]  

Here, \( X_b(x) \) and \( X_o(\bar{r}) \) are any of \( v_r(r), v_u(r), \) and \( P(r) \) in the boundary layer and outer region. Since \( \bar{r} = 1 + \epsilon x \), the expansion of \( X_o(\bar{r}) \) around \( \bar{r} = 1 \) gives

\[ \lim_{x \to \infty} \left\{ X_b(x) - \sum_{n=0}^{\infty} \frac{\epsilon^n x^n}{n!} \left. \frac{d^n X_o(\bar{r})}{d\bar{r}^n} \right|_{\bar{r}=1} \right\} = 0. \]  

Substituting the expansions of \( X_b(x) \) and \( X_o(\bar{r}) \), such as Eqs. (3.11) and (3.17), into Eq. (3.21), the connecting condition between the solutions is obtained as

\[ C_{m}^{(n)} = \frac{1}{m!} \left. \frac{d^m X_o^{(n-m)}(\bar{r})}{d\bar{r}^m} \right|_{\bar{r}=1}. \]  

Here, \( C_{m}^{(n)} \) is constant defined by an asymptotic form of boundary layer solution

\[ X_{bl}^{(n)}(x) \xrightarrow{x \to \infty} \sum_{m=0}^{\infty} C_{m}^{(n)} x^m, \]  

where

\[ C_{m}^{(n)} = 0 \text{ for } n - m > 0. \]
3.1.3 Boundary conditions for the outer region

Equation (3.22) shows that the boundary layer solutions give the boundary conditions of the outer solutions at $\bar{r} = 1$. Inayoshi et al. derived the boundary condition of outer solutions by Eq. (3.22) and solved the outer equations (3.15) and (3.16). From the outer solution of $v(r)$ and $P(r)$, they obtained the drag coefficient.

The boundary conditions of the outer region are derived as follows. First, substituting $r = R_a + ax$ and the expansions of $v_r(r)$, $v_u(r)$, and $P(r)$ for the boundary layer, Eqs. (3.6) - (3.8) are expanded in a power series of $\epsilon$. Then, these differential equations are solved under the slip boundary condition given by Eq. (3.14). Finally, using the boundary layer solutions and Eq. (3.22), the boundary conditions of the outer solution are obtained. Details of the derivation are given in Chap. 5.

They derived the boundary conditions proportional to $\epsilon^0$ as

$$v_{r,o}^{(0)}(1) + v_{u,o}^{(0)}(1) = 0,$$  \hspace{1cm} (3.25)

$$\frac{dv_{u,o}^{(0)}(\bar{r})}{d\bar{r}} \bigg|_{\bar{r}=1} = v_{u,o}^{(0)}(1).$$  \hspace{1cm} (3.26)

Equation (3.26) is in agreement with the slip boundary condition given by Eq. (3.14).

The boundary conditions proportional to $\epsilon^1$ are derived as

$$v_{r,o}^{(1)}(1) + v_{u,o}^{(1)}(1) = \alpha v_{u,o}^{(0)}(1),$$  \hspace{1cm} (3.27)

$$\frac{dv_{u,o}^{(1)}(\bar{r})}{d\bar{r}} \bigg|_{\bar{r}=1} - v_{u,o}^{(1)}(1) = \frac{\alpha}{2\eta} P_{o}^{(0)}(1) - \beta v_{u,o}^{(0)}(1).$$  \hspace{1cm} (3.28)

Here, $\alpha$ and $\beta$ are given as

$$\epsilon\alpha = \frac{2}{R + a} \int_{R_a}^{\infty} \left[ \frac{\rho_{eq}(r)}{\rho_{eq}(\infty)} - 1 \right] dr,$$  \hspace{1cm} (3.29)

$$\epsilon\beta = \frac{1}{R + a} \left\{ \int_{R_a}^{\infty} \Delta v(r) dr - \left( 1 + \frac{\gamma}{\eta} \right) \left[ \int_{R_a}^{\infty} \rho_{eq}(r) \int_r^{\infty} \frac{\omega(r')}{\rho_{eq}(r')} \Delta v(r') dr' dr \right] \right\}$$  \hspace{1cm} (3.30)

where

$$\Delta v(r) = \frac{2\omega(r)}{\rho_{eq}(r)} \int_{R_a}^{r} \rho_{eq}(r') dr',$$  \hspace{1cm} (3.31)

$$\omega(r) = \frac{1}{\rho_{eq}(r)} \frac{d\rho_{eq}(r)}{dr}.$$  \hspace{1cm} (3.32)

The first-order boundary conditions are determined by $\rho_{eq}(r)$ through the parameters $\alpha$ and $\beta$ in contrast to the zeroth-order boundary conditions.
3.1.4 Drag coefficient

The outer equations (3.15) and (3.16) are solved analytically under the condition of \( \mathbf{v}(r) = \mathbf{u} \) at \( r \to \infty \). The solutions proportional to \( \epsilon^0 \) are represented as

\[
\begin{align*}
  v_r(r) &= -\frac{c^{(0)} R_a}{8r} + \frac{3d^{(0)} R_a^3}{r^3}, \\
  v_u(r) &= 1 - \frac{c^{(0)} R_a}{8r} - \frac{d^{(0)} R_a^3}{r^3}, \\
  P_s(r) &= -\frac{c^{(0)} R_a}{4r^2} \eta.
\end{align*}
\]

(3.33) \hspace{1cm} (3.34) \hspace{1cm} (3.35)

Since these solutions satisfy the boundary conditions Eqs. (3.25) and (3.26), the constants \( c^{(0)} \) and \( d^{(0)} \) are derived as

\[
\begin{align*}
  c^{(0)} &= 4, \\
  d^{(0)} &= 0.
\end{align*}
\]

(3.36) \hspace{1cm} (3.37)

The solutions proportional to \( \epsilon^1 \) are represented as

\[
\begin{align*}
  v_r(r) &= -\frac{c^{(1)} R_a}{8r} + \frac{3d^{(1)} R_a^3}{r^3}, \\
  v_u(r) &= -\frac{c^{(1)} R_a}{8r} - \frac{d^{(1)} R_a^3}{r^3}, \\
  P_s(r) &= -\frac{c^{(1)} R_a}{4r^2} \eta.
\end{align*}
\]

(3.38) \hspace{1cm} (3.39) \hspace{1cm} (3.40)

In the same way as for zeroth-order solutions, using the boundary conditions Eqs. (3.27) and (3.28), the constants \( c^{(1)} \) and \( d^{(1)} \) are obtained as

\[
\begin{align*}
  c^{(1)} &= -2\alpha - \frac{2\beta}{3}, \\
  d^{(1)} &= -\frac{\beta}{12}.
\end{align*}
\]

(3.41) \hspace{1cm} (3.42)

where \( \alpha \) and \( \beta \) are given by Eqs. (3.29) and (3.30).

From these solutions, the drag coefficient \( \xi \) is derived as

\[
\begin{align*}
  \xi &= c \pi \eta R_a, \\
  c &= c^{(0)} + \epsilon c^{(1)} = 4 - 2\epsilon \alpha - \frac{2\epsilon \beta}{3}.
\end{align*}
\]

(3.43) \hspace{1cm} (3.44)

The terms higher than the second order of \( \epsilon \) are omitted. The diffusion coefficient is obtained from the drag coefficient through the Einstein relation.
Chapter 3 Perturbation theory

3.2 Application to Kihara potential system

Inayoshi et al. have applied their theory to the attractive interaction system. The solute-solvent interaction is given by Kihara potential as

\[ u(r) = 4\epsilon \left[ \left( \frac{\sigma}{r - (d - \sigma)/2} \right)^{12} - \left( \frac{\sigma}{r - (d - \sigma)/2} \right)^{6} \right], \]  

(3.45)

where \( d \) and \( \sigma \) are the diameters of the solute and solvent particles, respectively. The parameter \( \epsilon \) represents the strength of the attractive force. The interaction between solvent particles is given by the Lennard-Jones potential, where the energy and length parameters are \( \epsilon_0 \) and \( \sigma \), respectively. They assumed \( d = 8\sigma \), the solvent
density of $0.85\sigma^{-3}$, and the temperature of $0.75\epsilon_0/k_B$. Additionally, they assumed $\gamma = 0$ in Eq. (3.30).

The calculated results were compared with those calculated by Yamaguchi et al. using the non-perturbative theory. Yamaguchi et al. calculated the drag coefficient for the similar potential system given by Eq. (2.40). Equation (2.40) reduces to Eq. (3.45) when $\epsilon = \epsilon_0$. By comparing results calculated by two theories, Inayoshi et al. discussed the the validity of the approximation of Memory tensor and the perturbation expansion.

Inayoshi et al. showed that $\epsilon$-dependence of the drag coefficient is qualitatively in agreement with that given by the non-perturbative theory. Figure 3.2 shows the ratio $\xi/\xi_1$, where $\xi_1$ is the value when $\epsilon = \epsilon_0$. The difference between the two theories is less than 17% in the range $\epsilon < 4\epsilon_0$. However, the absolute values of $\xi$ is about 1.5 times larger than those of the non-perturbative theory. They considered that this deviation decreases with increasing the solute diameter.

### 3.3 Summary

Inayoshi et al. have formulated a perturbation theory to study the solvation effects on a large-particle diffusion. They expanded the generalized Langevin equations in powers of the size ratio of the solute and solvent particles. The expansion allows one to derive hydrodynamic equations with boundary conditions which depend on the density distribution of solvent particles. Solving these equations, they obtained an analytical expression of the drag coefficient of a large solute.

The perturbation theory has two merits comparing with the previous theories. The first is that one can consider the solvation effects on the diffusion through the radial distribution function, which can be derived by MD simulations or the integral equations for liquids. The solvation effects are not considered in the Stokes-Einstein relation. The second is that the theory does not suffer the finite-size effect. One can consider solvent particles at an infinite distance using an analytical solutions of hydrodynamic equations. Thus, one can treat larger solute particle than the solvent particle.

Inayoshi et al. showed that the drag coefficient calculated by the perturbation theory is 1.5 times larger than that obtained by the non-perturbative theory in the attractive interaction system. In order to quantitatively evaluate the drag coefficient, the improvement is required in the perturbation theory.
Chapter 4

Study for one-component solvent system

Inayoshi et al. have formulated the perturbation theory to study the solvation effects on the diffusion.[40] However, their theory gives the drag coefficient much larger than that calculated by the non-perturbative theory. In the present chapter, I formulate a new perturbation theory on the basis of the theory developed by Inayoshi et al. Furthermore, I show that the results calculated by the present theory are in good agreement with those of the non-perturbative theory and MD simulations.

4.1 New expression of drag coefficient

Inayoshi et al. derived the hydrodynamic equations and the boundary conditions on the solute surface up to the first order of $\epsilon$ by perturbation expansions. Under the derived boundary conditions, they solved the hydrodynamic equations by omitting terms higher than the first order of $\epsilon$. In the present study, in contrast to the theory of Inayoshi et al., I consider higher terms of the hydrodynamic equations when solving these equations with the derived boundary conditions.

From Eqs. (3.25)-(3.28), by omitting terms higher than the first order of $\epsilon$, the boundary conditions are rewritten as follows:

\begin{align}
  v^r(R_a) + v_u(R_a) &= \epsilon\alpha v_u(R_a), \\
  \frac{dv_u(r)}{dr} \bigg|_{r=R_a} &= \frac{1 - \epsilon\beta}{R_a} v_u(R_a) + \frac{\epsilon\alpha}{2\eta} P_s(R_a).
\end{align}

The parameters $\alpha$ and $\beta$ are given by Eqs (3.29) and (3.30), respectively.
The solutions of the hydrodynamic equations (3.15) and (3.16) are obtained as

\[ v_r(r) = -\frac{c R_a}{8r} + \frac{3d R_a^3}{r^3}, \]  
\[ v_u(r) = 1 - \frac{c R_a}{8r} - \frac{d R_a^3}{r^3}, \]  
\[ P_s(r) = -\frac{c R_a}{4r^2} \eta. \]  

(4.3)  
(4.4)  
(4.5)

under the condition of \( v(r) = u \) at \( r \to \infty \). To satisfy Eqs. (4.1) and (4.2), the constants \( c \) and \( d \) are determined as

\[ c = \frac{48 - 24\epsilon \alpha - 24\epsilon \beta}{12 - 4\epsilon \beta + (\epsilon \alpha)^2}, \]  
\[ d = \frac{-\epsilon \beta + (\epsilon \alpha)^2}{12 - 4\epsilon \beta + (\epsilon \alpha)^2}. \]  

(4.6)  
(4.7)

From Eqs. (4.3) - (4.5), the drag coefficient \( \xi \) is derived as

\[ \xi = c \pi \eta R_a, \]  

(4.8)

where \( c \) is given by Eq. (4.6).

Equation (4.6) is different from Eq. (3.44) derived by Inayoshi et al. Equation (4.6) includes nonlinear terms of \( \epsilon \). It is reduced to Eq. (3.44) when Eq. (4.6) is linearized for \( \epsilon \).

### 4.2 Validity of the theory

I have obtained the new expression of \( c \) including nonlinear terms of \( \epsilon \). To confirm the validity of the present theory, I compare the calculated results with those obtained using the non-perturbative theory and MD simulations.

#### 4.2.1 Comparison with previous perturbation theory

In this subsection, I calculate \( c \) using the new expression of \( c \) given by Eq. (4.6). The calculated results are compared with those obtained using the previous expression of \( c \) derived by Inayoshi et al., that is, Eq. (3.44). In both expressions, \( c \) depends on the parameter \( \alpha \) and \( \beta \), which are given by Eqs (3.29) and (3.30), respectively. Equations (3.29) and (3.30) are calculated from the radial distribution function between the solute and solvent particles, \( g(r) \). Although \( g(r) \) should be determined
by the interparticle interactions, I assume a simple model of \( g(r) \) in this study as

\[
g(r) = \begin{cases} 
\frac{-g_0 - 1}{L - R} (r - L) + 1 & R \leq r < L, \\
1 & L \geq r 
\end{cases}
\]  

(4.9)

where \( g_0 \) and \( L = R + a \) represent the peak and width of \( g(r) \), respectively. Figure 4.1 shows \( g(r) \) given by Eq. (4.9).

Substituting Eq. (4.9) into Eqs (3.29) and (3.30), \( \alpha \) and \( \beta \) are calculated analytically as

\[
\alpha = g_0 - 1, \\
\beta = -\frac{(1 + \gamma/\eta)}{6} (g_0 - 1)^2 (g_0 + 3) + (1 - g_0).
\]  

(4.10) \hspace{1cm} (4.11)

I assume for simplicity that the bulk viscosity is zero, that is, \( \gamma = \eta/3 \). In addition, the radius of the solute particle is \( R = 10a \) where \( a \) is the radius of the solvent particle.

Figure 4.2 shows the dependence of \( c \) on the peak value of \( g(r) \), \( g_0 \). When \( g_0 < 5 \), the results calculated using the present theory are in good agreement with those of Inayoshi et al. However, the results of the present theory deviate from those of Inayoshi et al. when \( g_0 > 5 \). While the results of the present theory approach \( c = 6 \) (the stick boundary condition), the results of Inayoshi increase rapidly with increasing \( g_0 \).
4.2 Validity of the theory

Large value of $c$ gives the large drag coefficient through Eq. (4.8). Thus, according to the results of Inayoshi et al., the drag coefficient diverges when $g_0$ has an infinite value. The large value of $g_0$ represents that solvent particles accumulate around the solute particle. It is not expected that a layer of solvent particles on the solute surface causes the infinite value of the drag coefficient. I consider that the results of Inayoshi et al. overestimate the solvation effects.

The results of the new theory avoid divergence of the drag coefficient. This results can also be explained by the new expression of $c$ given by Eq. (4.6). One finds that from Eqs. (4.10) and (4.11), $\alpha$ and $\beta$ are proportional to $g_0$ and $g_0^3$ in the large $g_0$ limit, respectively. Thus, $\beta$ diverges faster than $\alpha$ at $g_0 \to \infty$. It causes $c \to 6$. In contrast, when $c$ is given by Eq. (3.44), $c \to \infty$ at $g_0 \to \infty$. While $c$ given by Eq. (3.44) is the linearized expression for $\epsilon$, the new expression $c$ given by Eq. (4.6) includes nonlinear terms of $\epsilon$. I can consider that the present theory gives reasonable value even when $g_0$ has a large value.

Figure 4.2 Dependence of the boundary condition coefficient $c$ on the peak value of $g(r)$, $g_0$, where $g(r)$ is given by Eq. (4.9). Solid and dashed curves represent the results calculated using the present theory given by Eq. (4.6) and the previous theory of Inayoshi et al. given by Eq. (3.44), respectively. Solid lines at $c = 4$ and 6 denote slip and stick boundary conditions, respectively. In Eq. (4.9), $R = 10a$ and $L = 11a$ where $a$ is the radius of the solvent particle.
4.2.2 Comparison with non-perturbative theory

In this subsection, I compare the calculated results with those obtained using the non-perturbative theory formulated by Yamaguchi et al.\cite{26,27}. As shown in Chap. 2.4, they obtained the drag coefficient by solving the generalized Langevin equations (2.37) and (2.38) numerically without perturbation expansions. Their equations are employed as the basic equations in the present theory.

The system is the same as that in Chap. 2.4.2. The interaction between solvent particles is given by the Lennard-Jones potential. The solute-solvent interaction is given by Eq. (2.40). The density of the solvent is $0.85\sigma^{-3}$ and the temperature is $0.75\epsilon_0/k_B$. The radial distribution functions $g(r)$ of the above system are obtained using the Ornstein-Zernike integral equation coupled with the hypernetted-chain closure (OZ/HNC theory).\cite{46}

To calculate the drag coefficient, one needs to evaluate the values of $\gamma/\eta$ included in Eq. (3.30) and $\eta$ included in Eq. (4.8). I obtain the value of the shear viscosity $\eta$ from the MD simulation by Yamaguchi et al.\cite{36} In addition, I assume that the bulk viscosity is zero, that is, $\gamma = \eta/3$ in Eq. (3.30). The drag coefficient does not change greatly by the bulk viscosity. I have found that the difference between the drag coefficients at $\gamma = \eta/3$ and $\gamma = 0$ is less than 2%.

The results of the present perturbation theory are in good agreement with those of the non-perturbative theory when the solute particle is large. Figure 4.3 shows the $\epsilon$-dependence of the dimensionless drag coefficient $\xi^* \equiv \xi(\sigma^2/\epsilon_0 m)^{1/2}$, where $m$ is the mass of the solvent particle. When the solute sphere is small, the results of the present theory are significantly different from those of the non-perturbative theory. Although the drag coefficient of the non-perturbative theory increases with $\epsilon$, those of the present theory change hardly. However, when the solute sphere becomes larger, $\epsilon$-dependence of the present theory approaches to that of the non-perturbative theory. In Fig. 4.4, I plot the difference between the drag coefficients obtained by the present perturbation theory and non-perturbative theory, $\Delta \xi \equiv (\xi_p - \xi_n)/\xi_n$ as a function of the diameter of the solute sphere. When $d = \sigma$, the results obtained by the present theory deviate significantly from those obtained from the non-perturbative theory. For instance, the deviation is 46% at $\epsilon = 8\epsilon_0$ when $d = \sigma$. However, the deviation from the results of the non-perturbative theory decreases with increasing solute particle size. When $d = 8\sigma$, the deviation is less than 14% at $\epsilon = 8\epsilon_0$.

Since the present theory is an approximation of the non-perturbative theory, the results of the non-perturbative theory are more accurate than those of the present
4.2 Validity of the theory

The drag coefficient $\xi$ as a function of the strength of the attraction between solute and solvent particles $\epsilon$ in Eq. (2.40). The interaction between solvent particles is given by the Lennard-Jones potential, where the energy and length parameters are $\epsilon_0$ and $\sigma$, respectively. Filled symbols represent the results obtained by the present perturbation theory and open symbols represent the results of the non-perturbative theory calculated by Yamaguchi et al.\cite{27}. The diameters of the solute spheres $d$ are $\sigma$ (circles), $2\sigma$ (squares), $4\sigma$ (diamonds), and $8\sigma$ (triangles). The solid lines are drawn to guide the eye.

Figure 4.3

As shown above, the results of the present theory deviate from those of the non-perturbative theory for the small solutes while the deviation decreases with increasing the solute size. I can consider that the large deviation for the small solutes is caused by the perturbation expansion with respect to the size ratio between the solute and solvent particles. Our approximation becomes more reasonable as the solute size increases. Thus, it is expected that the difference in the results for the two theories will become smaller as the solute size increases.

4.2.3 Comparison with molecular dynamics simulation

In this subsection, I compare the calculated results for hard-sphere systems with those obtained by MD simulations. I employ the data of the MD simulations calculated by Sokolovskii et al.\cite{28} as shown in Chap. 2.3.1. The systems are composed of
Figure 4.4 The difference between the drag coefficients obtained by the present perturbation theory $\xi_p$ and non-perturbative theory $\xi_n$. Here, $\Delta \xi \equiv (\xi_p - \xi_n)/\xi_n$. The strength of the attraction between solute and solvent particles $\epsilon$ are $\epsilon_0$ (circles), $2\epsilon_0$ (squares), $4\epsilon_0$ (diamonds), and $8\epsilon_0$ (upward triangles). The solid lines are drawn to guide the eye.

a hard-sphere solute and a one-component hard-sphere solvent. The packing fraction of the solvent is 0.27. The radius of the solute sphere $R$ increases from $a$ to $17a$, where $a$ is the radius of a solvent sphere.

I obtain the radial distribution function $g(r)$ of the hard-sphere system using OZ/HNC theory. For the numerical calculation, a hybrid convergence algorithm is employed. In addition, I assume $\gamma = \eta/3$. The shear viscosity $\eta$ is evaluated from the diffusion coefficient obtained from the SE relation, which is calculated by Sokolovskii et al.

Figure 4.5 shows the reduced diffusion coefficient $D^* \equiv D(mR_a^2/\sigma^4 k_B T)^{1/2}$, where $R_a = R + a$, $\sigma = 2a$, and $m$ is the mass of the solvent sphere. The reduced diffusion coefficient calculated by the SE relation is constant regardless of the size ratio $R_a/\sigma$. The results of the present perturbation theory are in agreement with those of the MD simulations when the solute radius is larger than $7a$ ($R_a/\sigma = 4$). The results of the present theory are close to the values obtained from the SE relation with the slip
Figure 4.5 Diffusion coefficient $D$ of a hard-sphere system as a function of the solute sphere radius $R$. Here, $R_a = R + a$ and $\sigma = 2a$ where $R$ and $a$ are the radii of the solute and solvent spheres, respectively. Filled circles represent results obtained by the present perturbation theory and filled squares represent the results of MD simulations calculated by Sokolovskii et al.\cite{28} The solid and dashed lines show the Stokes-Einstein relation with slip and stick boundary conditions, respectively. The packing fraction of the solvent is 0.27.

boundary condition regardless of the solute size. In contrast, the results of the MD simulations have larger values than those of the slip boundary condition for small solutes. However, they approach the value of the slip condition with increasing the solute radius. The result obtained by the new theory is 5% smaller than that of the MD simulations when $R = 10a$ ($R_a/\sigma = 5.5$).

The large deviations from the slip boundary condition for the small solutes have also been observed in other MD simulations.\cite{29,31,33} This behavior indicates the breakdown of hydrodynamics for the small solutes. In contrast, the large deviation is not observed in the results of the present perturbation theory. This is because the present perturbation theory is formulated assuming that the solute particle is much larger than the solvent particle. The present theory is not appropriate to study of the small solutes for which the diffusion coefficient deviates from the SE relation significantly.
4.3 Summary

I have extended the perturbation theory developed by Inayoshi et al. While Inayoshi et al. solved the hydrodynamic equations by omitting terms higher than the first order of $\epsilon$, I solve them by taking into account the higher terms of $\epsilon$. I derived a new expression of $c$ which includes nonlinear terms of $\epsilon$. Using the present theory, I calculated $c$ of the simple model of the radial distribution function. The results showed that the present theory can avoid the divergence of $c$ when the solvent density is high around the solute particle in contrast to the theory of Inayoshi et al.

I also compared the calculated results with those obtained by the non-perturbative theory\cite{26},\cite{27} and MD simulation.\cite{28} The comparison showed that the present theory becomes more accurate as the size ratio increases. The calculation results were in good agreement with those of other theories when the size ratio between the solute and solvent particles is larger than 7. This is because the present theory is formulated on the basis of the perturbation expansion with respect to the size ratio of the solute and solvent particles.
Chapter 5

Perturbation theory for two-component solvent mixture

When a solvent consists of more than one components, the solvation structure can greatly affect the diffusion coefficient. For instance, the density of a binary solvent around a solute particle is much higher than the bulk density due to the excluded volume effect.[72] In fact, some experiments on mixtures have shown the breakdown of the Stokes law.[5]–[8],[13],[14] The solvation effect on the diffusion in multi-component solvent systems, however, has not been well understood theoretically.

In this chapter, in order to study the solvation effect, I formulate a theory of the drag coefficient of a large spherical particle in a binary solvent.[73]–[75] The drag coefficient in a multi-component solvent system cannot be studied by the perturbation theory in Chap. IV. Thus, to treat a binary solvent system, I employ the generalized Langevin equations for a two-component inhomogeneous fluid as the basic equation. These equations are expanded using singular perturbation techniques similar to the one-component case.[40]

5.1 Basic equations

I consider the system where a large solute particle is immersed in a binary mixture consisting of particles of solvents 1 and 2. The solvent particles have the small velocity $u$ at an infinite distance from the solute fixed to the origin. The particle radii of solute, solvent 1, and solvent 2 are denoted by $R$, $a$, and $b$, respectively. The solvents 1 and 2 are assumed to be much smaller than the size of the solute particle ($a, b \ll R$). Additionally, the particles of solvent 2 are greater than or equal to the particles of solvent 1 ($a \leq b$). All particles are electrically neutral and interact with
spherically symmetric potentials.

5.1.1 Generalized Langevin equations for two-component solvent system

As is the case of a one-component solvent system,\cite{26,40} the dynamics of solvent particles around the solute is given by the generalized Langevin equations using the projection operator method.\cite{26} I project all phase functions, time developments of the mass-density and the current-density fields of each solvent species, into the subspace of these fields. The nonequilibrium ensemble averages of the mass-density and the current-density fields of solvent \( i \) around the solute are denoted by \( \langle w_i(r, t) \rangle_{ne} \) and \( \langle J_i(r, t) \rangle_{ne} \), respectively.

The time developments of \( w_i(r, t) \equiv \langle w_i(r, t) \rangle_{ne} - \langle w_i(r, t = \infty) \rangle_{ne} \) and \( J_i(r, t) \equiv \langle J_i(r, t) \rangle_{ne} - \langle J_i(r, t = \infty) \rangle_{ne} \) are given as

\[
\frac{\partial w_i(r, t)}{\partial t} = -\nabla \cdot J_i(r, t), \quad (5.1)
\]

\[
\frac{\partial J_i(r, t)}{\partial t} = -w_{i, eq}(r) \nabla \mu_i(r, t) + \int_0^t dt' \int dr' \sum_{j=2}^{M} M_{ij}(r, r', t - t') J_i(r', t), \quad (5.2)
\]

where the function \( \mu_i(r, t) \) of the first term on the right hand side of Eq. (5.2) is defined in terms of the density correlation function of the solvent.\cite{26} The function \( M_{ij}(t - t', r, r') \) of the second term denotes the memory tensor. Here, \( w_{i, eq}(r) \) is the equilibrium mass-density field of solvent \( i \) in a binary solvent mixture when \( u = 0 \). The equilibrium mass-density field of solvent \( i \) depends only on the distance from the solute \( r \). When \( r \) is sufficiently large, \( w_{i, eq}(r) = \rho_i \) where \( \rho_i \) is the bulk mass density of solvent \( i \). In the region where \( w_{1, eq}(r) = \rho_1 \) and \( w_{2, eq}(r) = \rho_2 \), \( \sum_i w_{i, eq}(r) \nabla \mu_i(r, t) \) corresponds to the gradient of the pressure in the first order of the velocity \( u \).

5.1.2 Approximation of memory terms

I approximate the memory tensor \( M_{ij}(t - t', r, r') \) in the long-wave limit given using the compressible hydrodynamics for a two-component inhomogeneous fluid. According to the hydrodynamics for a two-component fluid,\cite{76,77} the equations of motion are described in terms of the barycentric flow (total momentum) \( \mathbf{J}(r, t) \) and
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diffusional flow \( J_d(r, t) \) defined as

\[
J(r, t) \equiv w_T(r, t)v(r, t),
\]

\[
J_d(r, t) \equiv w_1(r, t)[v_1(r, t) - v(r, t)] \\
= -w_2(r, t)[v_2(r, t) - v(r, t)].
\]

Here, \( w_T(r, t) = w_1(r, t) + w_2(r, t) \) and \( v(r, t) = \sum_i w_i(r, t)v_i(r, t)/w_T(r, t) \), which is called the barycentric velocity.

According to the hydrodynamics for a two-component fluid, the time development of \( J(r, t) \) and \( J_d(r, t) \) are given as follows:[76],[77]

\[
\frac{\partial J(r, t)}{\partial t} = -\nabla P(r, t) + \eta \nabla^2 v(r, t) + \gamma \nabla [\nabla \cdot v(r, t)] - \sum_i w_i(r, t)\nabla \phi_i(r)/m_i,
\]

\[
\frac{\partial J_d(r, t)}{\partial t} = w_1(r, t) \left[ \nabla \mu_1(r, t) - \sum_i w_i(r, t)\nabla \mu_i(r, t)/w_T(r, t) \right] \\
= L [v_1(r, t) - v_2(r, t)].
\]

In Eq. (5.5), \( P(r, t) \) is the pressure, \( \eta \) is the shear viscosity of a binary solvent, and \( \gamma = \zeta + \eta/3 \), where \( \zeta \) is the bulk viscosity. In the forth term on the right hand side of Eq. (5.5), \( m_i \) is the mass of particles of solvent \( i \) and \( \phi_i(r) \) is the external field imposed on the fluid \( i \). The external field represents the interaction potential between the solute and solvent particle \( i \), where \( r \) is the distance from the solute. In Eq. (5.6), \( \mu_i(r, t) \) is the chemical potential of solvent \( i \), and \( L \) represents the strength of the friction between solvents 1 and 2.

Using the definitions in Eqs. (5.3) and (5.4), from Eqs. (5.5) and (5.6), the time development for \( w_i(r, t)v_i(r, t) \) is derived as

\[
\frac{\partial w_i(r, t)v_i(r, t)}{\partial t} = \frac{w_{i, eq}(r)}{w_{T, eq}(r)} \frac{\partial J(r, t)}{\partial t} \pm \frac{\partial J_d(r, t)}{\partial t} \\
= -w_{i, eq}(r)\nabla \mu_i(r, t) + \frac{w_{i, eq}(r)}{w_{T, eq}(r)} \left\{ \eta \nabla^2 v(r, t) + \gamma \nabla [\nabla \cdot v(r, t)] \right\} \\
= L [v_1(r, t) - v_2(r, t)],
\]

where the upper and lower signs in Eq. (5.7) are used for \( i = 1 \) and 2, respectively. I derived Eq. (5.7) using the relation \( \nabla P(r, t) = \sum_i \{w_i(r, t)\nabla \mu_i(r, t) - w_i(r, t)\nabla \phi_i(r)/m_i \} \). Equation (5.7) was linearized by substituting the equilibrium mass-density field of solvent \( i \), \( w_{i, eq}(r) \) for \( w_i(r, t) \). Since the velocity is small, I omitted the nonlinear terms.
The hydrodynamic equation (5.7) gives the long-wavelength limit of the microscopic equation (5.2). The first term of the right-hand side in Eq. (5.7) is in agreement with the first term in Eq. (5.2). The second and third terms in Eq. (5.7) correspond to the term including \( M_{ij}(t - t', r, r') \) in Eq. (5.2) in the long-wavelength limit. Then, applying the long-wavelength limit approximation to \( M_{ij}(t - t', r, r') \), the basic equations for a binary solvent in the steady state are obtained as follows:

\[
\nabla \cdot w_{i,eq}(r)v_i(r) = 0, \quad (5.8)
\]

\[
-w_{i,eq}(r)\nabla \mu_i(r) + \frac{w_{i,eq}(r)}{w_{T,eq}(r)} \{ \eta \nabla^2 v(r) + \gamma [\nabla \cdot v(r)] \} \mp L [v_1(r) - v_2(r)] = 0, \quad (5.9)
\]

for \( i = 1 \) and \( 2 \). Equation (5.8) includes \( w_{i,eq}(r) \) instead of \( w_i(r, t) \) for the same reason as for Eq. (5.7). The argument \( t \) in all functions was omitted because of the steady state. Assuming the slip boundary condition on the solute surface (\( r = R_a \)), I solve the basic equations Eqs. (5.8) and (5.9).

### 5.2 Symmetries of solutions

I rewrite the chemical potential \( \mu_i(r) \) in Eq. (5.9) using the function \( P_i(r) = w_{i,eq}(r)\mu_i(r) \). Since the basic equations Eqs. (5.8) and (5.9) are linearized, the solutions \( P_i(r) \) and \( v_i(r) \) are proportional to \( u \). Owing to the spherical symmetry of the solute-solvent \( i \) potential, \( P_i(r) \) and \( v_i(r) \) included in the basic equations are described as follows:

\[
P_i(r) = P_i(r)(\hat{r} \cdot u), \quad (5.10)
\]

\[
v_i(r) = v_{\rho,i}(r)(\hat{r} \cdot u)\hat{r} + v_{u,i}(r)u. \quad (5.11)
\]

Here, \( \hat{r} \) is the unit vector in the \( r \) direction.

Substituting these expressions (5.10), (5.11) into eqs. (5.8) and (5.9), the basic
equations are rewritten as
\[ \frac{d}{dr} \{ w_{i,eq}(r)v_{i,i}(r) \} + \frac{2w_{i,eq}(r)v_{i,i}(r)}{r} + \frac{d}{dr} \{ w_{i,eq}(r)v_{u,i}(r) \} = 0, \]
(5.12)
\[ - \frac{P_i(r)}{r} + \frac{w_{i,eq}(r)}{w_{T,eq}(r)} \left[ \eta \left\{ \frac{2v_{r}(r)}{r^2} + \frac{2dv_u(r)}{r} + \frac{d^2v_u(r)}{dr^2} \right\} + \gamma \left\{ \frac{2v_{r}(r)}{r^2} + \frac{1dv_r(r)}{dr} + \frac{1dv_u(r)}{r} \right\} \right] + L(v_{u,1}(r) - v_{u,2}(r)) = 0, \]
(5.13)
\[ - w_{i,eq}(r) \frac{d}{dr} \frac{P_i(r)}{w_{T,eq}(r)} + \frac{w_{i,eq}(r)}{w_{T,eq}(r)} \left[ \eta \left\{ \frac{6}{r^2} \frac{dv_r(r)}{dr} + \frac{d^2v_r(r)}{dr^2} \right\} + \gamma \left\{ \frac{5}{r^2} \frac{dv_r(r)}{dr} - \frac{1}{r^2} \frac{dv_u(r)}{dr} + \frac{1}{r} \frac{d^2v_u(r)}{dr^2} \right\} \right] + L \left( \frac{v_{r,1}(r)}{r} - \frac{v_{r,2}(r)}{r} \right) = 0. \]
(5.14)

Here, \( v_u(r) = \sum_i w_{i,eq}(r)v_{u,i}(r)/w_{T,eq}(r) \) and \( v_r(r) = \sum_i w_{i,eq}(r)v_{r,i}(r)/w_{T,eq}(r) \).

5.3 Perturbation expansions

I expand the basic equations (5.12), (5.13) and (5.14) in powers of the ratio between the solute and solvent size
\[ \epsilon \equiv \frac{b}{R_a}. \]
(5.15)

If particles of the two-component solvent have different sizes, \( b \) is the radius of a larger solvent particle. As is the case for the one-component solvent system, I divide the whole space into two regions: the outer region far away from the solute and the boundary region near the solute. The outer region is defined by the region where \( w_{1,eq}(r) = \rho_1 \) and \( w_{2,eq}(r) = \rho_2 \). The boundary layer is defined by the region where \( w_{1,eq}(r) \neq \rho_1 \) or \( w_{2,eq}(r) \neq \rho_2 \). In each of the two regions, I expand the basic equations.

Since the boundary layer is dominated by the scale of the solvent particle size, I introduce a stretched variable \( x \equiv (r - R_a)/b \). Here, \( w_{i,eq}(r) \) is assumed to be represented by the function of \( x, w_{i,e}(x) \). With the new variable \( x \) being fixed, the solutions of Eqs. (5.12) - (5.14) are expanded as \( v_{r,i}(r) = \sum_{n=0}^{\infty} \epsilon^n v_{r,i,b}(x) \), \( v_{u,i}(r) = \sum_{n=0}^{\infty} \epsilon^n v_{u,i,b}(x) \), and \( R_a P_i(r) = \sum_{n=0}^{\infty} \epsilon^n P_{i,b}(x) \). In addition, excluding the length scale \( R_a \) or \( b \) explicitly, I assume that the coefficient \( L \) scales \( \tilde{L} = R_a^2 L \).

When solving the basic equations (5.12), (5.13) and (5.14), the slip boundary condition is assumed on the solute surface. The boundary condition for the expansion
of $v_{u,b}(r)$ is given as
\[
\frac{dv_{u,b}^{(n+1)}(x)}{dx} \bigg|_{x=0} = v_{u,b}^{(n)}(0).
\] (5.16)

In the outer region, Eqs. (5.8) and (5.9) reduce to the same expressions as the incompressible hydrodynamic equations,
\[
\nabla \cdot \mathbf{v}(\mathbf{r}) = 0, \quad \text{(5.17)}
\]
\[-\nabla P(\mathbf{r}) + \eta \nabla^2 \mathbf{v}(\mathbf{r}) = 0. \quad \text{(5.18)}
\]

Equation (5.17) is obtained by the summation of Eq. (5.8) for $i = 1$ and 2. Equation (5.18) is also obtained by the same summation using the relation $\nabla P(\mathbf{r}, t) = \sum_{i=1}^{2} \{ w_i(\mathbf{r}, t) \nabla \mu_i(\mathbf{r}, t) \}$. Since the outer region is dominated by the scale of the solute particle size, the solutions of Eqs. (5.17) and (5.18) are expanded as
\[
v_{u,i}^r(\mathbf{r}) = \sum_{n=0}^{\infty} \epsilon_n v_{u,i}^{(n)}(\bar{r}),
\]
\[v_{u,i}^u(\mathbf{r}) = \sum_{n=0}^{\infty} \epsilon_n v_{u,i}^{(n)}(\bar{r}),
\]
\[R_{i} P_i(\mathbf{r}) = \sum_{n=0}^{\infty} \epsilon_n P_{i}^{(n)}(\bar{r}), \quad \text{with the variable } \bar{r} = r/R_a \text{ fixed.}
\]

Since the perturbation expansions are applied independently in two regions, I impose the same connecting condition as that given by Eqs. (3.22) - (3.24) for the solutions $v_{u,i}^r(\mathbf{r})$, $v_{u,i}^u(\mathbf{r})$, and $P_i(\mathbf{r})$. Using the connecting condition, as is the case of the one-component solvent system, the boundary layer solutions provide the boundary conditions of the outer solutions at $\bar{r} = 1$. The procedure of derivation of the boundary conditions has some similarities to the one-component case.[40]

### 5.3.1 Equations of terms proportional to $\epsilon^0$

Substituting the expansions of $v_{u,i}^r(\mathbf{r})$, $v_{u,i}^u(\mathbf{r})$, and $P_i(\mathbf{r})$, into the equation of motion given by Eq. (5.13) with $\epsilon = 0$, I obtain
\[
\eta w_{i,e}(x) \frac{d^2 v_{u,b}^{(0)}(x)}{dx^2} = 0. \quad \text{(5.19)}
\]

Since $w_{i,e}(x) \neq 0$, I derive
\[
\frac{d^2 v_{u,b}^{(0)}(x)}{dx^2} = 0. \quad \text{(5.20)}
\]

Using Eq. (3.24), the solution of Eq. (5.20) is
\[
v_{u,b}^{(0)}(x) = A, \quad \text{(5.21)}
\]

where $A$ is the integral constant. Under the connecting condition given by Eq. (3.22) with $n = m = 0$, I obtain
\[
v_{u,b}^{(0)}(x) = v_{u,o}^{(0)}(1). \quad \text{(5.22)}
\]
5.3 Perturbation expansions

Terms proportional to $\epsilon^0$ of the equation of motion given by Eq. (5.14) are

$$\frac{w_{i,e}(x)}{w_{T,e}(x)} \left[ \eta \frac{d^2 v_{r,b}^{(0)}(x)}{dx^2} + \gamma \left\{ \frac{d^2 v_{r,b}^{(0)}(x)}{dx^2} + \frac{d^2 u_{u,b}^{(0)}(x)}{dx^2} \right\} \right] = 0. \tag{5.23}$$

Substituting Eq. (5.21) into Eq. (5.23), I obtain

$$(\eta + \gamma) \frac{d^2 v_{r,b}^{(0)}(x)}{dx^2} = 0. \tag{5.24}$$

In the same way as for Eq. (5.22), the solution of Eq. (5.24) is derived as

$$v_{r,b}^{(0)}(x) = v_{r,o}^{(0)}(1). \tag{5.25}$$

Terms proportional to $\epsilon^0$ of the continuity equation given by Eq. (5.12) are

$$\frac{d}{dx} \left\{ w_{i,e}(x)v_{r,i,b}^{(0)}(x) \right\} + \frac{d}{dx} \left\{ w_{i,e}(x)v_{u,i,b}^{(0)}(x) \right\} = 0. \tag{5.26}$$

The summation of Eq. (5.26) at $i = 1$ and 2 is

$$\frac{d}{dx} \left\{ w_{T,e}(x)(v_{r,b}^{(0)}(x) + v_{u,b}^{(0)}(x)) \right\} = 0. \tag{5.27}$$

Substituting Eqs. (5.22) and (5.25) into Eq. (5.27), one can derive the boundary condition proportional to $\epsilon^0$ as

$$v_{r,b}^{(0)}(x) + v_{u,b}^{(0)}(x) = v_{r,o}^{(0)}(1) + v_{u,o}^{(0)}(1) = 0. \tag{5.28}$$

5.3.2 Equations of terms proportional to $\epsilon^1$

Terms proportional to $\epsilon$ of Eq. (5.13) are

$$\frac{w_{i,e}(x)}{w_{T,e}(x)} \left[ \eta \left\{ \frac{d^2 v_{r,b}^{(1)}(x)}{dx^2} + \frac{2}{d} \frac{d v_{r,b}^{(0)}(x)}{dx} + \gamma \left\{ \frac{d v_{r,b}^{(0)}(x)}{dx} + \frac{d v_{u,b}^{(0)}(x)}{dx} \right\} \right\] \right] = 0. \tag{5.29}$$

The substitution of Eqs. (5.22) and (5.25) into Eq. (5.29) gives

$$\eta \frac{d^2 v_{u,b}^{(1)}(x)}{dx^2} = 0. \tag{5.30}$$

Using the connecting condition given by Eq. (3.22), I derive the solution of Eq. (5.30) as

$$v_{u,b}^{(1)}(x) = \left. \frac{dv_{u,o}^{(0)}(\bar{r})}{d\bar{r}} \right|_{\bar{r}=1} \left. x + v_{u,o}^{(1)}(1) \right. \tag{5.31}$$
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Since Eq. (5.16) at \( n = 0 \) gives

\[
\frac{dv_{u,b}^{(1)}(x)}{dx} \bigg|_{x=0} = v_{u,b}^{(0)}(0),
\]

(5.32)

using Eqs. (5.22) and (5.31), I derive the boundary condition proportional to \( \epsilon^0 \) as

\[
\frac{dv_{u,o}^{(0)}(\bar{r})}{d\bar{r}} \bigg|_{\bar{r}=1} = v_{u,o}^{(0)}(1).
\]

(5.33)

Since terms proportional to \( \epsilon \) in Eq. (5.12) are

\[
\frac{d}{dx} \left[ w_{i,e}(x) \left\{ v_{i,j,b}^{(1)}(x) + v_{u,i,b}^{(1)}(x) \right\} \right] + 2w_{i,e}(x)v_{i,j,b}^{(1)}(x) = 0,
\]

(5.34)

the summation of Eq. (5.34) at \( i = 1 \) and 2 is

\[
\frac{d}{dx} \left[ w_{T,e}(x) \left\{ v_{F,b}^{(1)}(x) + v_{u,b}^{(1)}(x) \right\} \right] + 2w_{T,e}(x)v_{F,b}^{(0)}(x) = 0.
\]

(5.35)

Using Eqs. (5.25) and (5.33), I derive the solution of Eq. (5.35) as

\[
v_{F,b}^{(1)}(x) + v_{u,b}^{(1)}(x) = \frac{2v_{u,o}^{(1)}(1)}{w_{T,e}(x)} \int_0^x w_{T,e}(x')dx' + \frac{B}{w_{T,e}(x)},
\]

(5.36)

where \( B \) is the integral constant. Since \( w_{T,e}(0) = 0 \), I find \( B = 0 \) under the condition that the velocity fields do not diverge at \( x \to 0 \).

The asymptotic form of Eq. (5.36) is represented as

\[
v_{F,b}^{(1)}(x) + v_{u,b}^{(1)}(x) = \frac{d}{d\bar{r}} \left\{ v_{F,o}^{(0)}(\bar{r}) + v_{u,o}^{(0)}(\bar{r}) \right\} \bigg|_{\bar{r}=1} x + v_{F,o}^{(1)}(1) + v_{u,o}^{(1)}(1) \text{ for } x \to \infty.
\]

(5.37)

Thus, the boundary condition for \( v_{F,o}^{(1)}(\bar{r}) + v_{u,o}^{(1)}(\bar{r}) \) is given by the constant term of Eq. (5.36) at \( x \to \infty \), that is,

\[
v_{F,o}^{(1)}(1) + v_{u,o}^{(1)}(1) = \alpha v_{u,o}^{(0)}(1)
\]

(5.38)

where

\[
\alpha = \frac{2}{w_{T,e}(\infty)} \int_0^\infty \left\{ w_{T,e}(x') - w_{T,e}(\infty) \right\} dx'.
\]

(5.39)

Here, \( w_{T,e}(\infty) = w_1 + w_2 (\equiv w_T) \).
Terms proportional to $\epsilon$ in Eq. (5.14) are

$$
- w_{i,e}(x) \frac{d}{dx} P_{i,b}(0) + \frac{w_{i,e}(x)}{w_{T,e}(x)} \left[ \eta \left\{ \frac{d^2 v_{r,b}^{(1)}(x)}{dx^2} - \frac{d^2 v_{r,b}^{(0)}(x)}{dx^2} + \frac{2}{dx} \frac{dv_{r,b}^{(0)}(x)}{dx} \right\} ight] = 0.
$$

The substitution of Eqs. (5.22), (5.25) and (5.30) gives

$$
- w_{i,e}(x) \frac{d}{dx} P_{i,b}(0) + \frac{w_{i,e}(x)}{w_{T,e}(x)} \left[ (\eta + \gamma) \frac{d^2 v_{r,b}^{(1)}(x)}{dx^2} \right] = 0.
$$

Since $v_{r,b}^{(1)}(x)$ is derived from Eqs. (5.31) and (5.36), I can derive $P_{i,b}^{(0)}(x)$ by solving Eq. (5.41). The derivation of $P_{i,b}^{(0)}(x)$, however, requires consideration when binary solvent particles have different sizes. Details are given in Chap. 5.3.4.

### 5.3.3 Equations of terms proportional to $\epsilon^2$

I derive the boundary condition for $v_{u,o}(\bar{r})$ using terms proportional to $\epsilon^2$ in Eq. (5.13). According to Eq. (3.22), the boundary condition is obtained from the differential of $v_{u,b}^{(2)}(x)$. I obtain the differential of $v_{u,b}^{(2)}(x)$ by integrating the second-order differential of $v_{u,b}^{(2)}(x)$, which is included in terms proportional to $\epsilon^2$ in Eq. (5.13).

The boundary condition for $v_{u,o}(\bar{r})$ is obtained from $f$ defined by

$$
f \equiv \lim_{x \to \infty} \left[ \frac{dv_{u,b}^{(2)}(x)}{dx} - C x \right] - \left. \frac{dv_{u,b}^{(2)}(x)}{dx} \right|_{x=0},
$$

where $C = \lim_{x \to \infty} d^2 v_{u,b}^{(2)}(x)/dx^2$. Since $\left. dv_{u,b}^{(2)}(x)/dx \right|_{x=0} = v_{u,b}^{(1)}(0)$ is obtained from Eq. (5.16), using Eq. (5.31) at $x = 0$, I derive

$$
\left. \frac{dv_{u,b}^{(2)}(x)}{dx} \right|_{x=0} = v_{u,o}^{(1)}(1).
$$

Using Eq. (3.22), the asymptotic form of $dv_{u,b}^{(2)}(\bar{x})/dx$ is

$$
\lim_{x \to \infty} \frac{dv_{u,b}^{(2)}(\bar{x})}{dx} = \frac{d^2 v_{u,o}^{(0)}(\bar{r})}{d\bar{r}^2} \left|_{\bar{r}=1} \right. + \left. \frac{dv_{u,o}^{(1)}(\bar{r})}{d\bar{r}} \right|_{\bar{r}=1}.
$$
Thus, from Eqs. (5.43) and (5.44), I derive

$$\left. \frac{dv_{u,o}(\bar{r})}{d\bar{r}} \right|_{\bar{r}=1} - v_{u,o}^{(1)}(1) = f. \quad (5.45)$$

Equation (5.42) is rewritten as

$$f = \int_0^\infty \left( \frac{d^2v_{u,b}^{(2)}(x)}{dx^2} - C \right) dx. \quad (5.46)$$

I obtain the second-order differential of $v_{u,o}^{(2)}(x)$ from terms proportional to $\epsilon^2$ of Eq. (5.13) as

$$-P_{i,b}^{(0)}(x) + \frac{w_{i,e}(x)}{w_{T,e}(x)} \left[ \eta \left\{ 2v_{o,b}^{(0)}(x) + \frac{d^2v_{u,b}^{(2)}(x)}{dx^2} - 2x \frac{dv_{u,b}^{(0)}(x)}{dx} + 2\frac{dv_{u,b}^{(1)}(x)}{dx} \right\} \right. \right.$$

$$\left. + \gamma \left\{ -x \frac{dv_{r,b}^{(0)}(x)}{dx} + \frac{dv_{r,b}^{(1)}(x)}{dx} + 2v_{r,b}^{(0)}(x) - x \frac{dv_{u,b}^{(0)}(x)}{dx} + \frac{dv_{u,b}^{(1)}(x)}{dx} \right\} \right] = 0. \quad (5.47)$$

Summing up of Eq. (5.47) at $i = 1$ and 2 and using Eqs. (5.22), (5.25) and (5.31), $f$ is

$$f = \frac{1}{\eta} \int_0^\infty \left\{ (P_{1,b}^{(0)}(x) + P_{2,b}^{(0)}(x)) - (P_{1,b}^{(0)}(\infty) + P_{2,b}^{(0)}(\infty)) \right. \right.$$

$$\left. - \gamma \frac{dv_{r,b}^{(1)}(x)}{dx} + \gamma \frac{dv_{r,b}^{(1)}(x)}{dx} \right| _{x=\infty} \right\} dx. \quad (5.48)$$

Substituting $v_{r,b}^{(1)}(x)$ obtained from Eqs. (5.30) and (5.36) and $P_{i,b}^{(0)}(x)$ derived from Eq. (5.41), I obtain the boundary condition for $v_{u,o}^{(1) o}(\bar{r})$ as

$$\left. \frac{dv_{u,o}^{(1)}(\bar{r})}{d\bar{r}} \right|_{\bar{r}=1} - v_{u,o}^{(1)}(1) = \frac{\alpha}{2\eta} P_{o}^{(0)}(1) - \beta v_{u,o}^{(1)}(1). \quad (5.49)$$
Here,

\[
\beta = \int_0^{x_0} \Delta v_1(x) dx + \int_{x_0}^\infty \Delta v_T(x) dx \\
- \left(1 + \frac{\gamma}{\eta}\right) \left\{ \int_0^{x_0} w_1(x) \int_x^{x_0} \frac{w_1'(x')}{w_1^2(x')} \Delta v_1(x') dx' dx \\
+ \int_{x_0}^\infty w_T(x) \int_x^{\infty} \frac{w_T'(x')}{w_T^2(x')} \Delta v_T(x') dx' dx \right\} \\
- \left(1 + \frac{\gamma}{\eta}\right) \int_0^{x_0} w_1(x) dx \left\{ \int_{x_0}^\infty \frac{w_T'(x)}{w_T^2(x)} \Delta v_T(x) dx \\
+ \Delta v_1(x_0) \left( \frac{1}{w_1(x_0)} - \frac{1}{w_T(x_0)} \right) \right\} , \tag{5.50}
\]

where

\[
\Delta v_j(x) = \frac{2w_j'(x)}{w_j^2(x)} \int_x^x w_j(x') dx', \tag{5.51}
\]

\[
w_j'(x) = \frac{dw_j(x)}{dx}, \tag{5.52}
\]

for \( j = 1 \) or \( T \). Here, \( x_0 = (b - a)/a \). The subscript \( e \) in the equilibrium mass density field was omitted for simplicity.

### 5.3.4 Derivation of \( P_{i,b}^{(0)}(x) \)

When binary solvent particles have different sizes \((a < b)\), one needs special consideration to derive Eq. \((5.50)\). In Eq. \((5.41)\), \( v_{r,b}^{(1)}(x) \) changes abruptly at \( r = R + b \) or \( x = (b - a)/b (\equiv x_0) \) because \( w_{2,e}(x) \) vanishes abruptly for \( r < R + b \) or \( x < x_0 \). The differential of \( v_{r,b}^{(1)}(x) \) at \( x = x_0 \) causes an extremely large \( P_{i,b}^{(0)}(x) \). Thus, solving Eq. \((5.41)\) except for \( x = x_0 \), I derive \( P_{i,b}^{(0)}(x) \).

When \( x_0 < x \), solving Eq. \((5.41)\), I obtain

\[
P_{i,b}^{(0)}(x) = w_{i,e}(x) \frac{P_{i,o}^{(0)}(1)}{w_{i,e}(\infty)} \\
- (\eta + \gamma) w_{i,e}(x) \int_x^\infty \frac{d^2}{dx'^2} \left\{ \frac{2v_{0,o}^{(0)}(1)}{w_{T,e}(x')} \int_0^{x'} w_{T,e}(x'') dx'' \right\} dx', \tag{5.53}
\]
where I use $P_{i,b}^{(0)}(\infty) = P_{i,c}^{(0)}(1)$. In the region $x < x_0$,

$$P_{1,b}^{(0)}(x) = w_{1,e}(x) \lim_{x \to x_0^-} \frac{P_{1,b}^{(0)}(x)}{w_{1,e}(x)} - (\eta + \gamma) \frac{1}{w_{1,e}(x')} \frac{d^2}{dx^2} \left\{ \frac{2v_{u,(1)}(1)}{w_{1,e}(x')} \int_0^{x'} w_{1,e}(x) dx'' \right\} dx'. \tag{5.54}$$

Here, $x \to x_0^-$ indicates that $x$ approaches $x_0$ from values less than $x_0$.

To obtain the value of $\lim_{x \to x_0^-} \{P_{1,b}^{(0)}(x)/w_{1,e}(x)\}$ in Eq. (5.54), I examine the boundary condition of $P_{1,b}^{(0)}(x)/w_{1,e}(x)$ at $x = x_0$. Integrating Eq. (5.41) at $i = 1$ from $x_0 - \delta x$ to $x_0 + \delta x$, where $\delta x > 0$, I obtain

$$- \int_{x_0 - \delta x}^{x_0 + \delta x} \frac{d}{dx} \left\{ \frac{1}{w_{1,e}(x)} \frac{d^2}{dx^2} \left\{ v_{r,b}^{(1)}(x) + v_{u,b}^{(1)}(x) \right\} \right\} \frac{dx}{w_{1,e}(x)} + (\eta + \gamma) \frac{1}{w_{1,e}(x)} \frac{d}{dx} \left\{ v_{r,b}^{(1)}(x) + v_{u,b}^{(1)}(x) \right\} \right\} dx = 0. \tag{5.55}$$

To derive Eq. (5.55), I have used Eq. (5.30). Equation (5.55) is rewritten as

$$- \int_{x_0 - \delta x}^{x_0 + \delta x} \frac{d}{dx} \left\{ \frac{1}{w_{1,e}(x)} \frac{d}{dx} \left\{ v_{r,b}^{(1)}(x) + v_{u,b}^{(1)}(x) \right\} \right\} \frac{dx}{w_{1,e}(x)} + (\eta + \gamma) \frac{1}{w_{1,e}(x)} \frac{d}{dx} \left\{ v_{r,b}^{(1)}(x) + v_{u,b}^{(1)}(x) \right\} \right\} dx = 0. \tag{5.56}$$

When $\delta x \to 0$,

$$- \left\{ \frac{P_{1,b}^{(0)}(x)}{w_{1,e}(x)} \right\}_{x_0^-}^{x_0^+} + (\eta + \gamma) \left\{ \frac{1}{w_{1,e}(x)} \frac{d}{dx} \left\{ v_{r,b}^{(1)}(x) + v_{u,b}^{(1)}(x) \right\} \right\}_{x_0^-}^{x_0^+} = 0, \tag{5.57}$$

where $\lim_{x \to x_0^+} Z(x) - \lim_{x \to x_0^-} Z(x)$. To derive Eq. (5.57), I have used

$$\frac{d}{dx} \left\{ \frac{1}{w_{1,e}(x)} \frac{d}{dx} \left\{ v_{r,b}^{(1)}(x) + v_{u,b}^{(1)}(x) \right\} \right\}_{x=x_0} = 0. \tag{5.58}$$

I obtain the value of $\lim_{x \to x_0^+} \{P_{1,b}^{(0)}(x)/w_{1,e}(x)\}$ in Eq. (5.54), substituting the differential of $v_{r,1,b}^{(1)}(x) + v_{u,1,b}^{(1)}(x)$ instead of the differential of $v_{r,b}^{(1)}(x) + v_{u,b}^{(1)}(x)$ in Eq. (5.57). This is because the differential of $v_{r,b}^{(1)}(x) + v_{u,b}^{(1)}(x)$ at $x = x_0$ cannot be
defined owing to the discontinuity of \( v^{(1)}_{r,b}(x) + v^{(1)}_{u,b}(x) \) at \( x = x_0 \). Thus, Eq. (5.57) is rewritten as

\[
- \left[ \frac{P^{(0)}_{1,b}(x)}{w_{1,e}(x)} \right]_{x_0^+}^{x_0^-} + (\eta + \gamma) \left[ \frac{1}{w_{T,e}(x)} \frac{d}{dx} \left[ v^{(1)}_{r,b}(x) + v^{(1)}_{u,b}(x) \right] \right]_{x_0^+}^{x_0^-} - (\eta + \gamma) \left[ \frac{1}{w_{T,e}(x)} \frac{d}{dx} \left[ v^{(1)}_{r,1,b}(x) + v^{(1)}_{u,1,b}(x) \right] \right]_{x = x_0} = 0. \tag{5.59}
\]

Note that \( v^{(1)}_{r,b}(x) + v^{(1)}_{u,b}(x) \) is in agreement with \( v^{(1)}_{r,1,b}(x) + v^{(1)}_{u,1,b}(x) \) for \( x < x_0 \), since \( w_{2,e}(x) = 0 \). Using Eq. (5.59), I obtain \( P^{(0)}_{1,b}(x) \) for \( x < x_0 \) from Eq. (5.54).

Substituting \( P^{(0)}_{1,b}(x) \) derived from Eqs. (5.53) and (5.54) in Eq. (5.48), I obtain Eqs. (5.49) - (5.52).

### 5.4 Boundary conditions of outer region

From Eqs. (5.33) and (5.38), by omitting terms higher than the second order of \( \epsilon \), the boundary condition for \( v_{r,a}(\bar{r}) + v_{u,a}(\bar{r}) \) is rewritten as

\[
v_{r}(R_a) + v_{u}(R_a) = \epsilon \alpha v_{u}(R_a). \tag{5.60}
\]

Substituting \( x = (r - R_a)/b \) into Eq. (5.39),

\[
\epsilon \alpha = \frac{2}{R + a} \int_{R+a}^{\infty} \left[ \frac{w_T(r)}{w_T(\infty)} - 1 \right] dr. \tag{5.61}
\]

From Eqs (5.36) and (5.49), the boundary condition for \( v_{u,a}(\bar{r}) \) is rewritten as

\[
\left. \frac{dv_{u}(r)}{dr} \right|_{r=R_a} = \frac{1 - \epsilon \beta}{R_a} v_u(R_a) + \frac{\epsilon \alpha}{2 \eta} P_s(R_a). \tag{5.62}
\]

The parameter \( \beta \) is given by

\[
\epsilon \beta = \frac{1}{R + a} \left\{ \int_{R+a}^{R+b} \Delta v_1(r) dr + \int_{R+b}^{\infty} \Delta v_T(r) dr - \left( 1 + \frac{\gamma}{\eta} \right) \left[ \int_{R+a}^{R+b} w_1(r) \int_{r}^{R+b} \frac{\omega_1(r')}{w_1(r')} \Delta v_1(r') dr' dr \right. \\
+ \int_{R+b}^{\infty} w_T(r) \int_{r}^{\infty} \frac{\omega_T(r')}{w_T(r')} \Delta v_T(r') dr' dr \\
- \left( 1 + \frac{\gamma}{\eta} \right) \int_{R+a}^{R+b} w_1(r) dr \left[ \int_{R+b}^{\infty} \frac{\omega_T(r)}{w_T(r)} \Delta v_T(r) dr \\
+ \Delta v_1(R + b) \left( \frac{1}{w_1(R + b)} - \frac{1}{w_T(R + b)} \right) \right] \right\}, \tag{5.63}
\]
where

\[ \Delta v_j(r) = \frac{2\omega_j(r)}{w_j(r)} \int_{R+a}^{r} w_j(r')dr', \]  
\[ \omega_j(r) = \frac{1}{w_j(r)} \frac{dw_j(r)}{dr}, \]

for \( j = 1 \) or \( T \). I obtain Eqs. (5.63) - (5.65) substituting \( x = (r - R_a)/b \) into Eqs. (5.50) - (5.52). I omitted the subscript \( \text{eq} \) in the equilibrium mass density fields for simplicity. Although the slip boundary condition holds at \( \epsilon = 0 \), Eq. (5.62) deviates from the slip condition when \( \epsilon \neq 0 \). Note that the third term including \( L \) in Eq. (5.9) does not affect the boundary conditions because the coefficient \( L \) is assumed to be proportional to \( \epsilon^2 \).

Although Eqs. (5.60) and (5.62) are the same expressions as those obtained in the one-component solvent system Eqs. (5.17) and (5.18), the parameters \( \alpha \) and \( \beta \) given by Eqs. (5.61) and (5.63) are different from those of the one-component system. These parameters \( \alpha \) and \( \beta \) depend on the equilibrium mass density fields of a binary solvent mixture, \( w_1(r) \) and \( w_2(r) \). In addition, \( \alpha \) and \( \beta \) depend on the size of the particles, when the sizes of binary solvent particles are different. Note that the expressions of \( \alpha \) and \( \beta \) reduces those of the one-component system when the density of the second component \( w_2(r) \) is zero \( (w_T(r) = w_1(r)) \).

### 5.5 Drag coefficient

Solving Eqs. (5.17) and (5.18) with the derived boundary conditions Eqs. (5.60) and (5.62), I obtain the drag coefficient. Since these equations are the same as those derived in a one-component system, the expression of the drag coefficient is the same as Eqs. (4.6) and (4.8):

\[ \xi = c\pi \eta R_a, \]  
\[ c = \frac{48 - 24\epsilon\alpha - 24\epsilon\beta}{12 - 4\epsilon\beta + (\epsilon\alpha)^2}. \]

The parameters \( \alpha \) and \( \beta \) are given by Eqs. (5.61) and (5.63), respectively. From the drag coefficient \( \xi \), the diffusion coefficient is obtained through the Einstein relation \( D = k_B T/\xi \).
5.6 Summary and Discussion

I have formulated a theory of the drag coefficient in a binary solvent mixture, extending the perturbation theory for a one-component solvent system. I expanded the generalized Langevin equations for a two-component fluid with respect to the size ratio between the solute and solvent particles. The expansion allowed one to derive hydrodynamic equations with the boundary conditions depending on the density distribution of a binary solvent mixture. The derived boundary condition shows that the slip boundary condition breaks down owing to the solvation structure of a binary mixture. Solving hydrodynamic equations with the boundary conditions, I obtained an analytical expression of the drag coefficient of a large solute.

The present theory is distinct from that of the one-component solvent system in the boundary conditions. The parameters $\alpha$ and $\beta$ included in the boundary conditions are given by the expressions different from those of a one-component system. In contrast, I derived the same hydrodynamic equations as those of a one-component solvent system. Thus, the analytical expressions of the drag coefficient (5.66) and (5.67) are identical with that of a one-component system, although the expressions of $\alpha$ and $\beta$ in Eq. (5.67) are different.
Chapter 6

Application of the theory to binary hard-sphere system

In the previous chapter, I formulated the perturbation theory for the drag coefficient in a binary mixture. The drag coefficient is calculated by solving the hydrodynamic equations and boundary conditions on the solute surface. I showed that the boundary condition is determined by the solvation structure of a binary mixture. The perturbation theory can be applied to the system in which the particles interact with spherically symmetric potentials. In this chapter, applying the perturbation theory to a binary hard-sphere system,\(^{[75]}\) I investigate the solvation effect on the boundary conditions.

6.1 Calculation details

The system is composed of a large hard-sphere solute and a binary mixture of small (solvent) and medium-size (cosolvent) hard spheres. The radius of the solute sphere \(R\) is 50\(a\), where \(a\) is the radius of the solvent sphere. The radius of the cosolvent sphere \(b\) is varied from 2\(a\) to 6\(a\). The mass of the sphere is assumed to be proportional to the volume. Thus, the mass ratio of the solvent and cosolvent spheres is set to 1 : \((b/a)^3\). The packing fraction of the cosolvent \(\phi_2\) is increased from 0.00 to 0.10 with the total packing fraction of the solvent and cosolvent being kept constant at 0.38.

I calculate the boundary condition coefficient \(c\) using Eq. (5.61), (5.63), and (5.67). The calculation requires the value of \(\gamma/\eta\) included in Eq. (5.63). Here, \(\gamma = \eta/3 + \zeta\), \(\eta\) is the shear viscosity, and \(\zeta\) is the bulk viscosity. In this study, I assume for simplicity that the bulk viscosity is zero, that is, \(\gamma = \eta/3\). In this case, since \(\gamma/\eta = 1/3\), the
value of the shear viscosity is not required.

To calculate Eqs. (5.61) and (5.63), I also need the equilibrium mass density distributions, which are calculated from the radial distribution function \( w_i(r) = \rho_i g_i(r) \). In this study, the radial distribution functions \( g_i(r) \) are obtained using the OZ/HNC theory. For the numerical calculation, a hybrid convergence algorithm is employed.\(^{[66]}\)-\(^{[71]}\)

### 6.2 Results

#### 6.2.1 Boundary conditions

The calculated results show that \( c \) have various values between 4 (the slip boundary condition) and 6 (the stick boundary condition) depending on the cosolvent radius.
and cosolvent packing fraction (Fig. 6.1). As the cosolvent radius becomes larger, the value of \( c \) approaches the value of the stick boundary condition. For instance, \( c \) changes from 4.6 to 5.8 when the cosolvent radius increases from 2a to 6a at the same cosolvent packing fraction of 0.05. Note that \( c \) has a close value to the slip boundary condition in the case of the pure solvent \((\phi_2 = 0)\), that is, \( c = 4.5 \).

When the cosolvent radius is larger than 3a, the values of \( c \) increases as increasing the cosolvent packing fraction. In particular, when the cosolvent radius is larger than 4a, \( c \) increases rapidly for a small amount of the cosolvent packing fraction. The increase is more rapidly as the cosolvent radius becomes larger. For instance, when \( b = 6a, c = 5.4 \) is obtained even at \( \phi_2 = 0.005 \). After the rapid increase, \( c \) gradually increases for larger cosolvent packing fractions.

In contrast to the case of \( b \geq 3a \), when \( b = 2a \), \( c \) has a value close to the slip boundary condition regardless of the cosolvent packing fraction. For \( \phi_2 < 0.02 \), \( c \) increases slightly with increasing cosolvent packing fraction. However, \( c \) decreases slowly for \( \phi_2 > 0.02 \). At \( \phi_2 = 0.10 \), the value of \( c \) is smaller than the value for the pure solvent. This decrease is not observed in the case of \( b \geq 3a \).

### 6.2.2 Normalized equilibrium mass density fields

To clarify the dependence of \( c \) on the cosolvent packing fraction I consider the mass density field around the solute. Figure 6.2 shows the reduced mass density fields of the solvent \( w_1(r)/\rho_T \) and cosolvent \( w_2(r)/\rho_T \) when \( b = 5a \). The high value of \( w_1(r)/\rho_T \) and \( w_2(r)/\rho_T \) represents the high mass density compared with the total bulk mass density \( \rho_T \equiv \rho_1 + \rho_2 \). In the present system, \( \rho_T \) is kept constant as the cosolvent packing fraction increases and the cosolvent radius changes.

The reduced mass density fields \( w_1(r)/\rho_T \) and \( w_2(r)/\rho_T \) have peaks at the solute surface where \( r/a = 51 \) and 55, respectively, when \( b = 5a \) (Fig. 6.2). The peak of \( w_2(r)/\rho_T \) grows considerably with increasing the cosolvent packing fraction. The value increases from 7.3 to 60.4 when the cosolvent packing fraction changes from 0.005 to 0.10. In contrast, the peak value of \( w_1(r)/\rho_T \) slightly decreases with increasing the cosolvent packing fraction.

Since a high peak of the reduced mass density gives large values of \( \beta \) given by Eq. (5.63), \( c \) also has a large value through Eq. (5.67). Actually, at \( b = 5a \), the value of \( c \) increases with the cosolvent packing fraction as with \( w_2(r)/\rho_T \) (Fig. 6.1). Thus, the increase in \( c \) can be related to the increases in the peak of \( w_2(r)/\rho_T \) when \( b = 5a \).

I plot the dependence of the peak value of \( w_2(R+b)/\rho_T \) and \( w_1(R+a)/\rho_T \) on the cosolvent packing fraction in Fig. 6.3. The peak of \( w_2(r)/\rho_T \) increases with increasing
cosolvent packing fraction and cosolvent sphere radius (Fig. 6.3 (a)). This behavior is the same as that observed in \( c \) when \( b \geq 3a \). Then, the increase in \( c \) is correlated with the increase in the peak of \( w_2(r)/\rho_T \) when \( b \geq 3a \). The high peak gives large values of \( \beta \) included in \( c \).

Using Eq. (5.67), I focus on the gradual increase in \( c \) for larger packing fractions observed when \( b \geq 4a \). The parameter \( \beta \) included in Eq. (5.67) increases with the peak value of the mass density. From Eq. (5.67), one finds that \( c \) approaches asymptotically 6 with increasing \( \beta \). Thus, even when the peak value of \( w_2(r)/\rho_T \) greatly increases \( c \) increases gradually to 6.

The decrease in \( c \) at \( b = 2a \) is correlated with the decrease in the peak value of \( w_1(r)/\rho_T \). The peak value of \( w_1(r)/\rho_T \) decreases slightly with increasing the cosolvent packing fraction (Fig. 6.3 (b)). It is considered that the decrease in \( c \) is caused by the decrease in \( \beta \) given by Eq. (5.63). Since the rate of increase in the peak of \( w_2(r)/\rho_T \) is small at \( b = 2a \), the value of \( \beta \) may decrease with decreasing in the peak of \( w_1(r)/\rho_T \). In contrast, at \( b \geq 3a \), since the peak of \( w_2(r)/\rho_T \) increases greatly, the decrease in the peak of \( w_1(r)/\rho_T \) can be ignored.

### 6.2.3 Velocity fields

As shown in the previous subsections, when the cosolvent density increases around the solute, \( c \) approaches the value of the stick boundary condition. The stick boundary condition means that the velocity is zero at the solute surface. Thus, the present results indicate that the high density makes the velocity small at the solute surface. In this subsection, I show that the velocity fields change depending on the cosolvent density around the solute. Furthermore, I discuss why the high density around the solute causes the stick boundary condition.

Figure 6.4 shows the barycentric velocity fields for \( \phi_2 = 0.05 \) at (a) \( b = 2a \) and (b) \( b = 6a \). The velocity are calculated using Eqs. (4.3) and (4.4), where \( c \) and \( d \) in Eqs. (4.3) and (4.4) are calculated from \( \alpha \) and \( \beta \) given by Eqs. (5.61) and (5.63). Here, the velocity is assumed to be \( u\hat{z} \) at \( r \to \infty \), where \( \hat{z} \) is the unit vector in the \( z \) direction. The velocity around the solute at \( b = 6a \) is much smaller than that at \( b = 2a \) (Fig 6.4). When \( b = 6a \), the velocity almost vanishes near the solute surface. Note that the cosolvent density around the solute at \( b = 6a \) is much higher than that of \( b = 2a \).

Figure 6.5 shows the \( r \) dependence of the \( \theta \) component of the velocity fields. When \( b = 2a \), \( \theta \) component of the velocity field is close to that assumed the slip boundary condition. In contrast, when \( b = 6a \), the velocity field is in good agreement with that assumed the stick boundary condition. This result is consistent with the value
of $c$, which has a close value of the stick boundary condition at $b = 6a$.

From these results, the high density around the solute has a strong correlation with the stick boundary condition. This relation can be interpreted in terms of the slow motion of cosolvent spheres around the solute. The high density may result in the slow motion of the cosolvent spheres because the cosolvent spheres cannot move easily in the crowded space. If the velocity is zero at the solute surface, the stick boundary condition holds. Thus, I consider that the increase in the density changes the boundary condition from the slip to the stick boundary conditions.

### 6.3 Summary and Discussion

Applying the perturbation theory, I have evaluated the boundary condition coefficient $c$ of a large hard-sphere solute in binary hard-sphere mixtures. When the size ratio of binary mixtures is 2, $c$ has close values of the slip boundary condition. In contrast, when the ratio is larger than 3, $c$ approaches the stick boundary condition with adding the cosolvent spheres. I found the transition to the stick boundary condition when the peak of the cosolvent mass density increases around the solute. As the density of cosolvent spheres increases, the barycentric velocity around the solute approaches zero.

The present results for binary hard spheres are consistent with the previous studies of a one-component solvent with attractive interaction between solvent and solute particles.[21], [22], [29], [34] In a one-component solvent system, when the attractive force increases, the boundary condition changes from the slip boundary condition to the stick boundary condition. The attractive force causes the high density of the solvent around the solute. In the present binary hard-sphere system, the boundary condition also changes to the stick boundary condition with increasing the density around the solute. The present high density is caused not by the attractive force but by the entropic effect.

In this study, the radial distribution functions $g_i(r)$ are calculated using the HNC approximation, which is known to overestimate the peak value at the solute surface. I discuss the influence of the overestimate by the HNC approximation on $c$ in Appendix A. I conclude that the transition to the stick boundary condition is not qualitatively affected by the approximation of the radial distribution functions.
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Figure 6.2 Reduced mass density fields of the solvent $w_1(r)/\rho_T$ and cosolvent $w_2(r)/\rho_T$ at the cosolvent size of 5a. Here, $\rho_T$ is the total bulk mass density and $a$ is the radius of the solvent sphere. The dashed and solid curves represent the reduced mass density fields of the solvent and cosolvent spheres, respectively. The packing fractions of the cosolvent $\phi_2$ are (a) 0.01 and (b) 0.10. The total packing fraction of the solvent and cosolvent is 0.38.
Figure 6.3 Mass densities of (a) cosolvent and (b) solvent at the solute surface, \(w_2(R + b)\) and \(w_1(R + a)\), respectively, for a binary hard-sphere system. Here, \(\rho_T\) is the total bulk mass density. The radius of the solute sphere is 50\(a\), where \(a\) is the radius of the solvent sphere. The radii of the cosolvent spheres \(b\) are 2\(a\) (diamonds), 3\(a\) (squares), 4\(a\) (circles), 5\(a\) (upward triangles), and 6\(a\) (downward triangles). The total packing fraction of the solvent and cosolvent is 0.38.
Figure 6.4 Barycentric velocity fields $v(r)$ for $x \geq 0$ on the $xz$ plane. The radii of the cosolvent sphere $b$ are (a) $2a$ and (b) $6a$, respectively, where $a$ is the radius of the solvent sphere. The radius of the solute sphere $R$ is $50a$. The arrow direction represents the velocity direction and the length is proportional to the magnitude of the velocity. The solid curves represent the solute surface. The packing fraction of the cosolvent $\phi_2$ is 0.05. The total packing fraction of the solvent and cosolvent is 0.38.
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Figure 6.5 The \( r \) dependence of the \( \theta \) component of the barycentric velocity fields \(-v_\theta(r)/u \sin \theta = v_u(r)\). Here, \(-v_\theta(r)/u \sin \theta = v_u(r)\) where \(v_u(r)\) is given by Eqs. (4.3), which does not depends on \( \theta \). The dotted and dashed dotted curves represent the velocity calculated by the perturbation theory when the radii of the cosolvent sphere \( b \) are \( 2a \) and \( 6a \), respectively. The radius of the solute sphere \( R \) is \( 50a \). The dashed and solid curveves represent the velocity calculated assuming the slip and stick boundary condition, respectively. The packing fraction of the cosolvent \( \phi_2 \) is 0.05. The total packing fraction of the solvent and cosolvent is 0.38.
To clarify the solvation effect on the diffusion coefficient, a theory of a mobility in a one-component solvent system was formulated on the basis of the perturbation theory formulated by Inayoshi et al. They derived the drag coefficient up to the first order of the size ratio of solute and solvent particles. In contrast to the theory of Inayoshi et al., I obtained the analytical expression of the drag coefficient including the terms higher than the second order. The comparisons with both the previous theory and MD simulations showed that the numerical results of the present theory agree well with those of previous studies at the large solute. Using this theory, one can calculate the diffusion coefficient of the large particle considering the solvation effect through the radial distribution functions. The present theory does not suffer from the finite-size effect.

The theory for the large particle mobility in a binary solvent mixture was also formulated by extending the perturbation theory of the one-component solvent system. From the perturbation expansion with respect to the size ratio of solute and solvent particles, it was shown that the boundary conditions on the solute surface are determined by the solvation structure of a binary mixture around the solute. Solving the hydrodynamic equations under the derived boundary conditions, the analytical expression of the drag coefficient was obtained. The drag coefficient can be calculated from the radial distribution function of a binary mixture without the finite-size effect.

Applying the present theory to a binary hard-sphere system, the boundary condition coefficient was evaluated for a large hard sphere solute. When a size ratio of binary solvent spheres is three or above, the boundary condition changes from the slip to stick boundary conditions as adding larger solvent spheres. The boundary condition changes when the solvent density around the solute increases. When the boundary condition changes from the slip to stick, the diffusion coefficient is reduced.
to two-third.

The present study shows that the solvation structure can affect the diffusion of a large particle, especially in a multi-component system. Thus, the solvation structure is expected to affect the diffusion in a biological system. In the cytoplasm, biomolecules are immersed in a multi-component mixture including nucleic acids, glucose, and lipids. Actually, in vitro experiments on the protein diffusion have shown the deviation from the SE relation when adding cosolvent molecules.\cite{5-8} One can consider that this deviation is caused by the solvation structure because the solvation effect is not included in the SE relation.

The study of various interaction systems will be a subject for future work. For instance, there are systems in which the cosolvent particles cannot approach the solute particle in contrast to the hard sphere system. This behavior is observed in some cosolvents, such as sucrose and polyethylene glycol, around the protein. The present perturbation theory can be applied not only to the hard sphere system but also to any spherical interaction system through the radial distribution functions. I consider that the application of the present theory to systems leads to the understanding of the diffusion behavior in biological systems.
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Appendix A

Influence of HNC approximation

In Chap. 6, to calculate the diffusion coefficient \(c\), I used the radial distribution functions \(g_i(r)\) calculated by the HNC approximation. It is known that the HNC approximation overestimates the peak value at the solute surface.[46] Thus, I discuss the influence of the overestimate by the HNC approximation on \(c\), using the different radial distribution functions which have more accurate peak values.

The peak values are obtained by the Boublik-Grundke-Henderson-Lee-Levesque (BGHLL) expression as\(^78\)\(^{-80}\)

\[
g^{\text{BGHLL}}_i(R+r_i) = \frac{1}{1-\phi_T} + \frac{3}{(1-\phi_T)^2} \frac{Rr_i}{R+r_i} \left( \frac{\phi_1}{a} + \frac{\phi_2}{b} \right) \\
+ \frac{2}{(1-\phi_T)^3} \left\{ \frac{Rr_i}{R+r_i} \left( \frac{\phi_1}{a} + \frac{\phi_2}{b} \right) \right\}^2,
\]

(A.1)

where \(r_1 = a\) and \(r_2 = b\). In addition, \(\phi_T\), \(\phi_1\), and \(\phi_2\) are the total, solvent, cosolvent, packing fractions, respectively. The BGHLL expression is known to describe the peak values of \(g_i(r)\) of hard sphere mixtures very well.

Using the peak values of the BGHLL expression, I obtain the radial distribution functions as

\[h_i(r) = \frac{g^{\text{BGHLL}}_i(R+r_i)}{h^{\text{HNC}}_i(R+r_i)} h^{\text{HNC}}_i(r), \quad r \geq R+r_i,
\]

(A.2)

where \(h_i(r) = g_i(r) - 1\), and \(h^{\text{HNC}}_i(r)\) is the correlation function obtained by the HNC approximation. Although \(g_i(r)\) given by Eq. (A.2) has a peak value of the BGHLL expression, \(g_i(r)\) is not improved elsewhere.

Figure A.1 shows the peak value of \(w_2(R+b)/\rho_T\) and \(w_1(R+b)/\rho_T\) calculated by Eq. (A.1). The peak of \(w_2(R+b)/\rho_T\) increases with the cosolvent packing fraction and cosolvent sphere radius. The peak of \(w_1(R+b)/\rho_T\) decreases with increasing cosolvent packing fraction and cosolvent sphere radius. These behavior are the
same as observed in the results of the HNC approximation (Fig. 6.3). However, the absolute value of the peaks are much smaller than those of the HNC approximation. For instance, the value of \( w_2(R + b)/\rho T \) given by the BGHLL expression is an eighth less than that of the HNC approximation when \( b = 5a \) at \( \phi_2 = 0.01 \).

I calculate the boundary condition coefficient \( c \) using \( g_i(r) \) given by Eq. (A.2) (Fig. A.2). The calculated results show that \( c \) approaches the value of the stick boundary condition with increasing the cosolvent sphere radius. Although values of \( c \) are smaller than those obtained by the HNC approximation, it is expected that the stick boundary condition holds at a size ratio larger than 6. Thus, I conclude that the transition to the stick boundary condition is not qualitatively affected by the approximation of the radial distribution functions. In order to obtain quantitatively accurate values of \( c \), however, one needs to improve \( g_i(r) \) everywhere by methods such as Monte Carlo simulations or more accurate approximation.
Figure A.1 Mass densities of (a) cosolvent and (b) solvent at the solute surface, $w_2(R + b)$ and $w_1(R + a)$, respectively, for a binary hard-sphere system. The peak values of $g_i(r)$ are obtained using Eq. (A.1). Here, $\rho_T$ is the total bulk mass density and $R$, $a$, and $b$ are the radii of solute, solvent, and cosolvent spheres, respectively. The symbols are the same as those in Fig. 6.1.
Figure A.2 Dependence of the boundary condition coefficient $c$ on the packing fraction of cosolvent spheres $\phi_2$. The radial distribution functions $g_i(r)$ are obtained using Eq. (A.2). The symbols are the same as those in Fig. 6.1.
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