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Abstract: This paper deals with the problem of estimating the parameters of Hammerstein systems based on recursive least squares method. Hammerstein systems can be considered as one kind of nonlinear systems, it is applied in many fields. Several identification methods of Hammerstein systems have been developed. We utilize the recursive algorithm to identify the system and the obtained simulation results show the effectiveness of this approach.
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1. Introduction

Identification of linear system has been a mature technique. However, the methods are very difficult to identify nonlinear system, because there are many high order items, cross items and other non-linear function relationship between inputs and outputs. In fact, most sensors and actuators have multiple nonlinear features, the research on the identification of nonlinear system is very attractive. Without any priori structural information, nonlinear system identification is an intractable task. There are some usual ways to identify nonlinear system, such as artificial neural network, functional series like as Volterra series and Wiener series, block models. Artificial neural network can approximate any nonlinear characteristics, but many neurons and layers will be applied, and it spends long time to learn and train. Functional series such as Volterra series and Wiener series can describe any nonlinear dynamic systems. The kernel functions of these series are a series of infinite sum of multiple convolution integrals, however, estimating all coefficients of the kernel functions is unfeasible. In fact, only coefficients of finite order kernel functions can be identified. Usually, the structure of nonlinear system can be specified as a certain type, such as Hammerstein model, Wiener model and their combinations. These kinds of nonlinear models are called block-oriented models.

Hammerstein systems are the most widely applied nonlinear dynamic models. It assumes that a nonlinear system is divided into two parts: the static nonlinear part and the dynamic linear part. The Hammerstein systems consist of a static memoryless nonlinear block followed by a linear dynamic block; Wiener systems have a linear dynamic block followed by a static memoryless nonlinear block. Many researchers have proposed lots of methods on the parametric identification of Hammerstein systems, these methods include: the iterative method1), 6), the over-parameterization method2), the blind method3), the frequency domain method4), etc.

The iterative method is the basic approach of parameter estimation. All the parameters are divided into two subset, the optimal values are found in the first set while the second set is fixed. Then the first set is fixed to find the optimal values in the second set. The estimate results show that it is a good algorithm, but its convergence is a problem. The over-parameterization method is often applied to estimate linear system. For the Hammerstein systems that the unknown nonlinear block is parameterized linearly with unknown parameters. The blind method is based on using the output measurements, once the linear part is obtained by fast sampling at the output, identification of the nonlinear part can be carried out in a number of ways3). By means of Fourier transform, the frequency domain method makes the nonlinear part expand to a series of Fourier function, then the linear part and the nonlinear part can be identified. The problem of convergence rate of Fourier series is a topic4).

The key problem of the Hammerstein systems identification is how to describe the nonlinear block. For a static memoryless nonlinear model, if it can be represented by a function based on a certain series of basic function, for example, Fourier function, spline function, wavelet function, or polynomial function,
etc. According to the described function which is parameterized in line by unknown parameters, the coefficients of the function need to be estimated by some identification algorithm. In this paper, we discuss that parameter identification of Hammerstein systems with a recursive method in open loop.

This paper is organized as follows: Section 2 introduces the Hammerstein model and problem formulation. A recursive identification algorithm is derived in Section 3. Section 4 provides an illustrative example to prove the effectiveness of the algorithm. Finally, some conclusions are obtained in Section 5.

2. Problem Formulation

Consider the Hammerstein systems shown as Fig. 1. The nonlinear block of the systems can be represented a polynomial with a known order in the input signal as follows

\[ x(t) = p_1 u(t) + p_2 u^2(t) + \ldots + p_n u^n(t). \]  

The linear dynamic block can be described as

\[ A(q^{-1})y(t) = B(q^{-1})f(u(t)) + v(t). \]  

Where \( u(t) \), \( y(t) \) and \( v(t) \) are input, output and noise, respectively. \( x(t) \) denotes an immeasurable internal signal and \( x(t) = f(u) \), which is the output of the nonlinear block and just as the input of the linear block \( G(q^{-1}) \). The \( q^{-1} \) is the pure time delay of the system \( [q^{-1}y(t) = y(t - 1)] \). \( A(q^{-1}) \) and \( B(q^{-1}) \) are scalar polynomials in the shift operator \( q^{-1} \):

\[ A(q^{-1}) = 1 + a_1 q^{-1} + a_2 q^{-2} + \ldots + a_n q^{-n}, \]
\[ B(q^{-1}) = 1 + b_1 q^{-1} + b_2 q^{-2} + \ldots + b_n q^{-n}. \]

Parameter identification is to estimate all coefficients of the nonlinear block \( f(u) \) and linear block \( G(q^{-1}) \) by measuring inputs and outputs of the system. For some nonzero and finite constant \( k \), any pair \( (k f(u), G(q^{-1})) \) will produce the same input and output measurements. In other words, any identification scheme cannot distinguish between \( (f(u), G(q^{-1})) \) and \( (k f(u), G(q^{-1})/k) \). Therefore, in order to obtain an unique estimate, without loss of generality, either gain of \( f(u) \) or \( G(q^{-1}) \) must be fixed. Where the first coefficient \( p_1 \) of function \( f(u) \) is defined as one. The Hammerstein model can be described as follows

\[ A(q^{-1})y(t) = B(q^{-1})f(u(t)) + v(t). \]  

The output equation shows in the form:

\[ y(t) = -\sum_{i=1}^{n} a_i y(t - i) + \sum_{i=1}^{m} \sum_{j=1}^{n} b_{ij} u^i(t - i) + v(t). \]

By sampling the available input and output data \( u(t), y(t) \), the parameters of the Hammerstein systems \( a_i, b_i, p_j \), can be estimated with the following algorithm.

3. Identification Algorithm

Define the following parameter vector and data vector

\[ \Theta = \begin{bmatrix} a_1 & \cdots & a_n \end{bmatrix} \in R^n, \quad \Psi(t) = \begin{bmatrix} y(t) \\ U_1(t) \\ U_{n(t)} \end{bmatrix} \in R^r, \]  

\[ r := (m + 1)n, \]
\[ a = \begin{bmatrix} a_1 & \cdots & b_n \end{bmatrix} \in R^n, \quad b = \begin{bmatrix} b_1 & \cdots & b_m \end{bmatrix} \in R^n, \]

\[ Y(t) = \begin{bmatrix} y(t) \\ y(t - 2) \end{bmatrix} \in R^n, \quad Y_N = \begin{bmatrix} y(t) \\ y(t - 2) \end{bmatrix}, \]

\[ U_j(t) = \begin{bmatrix} U_j(t - 1) \\ U_j(t - 2) \end{bmatrix} \in R^n, \quad \Phi_N = \begin{bmatrix} y(t) \\ y(t - 2) \end{bmatrix}, \]

\[ \Psi(t) = \begin{bmatrix} \Psi(t) \\ \Psi(t - 2) \end{bmatrix}, \quad \Phi(t) = \begin{bmatrix} \Psi(t) \\ \Psi(t - 2) \end{bmatrix}, \]

\[ j = 1, 2, \ldots, m. \]  

Then we have

\[ y(t) = y(t) = \Phi^T(t) \Theta + v(t). \]  

Since \( v(t) \) is a white noise with zero mean and finite variance, we define \( \Theta \) as the estimated value of \( \Theta \), the output prediction value can be described as follows
\[ \hat{y}(t) = \Psi^T(t)\hat{\Theta}. \]  
(9)

The quadratic output prediction error criterion

\[ J(\hat{\Theta}) := \sum_{i=1}^{r} |y(i) - \hat{y}(i)|^2 = \sum_{i=1}^{r} |y(i) - \Psi^T(i)\hat{\Theta}|^2. \]

In order to minimize the error function

\[ \frac{\partial J(\hat{\Theta})}{\partial \hat{\Theta}} = 0. \]  
(10)

We obtain the least-squares estimation

\[ \hat{\Theta}_N = [\Phi_N^T\Phi_N]^{-1}\Phi_N^TY_N, \]  
(11)

A recursive identification algorithm of estimating \( \theta \) can be derived as follows

\[ \hat{\Theta}_{N+1} = \hat{\Theta}_N + \frac{Q_N\Psi(N+1)[y(N+1) - \Psi^T(N+1)\hat{\Theta}_N]}{\lambda + \Psi^T(N+1)Q_N \Psi(N+1)}, \]

\[ Q_{N+1} = \frac{1}{\lambda}[Q_N - \frac{Q_N\Psi(N+1)\Psi^T(N+1)Q_N}{\lambda + \Psi^T(N+1)Q_N \Psi(N+1)}], \]

\[ Q_N = [\Phi_N^T\Phi_N]^{-1}, \quad Q(0) = \mu I, \quad 0 < \mu < \infty. \]

Where we introduce some notation, the symbol \( I \) stands for an identity matrix of appropriate size; \( \lambda \leq 1 \) is called forgetting factor; \( T \) is a definition of the matrix transpose; the \( Q(0) \) is an initialization which is a positive real matrix e.g. \( Q(0) = 10^6 I \).

According to the parameter \( p_1 = 1 \), the estimated parameters of \( a \) and \( b \), \( \hat{a} = [\hat{a}_1 \ \hat{a}_2 \ \ldots \ \hat{a}_n]^T \), \( \hat{b} = [\hat{b}_1 \ \hat{b}_2 \ \ldots \ \hat{b}_n]^T \) can be directly obtained from the first, second element of \( \hat{\Theta} \), respectively. Let \( \hat{\Theta}_j \) be the \( j \)th element of \( \hat{\Theta} \), then \( \hat{\Theta}_j = p_j\hat{b}_j \). There is a large amount of redundancy in the estimation of parameters of the nonlinear static part. By utilizing the average method, the estimates can be found

\[ \hat{p}_j = \frac{1}{n} \sum_{i=1}^{n} \frac{p_i\hat{b}_i}{b_i} \quad j = 2, 3, \ldots, m. \]  
(12)

4. Example

An example is given to demonstrate the effectiveness of the recursive algorithm. The nonlinear static block is

\[ x(t) = p_1 u(t) + p_2 u^2(t) + p_3 u^3(t) \]

\[ = u(t) + 0.4u^2(t) + 0.2u^3(t). \]

The linear dynamic model is an ARX model

\[ A(q^{-1})y(t) = B(q^{-1})f(u(t)) + v(t), \]

\[ A(q^{-1}) = 1 + a_1 q^{-1} + a_2 q^{-2} \]

\[ = 1 - 1.50q^{-1} + 0.6q^{-2}, \]

\[ B(q^{-1}) = b_1 q^{-1} + b_2 q^{-2} = 0.75q^{-1} + 0.48q^{-2}, \]

\[ \Theta = [a_1 \ a_2 \ b_1 \ b_2 \ p_2 \ p_3]^T. \]

These parameters will be estimated. 20 Monte Carlo runs are calculated. For each Monte Carlo run, the input and the noise are uniformly distri-
Table 1 The parameter estimates ($NSR = 10\%$, $\lambda = 0.98$).

<table>
<thead>
<tr>
<th>$\Theta$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$b_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>-1.5000</td>
<td>0.6000</td>
<td>0.7500</td>
</tr>
<tr>
<td>N=100</td>
<td>-1.4130</td>
<td>0.5327</td>
<td>0.7142</td>
</tr>
<tr>
<td>N=200</td>
<td>-1.4543</td>
<td>0.5649</td>
<td>0.7308</td>
</tr>
<tr>
<td>N=500</td>
<td>-1.4812</td>
<td>0.5885</td>
<td>0.7421</td>
</tr>
<tr>
<td>N=1000</td>
<td>-1.4913</td>
<td>0.5932</td>
<td>0.7428</td>
</tr>
<tr>
<td>N=2000</td>
<td>-1.4981</td>
<td>0.5994</td>
<td>0.7432</td>
</tr>
<tr>
<td>N=3000</td>
<td>-1.4966</td>
<td>0.5996</td>
<td>0.7444</td>
</tr>
</tbody>
</table>

Table 2 The parameter estimates ($NSR = 50\%$, $\lambda = 0.98$).

<table>
<thead>
<tr>
<th>$\Theta$</th>
<th>$b_2$</th>
<th>$p_2$</th>
<th>$p_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>0.4800</td>
<td>0.4000</td>
<td>0.2000</td>
</tr>
<tr>
<td>N=100</td>
<td>0.4628</td>
<td>0.4376</td>
<td>0.1888</td>
</tr>
<tr>
<td>N=200</td>
<td>0.4762</td>
<td>0.4225</td>
<td>0.2008</td>
</tr>
<tr>
<td>N=500</td>
<td>0.4816</td>
<td>0.4096</td>
<td>0.2018</td>
</tr>
<tr>
<td>N=1000</td>
<td>0.4795</td>
<td>0.4085</td>
<td>0.1988</td>
</tr>
<tr>
<td>N=2000</td>
<td>0.4783</td>
<td>0.4058</td>
<td>0.2014</td>
</tr>
<tr>
<td>N=3000</td>
<td>0.4776</td>
<td>0.4042</td>
<td>0.2018</td>
</tr>
</tbody>
</table>

Table 3 The error of estimated parameter.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\delta_1(%)$</th>
<th>$\delta_2(%)$</th>
<th>$N$</th>
<th>$\delta_1(%)$</th>
<th>$\delta_2(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>6.5097</td>
<td>8.5125</td>
<td>1000</td>
<td>0.8297</td>
<td>1.4416</td>
</tr>
<tr>
<td>200</td>
<td>3.4184</td>
<td>4.5194</td>
<td>2000</td>
<td>0.4932</td>
<td>1.1113</td>
</tr>
<tr>
<td>500</td>
<td>1.4174</td>
<td>1.9247</td>
<td>3000</td>
<td>0.4062</td>
<td>0.9184</td>
</tr>
</tbody>
</table>

The input signal must be a persistent excitation signal. Since the white noise is a persistent excitation signal5), we select the standard white noise as input $u(t)$, the disturbance $v(t)$ is also a white noise with zero mean and finite variance $\sigma_v^2$. The $v(t)$ is independent of input $u(t)$. For the input of linear part, that is a three-order polynomial of the input $u(t)$. We apply the recursive algorithm to estimate the parameters by means of MATLAB in two different noise case. The estimated parameters are shown as Fig.2 and Fig.3. Where $NSR$ is defined as the ratio of noise to signal, it is the square root of the ratio of noise and output variances. Since the estimated parameters are redundant, by computing with (12), the estimated results are filled in Table1 and Table2 with the different data length $N$. From these data, we compute the relative parameter estimation errors $\delta_1$ and $\delta_2$ for the different data length in two noise cases. Where $\delta_1$ and $\delta_2$ are the errors while $NSR = 10\%$ and $NSR = 50\%$, respectively. Shown as Table3. From Figs.2-4 and Tables1-3, we can give the following remarks:

- Rate of convergence of the parameter estimations is slowly at a high noise case.
- The errors of the parameter estimations are getting smaller with the data length increased.
- We will select the forgetting factor which is near to one, while estimating the parameters under a high noise condition.

In the implementation of the recursive algorithm, the parameter estimate fluctuations appear in the early steps and become stable. When the output noise is with a big variance, the fluctuation phenomenon is very severe. It will result in a bad estimation of nonlinear block in Hammerstein systems. We can select different forgetting factor to obtain good parameter estimates. Finally note that there is no general proof of convergence for the recursive algorithm. The experiment provides good results of the parameter estimates. They show the effectiveness of this approach.

5. Conclusion

Since nonlinear systems have more and more types, such as dead zone, saturation etc, identification of nonlinear dynamic systems is a difficult problem. Though many identification approaches have been proposed, none universal method can be applied to estimate nonlinear systems.

In this paper, when the nonlinear part of the Hammerstein systems can be described as a known-order polynomial, we utilize the recursive method to estimate it. The simulation results indicate when the length of the sampled data is to a certain amount, the identification algorithm has good convergence property.
Fig. 4 The nonlinear function: actual (solid) and estimated (dotted).
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