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Abstract: In this paper the problem of ARMAX model identification is studied and an effi-
cient recursive robust identification algorithm applicable to ARMAX model is proposed. When 
applying directly LS method to ARMAX model estimation, the asymptotical bias appears. In 
order to estimate the bias, inspiring from the bias compensation least squares (BCLS) algorithm 
that is proposed by authors, a set of auxiliary linear backward predictors are introduced. With 
the help of those found orthogonal properties, a solution to the estimate of the bias is built. 
Consequently the consistent estimate for ARMAX model can be obtained via compensating the 
estimated bias. Moreover in order to satisfy the need of on-line identification of ARMAX model, 
recursive processing of the proposed algorithm is given. Simulation results are presented to illus-
trate the effectiveness of the proposed algorithm. 
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 1. Introduction 
 Methods of recursive identification deal with the 

problem of building mathematical models of signals 
and systems on-line, at the same time as data is 
being collected. ARMAX (Auto-Regressive Mov-
ing Average eXogenous) model was introduced into 
system identification in 1) and is since then a basic 
model. Any linear finite-order system with station-
ary disturbances having a rational spectral density 
can be described by ARMAX model. In this paper 
we shall consider the problem of ARMAX model 
identification from a point of view of recursive pro-
cessing and then propose an efficient recursive ro-
bust identification algorithm applicable to ARMAX 
model. 
 The recursive least squares (RLS) identification 

is a well-known technique for on-line parameter es-
timation. Unfortunately, the LS estimate is biased 
when directly apply to ARMAX model identifica-
tion. To avoid the bias many methods appeared 
and the typical ones of them are the prediction error 

(PE) method and the instrumental variables (IV) 
method. Using the PE method leads to a more com-
plex method and requires a numerical optimization 
of a nonlinear function that depends on the recorded 
data. 
 On the other hand, there are some estimation
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methods via the bias-compensation principle ap-

peared in the control and signal processing lit-
erature such as modified LS (MLS) method'>, 
correction LS (CLS) rnethod3>, bias-eliminated 

LS (BELS) method4), and bias compensated LS 

(BCLS) method5). The key to bias compensation 
method is how to estimate the asymptotical bias 
of the LS estimate. Some devices for estimation of 
bias have been proposed in these bias compensating 
methods. 

 Recently, BELS method has been developed to 
apply for consistent parameter estimation of AR-
MAX models6 . In order to estimate the bias of LS 
estimate, in the BELS method, an auxiliary param-

eter vector is introduced to construct an augmented 
ARMAX model and the bias estimate is derived 
from this auxiliary augmented model. Being differ-
ent from BELS method, in our procedure no aug-
mented ARMAX model appears and it allows us to 
estimate fewer parameters than the BELS method. 

Moreover in this paper both the recursive process-
ing and the batch-processing are given, but only the 
batch form of BELS method is described in 6). 

 In this paper, in order to estimate the bias, inspir-
ing from the BCLS algorithm4), a set of auxiliary 

estimates are introduced. The introduced auxiliary 
estimates are used to construct one-step to n-step 
backward least-squares predictors. Then the cross-
correlation functions of LS error and backward pre-
diction (BWP) errors can be obtained. Meantime 

three useful orthogonal properties are discovered. 
One is that ARMAX model has a special property 
that the stochastic disturbance is orthogonal to the



subspace spanned by the outputs. Another one is 
the orthogonal property between the LS error and 
data vector. The third one is that the introduced 
backward prediction errors and input-output data 
vector  (asymptotically) are uncorrelated, i.e., or-
thogonal. As we shall see, they are very useful to 
us to obtain a consistent estimate for bias of LS es-
timate. With the help of these orthogonal proper-
ties, an solution to the estimate of the bias is built. 
Consequently the consistent estimate for ARMAX 
model can be obtained via compensating the esti-
mated bias. The introduced auxiliary estimates are 
constructed in LS sense, so the recursive approaches 
to them are very easy to implement. 

 This paper is organized as follows. Problem state-
ment and description of ARMAX model are pre-
sented in section 2. The proposed method and the 
recursive processing implementation are described 
in section 3. Section 4 illustrates simulation results 
and conclusions are drawn in section 5. 

 2. Problem Statement 
  A general single-input single-output (SISO) 

discrete-time system can be described by an AR-
MAX (Auto-Regressive Moving Average eXoge-
nous) model 

A(q-1)y(k) = B(q-1)u(k) + C(q-1)w(k) (1) 

where u(k) is input, y(k) is output, and q-1 is the 
backward shift operator, i.e., q-1 u(k)= u(k - 1), 

A(q-1) = 1+ a1q-1 ... + anq-n 
B(q-1) = b1q-1 + ... + bmq-m 
C(q-1) = co + c1q-1 + ... + enq—n, 

Let 
    9 = a1 ... an b1 ... bm- T 

yk = [y(k — 1) ... y(k — n)iT 
  Uk = [u(k— 1)...u(k—m)]T 

 (i)T _ [-YT 'Uk ] 
The ARMAX model can be further written as a lin-

ear regression form 

y(k) = (PT e + e(k)(2) 

where 

 e(k) = C(q-1)w(k)(3) 

represents the stochastic noise acting on the system, 
and w(k) stands for the source of the disturbance. 

  The following standard assumptions are made.

• (Al) A(•) has all zeros strictly outside the unit 
   disc. 

 • (A2) The input u(t) is stationary and persis-
   tently exciting of a sufficient order. 

 • (A3) The disturbance source w(k) is a zero-
   mean white noise and statistically uncorrelated 

  with u(k). 
 • (A4) The orders of model (n, m) are known. 

The problem under study is, using input-output 
data {u(k), y(k)} to make a consistent estimation 
for the ARMAX model parameter 0. 

 Based on the least-squares criterion, the LS esti-
mate °Ls can be obtained as 

N _1 N 
eLS = (E PkCgc)oky(k)(4) 

k=1k=1 

= RrOy(5) 

where 

 NN 
140 = N E okcg , rcby = N E (1)0(k) • 

k=1k=1 

and the LS error (k) is described as follows. 

  (k) = y(k) — cgcbLs 
    = 4(0 — eLS) + e(k)(6) 

By eqn. (4), we found the orthogonal property be-
tween the LS error (k) and data vector (Pk as 

 Property 1 

NN 
E ok(y(k) — ok eLS) _ E ok (k) = o 
k=1k=1 

which will be useful for derivation of the proposed 
method. 

 Substituting eqn. (2) into eqn. (4) yields 

                                 —1 

 eLS = e + (1)k(Pk)oke(k)(7) 
k=1 k=1 

Taking probability limit, we have 

plim eLS = 0 + E[(I)k(I)k ]-1E[4)kek] N--,00 

This equation indicates that LS method can not give 

consistent estimate for ARMAX model due to the 

asymptotical bias. The bias of LS estimate is 

 h = plim eLS — 0 = E[Okck ]-1E[Oke(k)]• 
N—roo



 3. Our Proposed Algorithm 

 3.1 Bias Compensation 
 Bias compensation principle proposed by Sagara 

and  Wada2> can be described as 

OBCLS = 0LS — h 

It means that if the noise-induced bias in the LS pa-
rameter estimate is obtained, compensating the LS 

estimate for the estimated bias can generate consis-
tent parameter estimate for ARMAX model. 

 By assumption (A3), the input u(k) is orthogonal 
to the stochastic disturbance e(k), the bias estimate 
becomes 

h= °) ye. 

where 

 plimTye= E[yke(k)] 

then the consistent BCLS estimate for ARMAX 
model can be obtained as 

 9BCLS = OLS I RCbO[In]i"ye (8) 

It is clear that estimation of rye becomes the key to 
BCLS method and our purpose is to find an efficient 
approach for estimation of Tye. 

 3.2 Backward Predictor and Predic-
     tion Error 

 By assumption (A3), it is also known that AR-
MAX model has an important feature that the 
stochastic disturbance e(k) is orthogonal to the sub-
space spanned by the outputs y(k –n-1),  y(k–n-
2),.. • , y(k – 2n). This property can be described 
as 

 Property 2. 

 E[e(k)y(k – n – i)] = 0, i = 1 ... n. 

i.e. 

1 
plim —Ee(k)y(k—n—i)=0, i=1•••n. N—>oo N 

k=1 

In this paper, utilizing this special property of AR-
MAX model helps us to find an ingenious approach 
to solution of the key problem to estimate the bias 
resulted from LS estimate. 

 Introduce the auxiliary estimates 0i (i = 1 • • • n)

defined as 

             _N    = [k]1kyk_n_i )(9) 
k=1k=1 

to construct i-step backward predictor 

y(k–n–i)=0113i(10) 

and i-step backward prediction error 

Ei(k) = y(k –n–i) –y(k– n – i) 
= y(k – n – i) – 

From eqn. (9), it follows that 

E ok(y(k — n – i) – 00i) = o (11) 
k=1 

which shows the orthogonal property between data 
vector CI)k and the backward prediction error ei(k). 

 Property 3. 

plim1 E ck€i(k) = o (i = 1 ... n). N--^oo N 
k=1 

 3.3 Cross-Correlation Function of LS 
     Error and BWP Errors 

 For clarity and simplicity of presentation, we con-
sider the one-step prediction error. 

 Denote fi be a cross-correlation function of the 
LS error (t) and one-step backward prediction er-
ror el (t) described as 

f1 = E(k)E1(k) 
k=1 

= (y(k)— k0LS)(y(k—n-1)-43a) 
k=1 

By eqn. (6) and the orthogonal property between 
data vector (Pk and the backward prediction error 
Ei(k), fi can be rewritten as 

f1 = E e(k)(y(k – n – 1) – 01) (12) 
        k=1 

Taking probability limit, we have 

plinl 1 f1 = E[e(k)y(k – n – 1)] N—~oo N 

–plim ,Q1 In E[yke(k)] . 
N-->oo 

From Property 2, it follows that



                   - - 

 plim —1 = –plim 01 E[yke(k)]. (13)  N--+oo  NN—,00 
                  - - 

It is known that computing of n-dimension vector 
i'ye is a problem involving linear simultaneous equa-
tions in Ti unknowns. Eqn. (13) is only one linear 

equation which describes the relationship between 
i'ye and cross-correlation function fi. In order to 
obtain the estimate I.ye we need n linear simulta-
neous equations. 

  Define fi,(i = 1 • • • n) be a cross-correlation func-

tion of the LS error (k) and i-step backward pre-
diction error ci(k) described as 

Ii = E(k )E (k) = 
k=1 

  E(Y(0 CATkb S,N)(Y(k n i) 04A), 
k=i 

Taking probability limit, we have 

 plim = E[e(k)y(k – n – i)]   N—+N 

          –plim E[yke(k)]. 
N—,co 

                   - - 

From Property 2, it follows that 

                     –T -in 
plim—1=–plim E[y ke(k)]. (14) 
N--+Do NN–,Do0 

Let 

 fT= fi•• • frir 

we can summarize the above results be 

y(k – – 1) – f3i 

        y(k – n – e(k)2)–132ok  f =E 
          k=-1 

_ y(k – 2n) – On (/) k 

  = E Pke(k)(I)ke(k) 
  k=1k=1 

and 

         - ---1 
         in \ 1 f 

Ye –(15)     0 N 

where 

- 

      y(k –n– 1)- 
y(k – n – 2)                    -g 02 

Pk =• 

_ y(k – 2n) _---T

 3.4 Computation of Cross-correlation 
     Function 

 From the definition of vector f, Property 1 and 
Property 3, we can derive the two forms for com-
puting the cross-correlation function of LS error and 
BWP errors. 

             y(k – n – 1)- 
N 1 1 y(k – n – 2) _f = E                   (Y (k) (PT Ls) 

                                                                                                 •                                                                                                  

• k=1 

_ y(k – 2n) 

 11   = NE(k)–LS 

N 

    k=1k=1 
=pyifiLkS(16) 

or 

              y(k – n – 1) 
                                                               ---T 

1 1y(k – n – 2) 02 
f = E k y(k) 

                                                                                          •                                                                                                          

• k=1 

_ y(k – 2n) _ –T On _ 
 11 = N E (k) —N E k (k) 

k=1k=1 

                          (17) 

 3.5 Recursive Implementation of the 
     Proposed Algorithm 

  Based on the above discussions, the recursive 
form of the proposed algorithm is given as follows: 
Step 1. Calculate the LS estimate 0Ls,N and the 
auxiliary estimate BN by the conventional RLS al-

gorithm: 

PN-10N (YN — ti)Ty0LS,N-1) 
OLS,N =1;41.,S,N-1±------------------------------ 1+4:7

N PN —14)N 

PN-1 (PN BN_iN) g  
13N = gN-1+ 

1 + NPN-10N 

                PN-1 N(I)NN1    P
N =PN-1              1 + 071N,PN-14)N 

Step 2. Calculate f N:



 rpy,N = rpy ,N-1 + PNYN 
                        T    ROp,N = ROP,N-1 + INPN 

roy ,N = rcby,N-1 + 4NyN 

                T 

   f=rpy,N—RL,NtLS,N or 
= rpy,N — BNrcl,y,N 

Step 3. Calculate rye 

   _In1fs   r
ye=(~N0                          )--

 N 

Step 4. Calculate the consistent parameter esti-

mate for ARMAX model via 

 ..[In] [In])1fNOBCLS,N =eLS,N+PN(N 
Step 5. N=N+1 and return to Step 1 until con-

vergence. 

Initial values at N = 0 are given as follows: 

Po = aI, BLS O = = 0, 

rpy ,0 = O, roy,0 = O, R~o = 0. 

The batch form is often applied for theoretical anal-

ysis and discussion, so we also summarize the batch 

form of the proposed algorithm as follows. 

 eBCLS =IOLS+R~Orye(18) 

y(k-n-1) 
       Ny(k-n-2) 

  t3=/'R-1 = RT R-1 (19) 
k=1 • 

_ y(k - 2n) -

                    - 

 ([In])1(T)(ye=(20) 
or 
                         -1 

rye —0In(Fpy(-0y)21) 

 4. Simulation Results 
 Consider a second-order ARMAX model given by 

A(q-1) = 1 - 1.5q-1 + 0.7q-2 
B(q-1) = 1.0q-1 + 0.5q-2 
C(q-1) = 1 + 1.0q-1 + 0.2q-2. 

The input u(k) is taken as white noise with unit 
variance. The w(k) is a white noise with zero mean 
and variance au, is chosen as 0.81 and 1.44 that im-
plies the high noise environments. 

 The mean values of parameter estimates obtained 

by RLS method and the proposed algorithm for 20

Table 1 Simulation results.

runs are listed in Table 1. Data length is chosen 
as 2000 and 5000 respectively. Simulation results 
demonstrate that the RLS method gives biased re-
sults, but the proposed algorithm can give consis-
tent estimates via compensating the estimated bias. 

Moreover it is shown that estimation accuracy is 
satisfactory even in high noise environments and it 
implies that the proposed algorithm is efficient and 
robust. 

 5. Conclusions 

 In this paper we describe the efficient robust iden-
tification algorithm applicable to ARMAX model 
from a point view of recursive processing. The 
contribution of this paper is that a new approach 
to estimation for the bias of LS estimate is pro-

posed. It is worthy to find some useful properties 
that the stochastic noise is orthogonal to the sub-
space spanned by the outputs, the LS error and 
the introduced backward prediction errors are also 

(asymptotically) orthogonal to input-output data 
vector. With the help of these orthogonal prop-
erties, the efficient algorithm has been established 
to provide consistent parameter estimation for AR-
MAX model. Due to the auxiliary estimates are 
introduced in LS sense, the recursive implemen-

tations for them are easy to be obtained. More-
over for the purpose of the theoretical analysis, the 
batch-processing form of the proposed method is 
also given. Simulations have been performed to ver-
ify the efficiency and robustness of the proposed al-

gorithm. 
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