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Abstract: In this study, Kernel Principal Component Analysis (KPCA) is applied as feature selection in a high-dimensional feature space which is nonlinearly related to an input space. By using Mercer Kernels, we can compute principal components in a high dimensional feature space. Then, the extracted features by KPCA method are employed as a new kind of regressors in an ordinary least square regression in the feature space which is Reproducing Kernel Hilbert Space (RKHS). In the experiment, KPCR method was applied to predict the Mackey-Glass time series.
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1. Introduction

In the present study, we are interested in the feature selection method as the appropriate preprocessing step for an ordinary least squares regression, since the suitable feature selection can increase the overall performance of algorithms 1. Kernel Principal Component Analysis is based on the computation of the standard linear PCA in the feature space mapped from input space by some nonlinear function 2. We have applied KPCA method for feature selection in a high dimensional or possibly infinite feature space F (with dimension M < ∞). This allows us to extract the nonlinear principal components up to the number of data points n (n < M). We compute a dot product in the feature space by means of kernel functions in input space, i.e. k(x, y) = (Ψ(x), Ψ(y)), and we never need the mapped patterns Ψ(x) explicitly. It is often the case that a small number of Kernel Principal Component is sufficient to account for most of the structure in the data. Also, the Kernel principal components are uncorrelated each other, and it is possible that KPCA can decrease the effect of noise 2. Then, the features extracted by KPCA method are employed as a regressors of the ordinary least squares regression. This means it performs a linear regression in the feature space F by the nonlinear function as following,

ϕ : RN → F,  x → X.  (1)

Note that the feature space F could have an arbitrarily large, possibly infinite, dimensionality 3. Assume that our data mapped into feature space is centered, ∑k=1^n Φ(xk) = 0. Then, in F space, a covariance matrix can be expressed as

C = 1/n ∑j=1^n Φ(xj)Φ(xj)^T.  (2)

Define (n x M) matrix Φ,

ϕ^T = [ Φ(x_1), Φ(x_2), ..., Φ(x_n) ].  (3)

So (M x M) matrix C can be rewritten as

C = 1/n ϕ^T ϕ.  (4)

Let (n x n) matrix K denote K = ϕϕ^T. Noting nC and K's nonzero eigenvalues are the same. Let λ_k, V_k be C's k-th eigenvalues and eigenvectors respectively, where k = 1, 2, ..., M.

nλ_k V_k = nC V_k = ϕ^T ϕ V_k.  (5)

Pre-multiply ϕ,

nλϕ V_k = ϕϕ^T ϕ V_k = Kϕ V_k.  (6)

Let

γ_k = ϕ V_k,  (7)

then,

Kγ_k = λ_k γ_k.  (8)

Note that λ = nλ. Moreover from,

ϕ^T γ = ϕ^T ϕ V = λ V,  (9)

We obtain V_k = 1/λ ϕ^T γ_k. Since it is required that
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eigenvector $V$ in $F$ space must be normalized. We obtain the normalized eigenvector as following form,

$$
V^k = \frac{1}{\sqrt{\lambda}} \Phi^T \gamma^k. 
$$

(10)

Let $\alpha^k = \frac{1}{\sqrt{\lambda}} \gamma^k$. Then,

$$
V^k = \Phi^T \alpha^k. 
$$

(11)

Finally, project $\Phi(x)$ onto the $k^{th}$ nonlinear principal component by the dot product between $V^k$ and $\Phi(x)$ as below,

$$
V^k \cdot \Phi(x) = \alpha^k \Phi(x). 
$$

(12)

The above 1st, ..., $M^{th}$ nonlinear principal components, $\Phi V$, are employed as a new regressors for the regression model in the feature space. We used only first $p$ components in order to reduce the noise effect since the components whose variances are very small can be assumed as the variance from noise.

3. Kernel Principal Component Regression

Consider the standard regression model in the feature space

$$
y = \Phi \xi + \epsilon, 
$$

(13)

where $y$ is a vector of $n$ observations, $\Phi$ is an $(n \times M)$ matrix of regressors whose $i^{th}$ row is the vector $\Phi(x_i)$ of the mapped $x_i$ observation into $M \leq \infty$ dimensional feature space $F$, $\xi$ is a vector of regression coefficients and $\epsilon$ is a vector of error terms. We assume that regressors are centered. Now, let $(M \times M)$ matrix $V$ denote

$$
V = \begin{bmatrix}
V^1 & V^2 & \ldots & V^M 
\end{bmatrix}
$$

(14)

then,

$$
\Phi^T V = V \Lambda. 
$$

(15)

Noting $\Lambda$ is a diagonal matrix of $\{\lambda_1, \lambda_2, \ldots, \lambda_M\}$. $V$ is an orthogonal matrix so the linear regression model can be expressed in the term of new regressors as

$$
y = \Phi V V^T \xi + \epsilon = Bw + \epsilon, 
$$

(16)

where $B = \Phi V$, $w = V^T \xi$.

Here we can see that the new regressors $B$ are transformed in the term of Kernel Principal Components which are the extracted features we are interested in. And

$$
B^T B = V^T \Phi^T \Phi V = V^T V \Lambda = \Lambda 
$$

(17)

So the least squares estimator of coefficient $w$ can be expressed as

$$
\hat{w} = (B^T B)^{-1} B^T y = \Lambda^{-1} B^T y. 
$$

(18)

From above, we can see that it is difficult to find $B$ directly. The easier way to find $B$ by using kernel function will be shown.

Let $y_k$ be the $k^{th}$ component of $y$ and $\epsilon_k$ be the $k^{th}$ component of $\epsilon$, from the linear regression model, we obtain

$$
y_k = \Phi(x_k)^T \xi + \epsilon_k = \Phi(x_k)^T V w + \epsilon_k. 
$$

(19)

Here, consider $V^T \Phi(x_k)$, from the definition of $V$, we can see that

$$
V^T \Phi(x_k) = \begin{bmatrix}
V^T \Phi(x_1) \\
V^T \Phi(x_2) \\
\vdots \\
V^T \Phi(x_M)
\end{bmatrix} = \begin{bmatrix}
\beta_1(x_k) \\
\beta_2(x_k) \\
\vdots \\
\beta_M(x_k)
\end{bmatrix}. 
$$

(20)

Note that $\beta_i(x_k) = \Phi^T \Phi(x_k)$, because $V^T$ and $\alpha^i$ have the relationship as

$$
V^T = \Phi^T \alpha^i 
$$

so $\beta_i(x_k)$ can be represented by

$$
\beta_i(x_k) = \alpha^T \Phi(x_k) 
$$

\begin{align*}
&= \alpha^T \begin{bmatrix}
\Phi(x_1)^T \Phi(x_k) \\
\Phi(x_2)^T \Phi(x_k) \\
\vdots \\
\Phi(x_M)^T \Phi(x_k)
\end{bmatrix} \\
&= \alpha^T \begin{bmatrix}
k(x_1, x_k) \\
k(x_2, x_k) \\
\vdots \\
k(x_M, x_k)
\end{bmatrix}.
\end{align*}

(21)

(22)

We compute the dot products $\Phi(x_i)^T \Phi(x_k)$ in the feature space by means of kernel functions in input space $k(x_i, x_k) = \Phi(x_i)^T \Phi(x_k)$. Moreover, we do not need to map $\Phi(x)$ explicitly throughout the study. Then, define $k(x_k)$ as following,

$$
k(x_k) = \begin{bmatrix}
k(x_1, x_k) \\
k(x_2, x_k) \\
\vdots \\
k(x_M, x_k)
\end{bmatrix}.
$$

(23)

$\beta_i(x_k)$ becomes

$$
\beta_i(x_k) = \alpha^T k(x_k). 
$$

(24)

So
\[ V^T \Phi(x_k) = \begin{bmatrix} \beta_1(x_k) \\ \beta_2(x_k) \\ \vdots \\ \beta_n(x_k) \end{bmatrix} = \begin{bmatrix} \alpha_1^T \\ \alpha_2^T \\ \vdots \\ \alpha_n^T \end{bmatrix} = A^T \kappa(x_k) \] (25)

Note that
\[ A = \begin{bmatrix} \alpha_1 & \alpha_2 & \ldots & \alpha_n \end{bmatrix} . \] (26)

We can rewrite (19) as
\[ y_k = \kappa(x_k)^T A w + \epsilon_k = \kappa(x_k)^T \theta + \epsilon_k \] (27)
where
\[ \theta = A w = A V^T \xi. \] (28)

From the definition of \( B \),
\[ B = \Phi V \]
\[ B = \begin{bmatrix} \Phi(x_1)^T \\ \Phi(x_2)^T \\ \vdots \\ \Phi(x_n)^T \end{bmatrix} V = \begin{bmatrix} \Phi(x_1)^T V \\ \Phi(x_2)^T V \\ \vdots \\ \Phi(x_n)^T V \end{bmatrix} \] (29)
\[ B = \begin{bmatrix} k(x_1) \\ k(x_2) \\ \vdots \\ k(x_n) \end{bmatrix} A, \] (30)
where,
\[ \begin{bmatrix} k(x_1) \\ k(x_2) \\ \vdots \\ k(x_n) \end{bmatrix} = \begin{bmatrix} k(x_1, x_1) & k(x_2, x_1) & \cdots & k(x_n, x_1) \\ k(x_1, x_2) & k(x_2, x_2) & \cdots & k(x_n, x_2) \\ \vdots & \vdots & \ddots & \vdots \\ k(x_1, x_n) & k(x_2, x_n) & \cdots & k(x_n, x_n) \end{bmatrix}. \] (31)

We can rewrite \( B \) as
\[ B = KA. \] (32)

So we can formulate the KPCR model as following expression,
\[ y = Bw + \epsilon = KAw + \epsilon = K\theta + \epsilon. \] (33)

We prefer (32) to (29) since we can compute \( B \) by means of kernel functions in input space without mapping \( \Phi(x) \) explicitly. As we mentioned above, we employed the first \( p \) nonlinear principal components to create a KPCR model in order to decrease the effect of noise and eliminate large variances of the estimate due to multicollinearities. In this case the first \( p \) nonlinear principal components mean the first \( p \) column vectors of \( A \).

4. Experiment

In this present study, we employed Gaussian kernel function, \( \kappa(x, y) = e^{-\frac{1}{L}||x-y||^2} \), where \( L \) determines the width of the Gaussian function. We utilized the noisy Chaotic Mackey-Glass Time-Series applying to KPCR method which the regressors are extracted by Kernel PCA. This KPCR method was trained to predict the value at time \( t + 85 \) from inputs at time \( t, t - 6, t - 12, t - 18 \). The training data partitions were constructed over 3000 training samples in steps of 500 samples. So we got six partitions. The simulations were repeated for the width \( L \) from range \((0.2\sigma, 20\sigma)\), where \( \sigma \) is the variance of the overall clean training set, using the step size 0.01. A fixed test set of size 500 data points was employed through out the experiments. The performance of the regression models to predict a clean Mackey-Glass time series was evaluated in terms of the normalized root mean squared error (NRMSE). The best result on the test set averaged over all individual runs are summarized in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>N/S = 0.0</th>
<th>N/S = 0.11</th>
<th>N/S = 0.22</th>
</tr>
</thead>
<tbody>
<tr>
<td>KPCR</td>
<td>0.038</td>
<td>0.307</td>
<td>0.443</td>
</tr>
</tbody>
</table>

5. Conclusions

The Kernel PCA method has been employed for the feature extraction and noise reduction in the preprocessing step for regression problem. With KPCR method, there are some problems occured when we remove some Kernel principal components with small eigenvalues in order to reduce the noise present because those Kernel principal components may have a significant contribution for the prediction.
Fig.1 Training data set: 500 samples from 3000 samples of Mackey-Glass time series. First 4 figures show the inputs at time $t, t-6, t-12, t-18$ from $t = 19$ to 518. They are employed as the data set $x$ which are trained by KPCR method to predict the value at time $t+85$ (The bottom shows the observed value at time $t+85$).

Fig.2 Testing data set: the above shows the predicted value and the observed value at time $t+85$ ($t=3122$ to 3621). And the bottom shows the different value between the predicted value and the observed value.
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