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Abstract: Symbiotic relation among the agents is regarded as one of the most basic relations in 

the complex systems. In this paper, a method for constructing the required symbiotic relations 

among the agents is proposed, where the agent is made up of a hierarchical neural network and its 

parameters are trained in order to realize the required symbiotic relations. From the simulations 
of the ecosystem, where the agent corresponds to the species, it has been cleared that the pro-

posed method can give the ecosystem model with more flexible and more powerful representation 
abilities than the conventional Lotka-Volterra model. 
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 1. Introduction 

 Before 1970's, the fundamental way of research 

was to mainly decompose the large systems into 

small elements and to understand the phenomena of 

the elements microscopically. But, there has been 

a big trend since 1980's to regard the complex sys-

tems as they are, where the interaction among the 

elements of the systems becomes a key role to under-

stand the complex systems. In addition, there have 

been done extensive research 1),2),3) on the essence of 

the complex systems in order to construct the the-

oretical framework for understanding the complex 

systems. 

 In this paper, we studied the multi-agent system 

with symbiotic relations as an example of the study 

of complex systems, especially paying attention to 

the ecosystems. It has been known since Lotka and 

Volterra first developed the ecosystem's model that 

the Lotka-Volterra model is the most typical mod-

el for the study of the ecosystems 4) . Furthermore, 

many kind of advanced Lotka-Volterra models have 

been studied 5)''), for example, the model with time 

varying symbiotic parameters using fuzzy inference 

is introduced 7) . 

 In this paper, a very powerful general model 

of the multi-agent system is proposed 8), which 

can easily construct many kind of symbiotic rela-

tions such as competition, exploitation, mutualism 

among the agents than the coventional Lotka-

Volterra-like models by training neural networks.

* Department of Electrical and Electronic Systems 

Engineering 

** Department of Electrical and Electronic Systems Engi-

neering, Graduate Student

To be more specific, an agent is constructed by 

a hierarchical neural network, in other words, the 
output of each neural network corresponds to the 
output of each agent. In addition to that, the pa-
rameters of the neural network are trained so that 
the agent can have specific required symbiotic rela-

tions with other agents. By adopting the proposed 
network architecture and training algorithm for the 
model of the agents with symbiotic relations, the 
more generalized symbiotic model can be easily ob-
tained. 

 But, generally speaking, as the symbiotic rela-
tions between agent i and agent j can be represent-
ed by the ordered derivative of the output of agent 

j to that of agent i and also the ordered deriva-
tive of the output of agent i to that of agent j, 

the second ordered derivatives are needed in order 
to train the parameters of the neural network cor-
responding to each agent when using the gradient 
method. Although Universal Learning Networks 9) 
allows us to calculate the higher order derivatives 

systematically, RasID 10) (Random Search Method 
with Intensification and Diversification) is used to 
train the parameters of the network considering that 
the required targets of the symbiotic relations are 
calculated by fuzzy inference with fairly complicat-

ed computation. Simulations are done in order to 

prove that the proposed method is more powerful 
than the conventional models in terms of the rep-
resentation ability by using the model with three 
species corresponding to agents. 

  The paper is organized as follows. Section two 
describes the structure of the proposed modeling 
method, and in section three RasID training algo-
rithm is briefly stated. Section four treats the sim-



 Illation results. Finally the last section is devoted 
to conclusions. 

 2. Structure of Symbiotic Relation 

 2.1 Mutual interaction between agents 
 In this paper, the population of each agent is de-

scribed by the output of each neural network cor-
responding to the agent. In addition, the agents, 

that is the neural networks are connected with each 
other in order to materialize the symbiotic relations 
among the agents. Required symbiotic relations can 
be obtained by training the parameters of the neural 
networks, where the target values of the symbiotic 

relations, i.e., the teaching signals for the networks 
are given by fuzzy inference so that the target val-
ues can be time varying depending on the states of 
the agents. By adopting the above architecture, the 
more generalized symbiotic relations than the con-

ventional models can be obtained in terms of rep-
resentation ability, because time varying symbiotic 
relations between the agents are easily realized. 

 Now, let hi(t) and hi (t) be the population of 
agent i and agent j, respectively. Then, the sym-

biotic relations between agents such as exploita-
tion, competition and mutualism are described as 
follows2),11> 

In the case of exploitation >> 
 Agent i exploits agents j, i.e., the ordered deriva-

tive of the output of agent j to that of agent i takes 
a negative value while the ordered derivative of the 
output of agent i to that of agent j has a positive 
value. 

athj(t) 
< 0athi(t) > 0(1) ah

i(t — 1) ahj(t — 1) 

In this paper, one sampling delay between agents is 
assumed when calculating ath3 (t) and at l'' (t)  ahi(t-1)Oh, (t-1) • 

In the case of competition >> 
 Agent i and agent j compete with each other, in 

other words, the ordered derivative of the output of 
one agent to that of the other agent takes a negative 
value. 

athj(t)
< 0athi(t) 0(2) ah

i(t — 1) ahj(t —1) 

In the case of mutualism 
 Agent i and agent j cooperate with each other. 

Therefore, the ordered derivative of the output of 
one agent to that of the other agent takes a positive

value. 

at hj (t) 
> 0at hi (t) > 0 (3) ah

i(t — 1)ahj(t — 1) 

<< self regulation >> 
 When the output of agent i at time t is influenced 

by the output of the identical agent i at t — 1, then 

at hi(t)  
ahi(t — 1)< 0(4) 

is supposed. 
 It means that the increase of hi(t — 1) causes the 

decrease of hi(t) and vice versa. 
 The above ordered derivative ahi(t(t1)can be eas- 

ily calculated by the Back Propagation algorithm of 

Universal Learning Networks 9),12),13) 

 2.2 Learning of agents 

 In this paper, learning of the agents, i.e., train-

ing of the parameters of the neural networks corre-

sponding to the agents is carried out by calculating 

the target value Sij (t) ofahi(ht (t1) by fuzzy inference 
and minimizing the squared errors between Sij (t) 
andat h; (t)  ahi (t-1) • 

 In addition, as Sij(t) is inferred by hi(t — 1) and 
hi(t), Sij (t), in other words, required symbiotic re-
lation between agent i and agent j becomes time 
varying. 
 Therefore, for example, the ecosystem model with 

more flexible representation ability than the con-
ventional methods can be realized by the proposed 
model. To be specific, the criterion function E for 
training parameters is defined as follows. 

                                       2               athj(t)   E_E E E Sij(t)ahi(t —1) 
         —(5) 

     tET j iEJF(j) 

where 

T : set of sampling instants t 
JF (j) . set of suffixes of nodes connected 

           to agent j 

 The parameters of all neural networks corre-
sponding to the agents are adjusted by minimizing 
the above criterion function E. 

 As stated before, Sij (t) calculated by fuzzy infer-
ence is a fairly complicated function, therefore pa-
rameter's training is done by using RasID 10) which 
is a kind of adaptive random search method with 
intensified and diversified search.



 2.3 Calculation of  Sij  (t) 
 The target value Sij (t) of symbiotic relation be-

tween agent i and agent j is calculated by the 
fuzzy inference network with its input being x = 

(hi(t — 1), hi(t)). 
 The reason for using fuzzy inference is that time 

varying symbiotic relation depending on the popu-
lation of the agents can be realized and a priori spe-
cific information on symbiotic relation can be easily 
introduced into the model. 
 The fuzzy inference of Sij (t) is carried out as fol-

lows. 

 IF (hi(t — 1), hj (t)) is Hijq THEN Sij (t) is Sijq 

q E Q(6) 

where 

  Hijq : fuzzy set of (hi(t — 1), hi (t)) de-
          fined by the i f part membership 

          function fxq(hi, hi) 
  Sijq : fuzzy set of Sij (t) defined by the 

           then part membership function 

f yq ('Sij ) 
q : suffixes of fuzzy rules 
Q : set of suffixes of fuzzy rules {q} 

                                          2 

 fxq (hi , hi) =  exp{—2(1 —1r2..---------------- (hi0.2hiq)                 (hijq) hiq 
(hi — /hiq)(hj /'hjq)              — 2rhij

q ahi
gUhjq 

        (hj /hjq)21}(7) 

2 

                 ~hjq 

fyq(Sij) = exp{(Sij~~2Sijq)2}(8) 
                         Sijq 

 It is seen from Eq.(7) and Eq. (8) that typical two 
and one dimensional Gaussian distribution func-
tions are adopted as the i f and then membership 

function, respectively. 

/hiq, /hjq, 0hiq, ahjq and rhijq are parameters 
which describe the `mean', `variance' and `correla-
tion coefficient' of 2-D Gaussian membership func-
tion fxq(hi, hi), respectively, and /Sijq and USijq 

describe the `mean' and `variance' of the Gaussian 
membership function f yq (Sij) . As the results of 
fuzzy inference depend on the mean values of the 
then part membership functions strongly required 
symbiotic relation can be realized by setting them 
appropriately.

 3. RasID training 

 In this section, Random Search Method with In-

tensification and Diversification (RasID) is briefly 
stated, which is utilized for training the parameters 
of the neural networks corresponding to the agents. 
The reason for using RasID is that the criterion 

function expressed by Eq.(5) is more complicated 
than the conventional root squared errors used for 
neural network training, especially in terms that the 
criterion functon has the first order derivatives in it. 

 Neural networks have wide potential applications 

to pattern recognition, system modeling, and other 
tasks because they learn nonlinear mapping. Ap-

plications usually involve training networks. Neural 
network training is equivalent to multidimensional, 
nonlinear, underconstrained, multimodal optimiza-

tion 14) 
 Although most neural network training uses 

gradient-based schemes such as well-known back-
propagation (BP), pure BP is slow and is stuck eas-
ily at local minima, resulting in a poorly trained 

network. One way to increase BP reliability is to 
decrease its sensitivity to small details in the error 
surface by introducing a momentum term in the BP 
algorithm, enabling a network to respond to the lo-

cal gradient and recent trends in the error surface 

(momentum BP). The role of recent trends in a BP 
algorithm is increased by using an adaptive training 
rate (fast BP with momentum) to greatly improves 
the speed and reliability of BP algorithm. 

  Nondeterministic methods such as random 

search15),16> simulated annealing 17),18), and ge-
netic algorithm 19),20),21) do not use local gradi-
ent and have no local minimum problem. Most 
find the global minimum of error function but 

few are efficiently applicable to neural network 
training16),17),18),19),20),21),22) Some have suggest-
ed using a hybrid scheme to increase search 
efficiency23),24),25) Typical is to combine global 
search and local one. The hybrid scheme uses 

switching that may lower algorithm efficiency. A 
hybrid scheme cannot be applied to a network where 
the local criterion function gradient is incalculable 
or difficult to obtain. 

  In training of some neural network based applica-

tion systems, an extra term often must be incorpo-
rated into the criterion function to improve system 

performance. Such an extra term often consists of 
first or higher order derivatives and complicates the 
criterion function and makes its gradient difficult 

to calculate. When the criterion function surface



is very complicated, local gradient plays less role on 
the local search. It is preferable to use a pure nonde-
terministic search for complex cases. The efficiency 
of pure nondeterministic methods must  be raised. 

A nondeterministic method may be more efficient if 
local information on the criterion function surface 
is used effectively. We introduce a novel random 
search scheme, random search with intensification 

and diversification (RasID), that does an intensi-
fied search where it is easy to find good solutions 
locally and a diversified search to escape from lo-
cal minima under a pure random search scheme. A 
sophisticated probability density function (PDF) is 

introduced for generating search vectors. The PDF 

provides two adjustable parameters which to control 
the local search range and direction efficiently. Ad-

justing these parameters effectively based on past 
success-failure information yields intensified and di-
versified searches. The local gradient, if available, 
and trend information on the criterion function sur-
face are used to improve search performance. 

 4. Simulations 

  In this section, simulations are done using the 
ecosystem as an example in order to study the ef-
fectiveness of the proposed method in terms of the 
representation ability of the model. The studies are 
carried out by varying symbiotic relations among 

species and fuzzy parameters in the membership 
functions to see how the populations of the species 
are influenced by these parameters. 

 4.1 Simulation conditions 
  The conditions of the simulation studies are de-

scribed as follows. The number of agents, i.e., the 
number of species is set at a small number of three, 

because simulations are done to investigate the ba-
sic characteristic of the proposed method in this pa-

per. 
  The symbiotic relations among three species are 

shown in Fig.1. In the figure, symbiotic relation 
between agent 1 and agent 2 is supposed to be 
mutualisnn, and the relation between agent 2 and 
agent 3 is exploitation, to be more specific, agent 2 
exploits agent 3. Furthermore, agent 2 and agent 3 

are in the competitive relation. In addition, all the 
time delay between agents is supposed to be one 
sampling time. 

  The agent is made up of a hierarchical neu-
ral network with three inputs, eight intermediate 
nodes and one output as shown in Fig.2. The sig-

moidal function used belongs to the type of f (x) =

Fig.1 Symbiotic relation between agents

Fig.2 Structure of agent constructed by layered neural 

       networks

Table 1 The mean and variance of if-rule 

                             q (µhiq, µhjq) q (ohiq, ahjq)  
1 (0.25,0.25)1 (0.10,0.10) 
2 (0.75,0.25)2 (0.10,0.10) 
3 (0.25,0.75)3 (0.10,0.10) 
4 (0.75,0.75)4 (0.10,0.10) 
5 (0.50,0.50)5 (0.12,0.12)

    

1----------- and its weight parameters are set ran -
1--exp(-q x) 
domly between (-1, 1) at the initial time. 

 As for the fuzzy rules, five i f part member-
ship functions are allocated to the two dimensional 

(hi (t— 1), hi (t)) space. The fuzzy parameters, i.e., 
means (µhiq, µhjq) and variances (ahiq, Ohjq) of each 
five i f part membership functions are listed in Ta-
ble 1, while all correlation coefficients rhijq are set 
at zero. 

 The three dimensional pictures of the above five 
if part membership functions are drawn in Fig.3. 
The reason for the variance of the 5th rule being a



Table 2 The mean and variance of then-rule

Fig.3 Form of the  if rule membership function

little bit larger than the other rules is for hi and h3 
around 0.5 to have stronger influence on the popu-
lations of the species than the other values. 

 Furthermore, as for the then part membership 
functions, the mean psijq and variance asijq are set 
as shown in Table 2 in order to realize the symbi-
otic relations between species shown in Fig.1. 

 The case of pattern 1 in Table 2 emphasizes the 
exploitation compared to the other weak symbiot-
ic relations, while mutualism is strongly stressed in 
pattern 2 with other symbiotic relations being in-
creased as well. In pattern 3, symbiotic relations 
are set two times stronger than those of pattern 2 
for the sake of increasing the symbiotic relations. 
Time T is set at 100 sampling instants. 

 4.2 Simulation results 
 Learning curve, /3 of RasID training and the out-

puts of three agents of pattern 1, pattern 2 and 
pattern 3 are shown in Fig.4, 5 and 6, respectively 
assuming that the initial values of the agents are 
0.3, 0.5 and 0.7. Fig.7 shows the same kind of fig-
ures of pattern 3 when all the initial values of the 
agents are equal to 0.4. 

 Generally speaking, when /3 of RasID takes a 
large value, intensified search are carried out, on 
the contrary, diversified search is emphasized in the 
case of small 13 10) 

 From Fig.4(b), 5(b), 6(b) and 7(b), it is clear 
that RasID is functioning well, because RasID car-
ries out the intensified and diversified search adap-
tively. 
 From Fig.4(a), 5(a), 6(a) and 7(a) which de-

scribe the learning curves also show the effectiveness 

of the RasID learning. 

 From Fig.4(c), 5(c), 6(c) and 7(c) show the dy-
namics of the population of the species in the cases

of various symbiotic relations. 

 In the case of pattern 1, relatively weak symbiot-

ic relations are set, although exploitation is stressed 

among the symbiotic relations. In this case, the dy-

namics approach the stable points within ten sam-

pling instants. On the contrary the dynamics of 

pattern 2 shows the totally different aspects from 

pattern 1 as shown in Fig.5. 
 In the case of pattern 2, where mutualism is 

strongly stressed with other symbiotic relations be-

ing increased as well, the dynamics are stable, but 

show the relatively complicated phenomena. 

 Although the dynamics seem to approach the sta-

ble points until 50 sampling instant, the strong mu-

tual interactions between the species are found from 

60 to 100 sampling instant in pattern 2. This is be-

cause in pattern 2 stronger symbiotic relations are 

assigned to the agents than pattern 1. 

 When we double the strength of all the symbiotic 

relations compared to the pattern 1, we can obtain 

another complicated dynamics shown in Fig.6. In



(a) Learning curve of the symbiotic system : pattern 1(a) Learning curve of the symbiotic system : pattern 2

(h)  o curve of RasID training : pattern 1(b) 0 curve of RasID training : pattern 2

(c) Output values of the agents : pattern 1 (c) Output values of the agents : pattern 2

Fig.4 Result of Simulation in the case of pattern 1 

      (initial value of hi (t) : 0.3, 0.5, 0.7)

Fig.5 Result of Simulation in the case of pattern 2 

      (initial value of h (t) : 0.3, 0.5, 0.7)

this case of pattern 3, relatively complicated mutual 

interactions among agents, i.e., fluctuating dynam-

ics are found within 40 sampling instant. 

 Fig.7 shows the dynamics of the ecosystems with 

the same symbiotic relations to those of pattern 3 

except the initial populations of the species. 

 Comparing Fig.6 and Fig.7, we can see that fair-

ly different dynamics are obtained even if only the 

initial conditions are changed with other symbiotic 

relations being unchanged.

 The dynamics of the populations of the species 
obtained by the proposed method are approximate-
ly described and studied by the following equation, 

  h~(t)ath' (t)  Ahi(t-1)(9) ah
i (t — 1) 

where 

Ohi (t) : the difference between hi (t) and 
hi(t-1) (h,(t)—h (t-1))



(a) Learning curve of the symbiotic system : pattern 3(a) Learning curve of the symbiotic system : pattern 3

 iteration"" °""" 

(b) /3 curve of RasID training : pattern 3(b) 13 curve of RasID training : pattern 3

      (c) Output values of the agents : pattern 3 

Fig.6 Result of Simulation in the case of pattern 3 

      (initial value of h3 (t) : 0.3, 0.5, 0.7)

      (c) Output values of the agents : pattern 3 

Fig.7 Result of Simulation in the case of pattern 3 

      (initial value of h3 (t) : 0.4, 0.4, 0.4)

 Therefore, the increase of the population of 

species j is determined by the symbiotic relations 

between species j and other species, and also by the 

increase of other species from one sampling ahead. 

It is clarified that all the dynamics of the popula-

tion of the species described in Fig.4(c), 5(c), 6(c) 
and 7(c) approximately follow the above equation. 
As a result, it becomes possible to investigate how 

the strength and the type of the symbiotic relations 

between the species influence the dynamics of the

ecosystems quantitatively by using Eq. (9). 
 From simulation results, it has been proved that 

the proposed method can give the ecosystem model 
with more flexible and better representation ability 
than the conventional methods. 

 The reason for this is that many kind of sym-
biotic relations such as exploitation, competition 

and mutualism are easily introduced to the mod-
el, and time varying symbiotic relations are realized 
by fuzzy inference in the model 26) .



 5. Conclusion 

 In this paper a new model of the agents with sym-

biotic relations is proposed, where the agent is com-

posed of a hierarchical neural network and it's pa-
rameters are trained in order to realize the required 

symbiotic relations. 

 The required symbiotic relations  are described by 

fuzzy inference, therefore many kinds of and time 

varying symbiotic relations can be easily introduced 

into the model. 

 From the results of the simulations where three 

species are interacted with each other by symbiot-

ic relations, it has been cleared that the proposed 

method can give the model with more flexible and 

more powerful representation abilities than the con-

ventional Lotka-Volterra-like models. 
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