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Abstract:In this paper a new observation model is presented to improve the state estimation and 

prediction in a target tracking problem. Comparing with conventional approaches, the following 
are distinguished points of the approach. First, the measurement equation is set up in the polar 
coordinate and even combines the derivation measurement with the usual position measurements 

( i.e. there are 6 sensor data now: range, azimuth, elevation angle, range rate, azimuth rate, and 
elevation rate). Second,the observation noise of sensor data is considered as a colored one and be 
set up as the model of AR(1), and by means of a pseudo measurement model, the requirement of 
Kalman filter will be satisfied. As a result, the accuracy of both the observation and the prediction 
will be increased. 
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 1. Introduction 

 In real-time missile and vehicle tracking control 
systems, many different approaches on the maneu-
vering target tracking problem have been submitted 
in recent years. The purpose of the attempts is to 
track the maneuvering target accurately and effec-

tively. Dr. Singer r> has proposed a model based 
on Newton's law, where the maneuvering is con-
sidered as zero mean time correlated random pro-
cess with correlation time T. Bar-shalom 4) submit-
ted the Variable Dimension method, in which a 

detection scheme has been developed to determine 
whether a maneuvering is indeed occurring. Chen et 
al 5) used an Input Estimation to remove the filter 
bias which are caused by the target deviating from 
the assumed constant velocity, straight line motion. 

T.L.Song et al 2) presented a LCCS (line of sight 
Cartesian coordinate system) method to deal with 
the coupling problem of Kalman filter, they called 
the new measurement vectors in the LCCS as pseu-
do measurement, but it is different from the pseu-

do measurement proposed in this paper. The origi-
nal measurement data of target motion is obtained 
from radar, they are three types of data obtained 
in the polar coordinate usually expressed by range, 
azimuth and elevation, and in almost all of theses 

cases the measurement noise is considered as white, 
zero mean noise in order to satisfying the require-
merit of Kalman filter algorithm. How to deal with
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the Kalman ifiter with color measurement noise is 
the main point in this paper. J.-A.Guu et al 3) 

proposed an algorithm to solve the correlated mea-
surement noise. In their paper, an AR(1) model is 
adopted but the derivation of the sensor data are 
not consideree . 

  Because a new observation vector --pseudo mea-

surement vector is adopted in this paper, a new ob-
servation equation with white measurement noise 
is obtained. Then the Kalman filter can be used 
to estimate and predict the position of the target. 

It does not need to add vectors in the state vector 
space9) although the color noise model is consid-
ered as AR(1) . If the derivation measurement is 
considered together with the usual position mea-
surement, obviously, the accuracy of observation 

will be improved. Because the observation equa-
tion is described in polar coordinate system directly, 
the correlation problem of measurement noise will 
be avoid. According to Talor's expansion, a linear 
observation equation will be obtained, but the Ja-

cobian matrix will become very complex and the 
computing load will be increased. And use of the 

gain rotation algorithm will totally reduce about 
one third of calculation quantity comparing with 
the common Kalman filter algorithm. 

 In Chapter 2, the equations of the dynamic mo-
tion and the nonlinear measurement equation with 
color noise observation are described. After using 
the Taylor expansion and pseudo measurement e-

quation , a new linear measurement equation is ob-
tained, and the noise in the new measurement e-

quation becomes zero mean and white noise. In 
Chapter 3, how to use Kalman filter to estimate



and predict the position of the target is discussed. 
Because of using the technique of coordination ro-
tation, the quantity of calculation will be reduced. 
Chapter 4 is the conclusion of this paper. 

 2. Dynamic  & Observation Equation 

 Let X(t) and W(t) be the target state and the 

process noise respectively, according to the Singer 
 modell), the dynamic equation of the target motion 

is: 

0I 0 

X(t) = 0 0 I X(t) + W(t). (1) 
0 0 -caI 

The discrete state equation of the target motion is: 

X (k + 1) = I(A, a)X (k) + W (k).(2) 

and 

(I)(A,a) 
    I AI [-1 + aA + exp(-a0)]I 

 = 0 I [1 - exp(-a0)]I(3) 
    0 0 [exp(-a0)]I 

where, 

X (k) _ [x, y, z, x, y z x z]T is (9 x 1) dimensional 
state vector. 

 The vector {x, y, z} is the position of the target, 
 the vector {±, y, z} is its velocity, 

 the vector {x, y, z} is its acceleration. 
and, 
W (k) = [wl, w2, w3, W4, w5, w6, w7, W8, W91 is (9 X 
1) dimensional noise with covariance of Q(k), and 
Q(k) is shown in the Appendix.2. 
(I)(A, a) is discrete state transition matrix, 

a ='r is correlation time constant, A is sample 
interval, and I is (3 x 3) identity matrix.

Fig.1 Measurement relation of radar and target

Y(k) = h[X (k)] + V (k) 
          ,/x2+y2+z2 

           tan-1 y x z 
tan-1 ----------- 

V x2 + y2 
xx+yy~- zz +V(k) , (4) 

_/x2 + y2 + z2 

xy-xy 

          x2 ± y2 

        (x2 + y2).z- (xx + yy)z  

   /--------- Vx2 +y2 (x2 +y2 + z2)_ 
where, 
Y[k] _ [r, ea ee, i, ea 9e]T 
is (6 x 1) dimensional measurement vector which is 
obtained from radar,it is shown in Fig.1. 
V k = v v v V v v. 
is (6 x 1) dimensional measurement noise. 

 It is seen that equation (4) is a nonlinear equa-
tion. The noise components in V (k) are commonly 
considered as statistical and white, mostly it is un-
reasonable, because the target motion is successive 
so that the measurement noise is affected by rela-
tive of time sequence, then, in this paper the noise 
is considered as an autoregressive process AR(1). 

V(k) = ,QV (k - 1) + e(k), (5) 

,(3 = diag(/31, /32„33, 34, 05, 36) are constant matrix, 
e(k) is (6 x 1) zero-mean, white noise with the fol-
lowing variance 

E{e(k)eT (j)} = R(k)Sk, , k, j = 1,2,3,... (6) 
1 k=j 4

,3 - 0 k j 

R(k) is shown in the appendix 2. 
 Let us expand the nonlinear function h[X (k)] 

in Taylor series, and assume that the second and 
higher-order terms are small and negligible, then e-

quation(4) becomes 

Y(k) = H x X (k) + V (k). (7) 

where 

Hx=aa[x](8) 
X=X(k/k-1) 

Hx is (6 x 9) Jacobian matrix of h[X (k)] and it can 
be written as below:



 fix  =[g(X)c(X)0].(9) 

g(X) and c(X) denote the coordinate transforma-
tions from the inertial rectangular to the polar sys-
tem which are shown in appendix A.1 

 As V (k) is 1-th order autoregressive process, then 
pseudo measurement vector Z(k) is adopted to deal 
with the Kalman filter with the color measurement 
noise. 

 Z(k) = Y(k) - 13Y (k - 1),(10) 

According to equations of (2),(5),and (7), a new ob-
servation equation will be obtained as below: 

Z(k) = HHX(k) +V*(k).(11) 

where 

H; = HH - ,3Hx(I)-1,(12) 

and the new measurement noise becomes: 

V*(k) = i3Hx(I)-1W(k - 1) + (k) (13) 

Equations (2) and (11) are dynamic and observation 
equations respectively. 

 3. The equation of Kalman filter 

 In order to eliminate the correlation in the off 
diagonal terms of the covariance matrix of the fil-
ter error, a rotation Cartesian coordinate system of 
tracking is introduced based on the line of sight of 
the measurement sensor2> . In this system, the tar-

get is always on the XR axis and the measurement 
of target azimuth and elevation angles are zero. 

 The new coordinate system rotates with each 
sample time. The rotation coordinate system 

(XR, YR, ZR) is not an inertial coordinate system 
since the line of sight is in angular motion during 
the radar tracking mode, but for the time interval 

(k - 1)At< t<kAt, the rotation coordinate system 
is regarded mathematically as an inertial coordi-
nate system which is explained in Berg6), and Song 
T.L2). 
 From Fig.2, it can be seen that the coordinate 

transformation matrix m(Y) from inertial to rota-
tion coordinate is 

           cos 9a cos 0e - sin 91z cos 0, sin 9e 
 m(Y) =- sin 9a cos°a 0 (14) 

          cos 9a sin 9e - sin 9a sin 9e cos 9e 
then, the state vector in the new coordinate system 
XR(k) has the following relation with X(k):

XR(k) = M(Y)X (k).(15) 

and 

WR(k) = M(Y)W(k).(16) 

where 
      m(Y) 0 0 
M(Y) = 0 m(Y) 0(17) 

        0 0 m(Y) 
The new state dynamic equation is:

Fig.2 Angular relation between the two coordinate

XR(k + 1) = 1.(a, 0)XR(k) + WR(k). (18) 

XR(k)  _ [xR, yR, ZR, ±R, yR, zR, I R, yR, zRI T is the 

state vector in the rotation coordinate. 
 The new measurement vector YR(k) has the fol-

lowing relation with Y(k): 

 YR(k) = n(Y)Y(k),(19) 

and 

        0 

YR(k) =0.(20) 

0 0 

is the measurement vector in the rotation coordi-

nate. 

 In reference 2), YR(k) is called as pseudo measure-
ment, it is different from the pseudo measurement 
equation (9) described in this paper.



 The new pseudo measurement vector ZR(k) has 
the following relation with Z(k): 

 ZR(k) = n(Y)Z(k).(21) 

The measurement transformation matrix n(Y) is: 

 n(Y) =  HRM(Y)H:c  1,(22) 

and there is: 

 HR = [go(X)  co (X) 0](23) 

     1 0 0 

0 1/r 0 

go(x) =01/r(24) 
0 -r/r2 0 

        0 0 -i'/r2 
and 

       0 0 0 
0 0 0 

co(x) _0 0 0(25) 
       1 0 0 

        0 1/r 0 
0 0 1/r _ 

The new observation equation in rotation coordi-
nate is : 

YR(k) = HRXR(k) + VR(k).(26) 

and the new pseudo measurement equation in rota-

tion coordinate is: 

 ZR(k) = HRXR(k) + VR(k).(27) 

where 

HR = HR - /3HR(I)-1(28) 

and the pseudo measurement noise in the rotation 
coordinate is: 

VR(k) _ 131- R4)-1W- 1) + eR(k) (29) 

There are also the following relations: 

VR(k) = n(Y)V*(k).(30) 

and 

 R(k) = n(Y)(k).(31) 

Variance of eR(k) is:

E{eR(k)eL(k)} = RR(k)(32) 

Variance of 1/1(k) is denoted by R}? (k) and which 
is shown as follows: 

RR(k) = E{VR(k)VRT(k)} 
     = DQR(k - 1)DT + RR(k) (33) 

and, 
  D = /3HR(1)-1. 

 Because WR(k) and R(k) are white noise, the 
VR(k) is white also. But the new measurement noise 
VR (k) is correlated with the process noise WR(k-1). 
By reformulating the target dynamic equation, the 
process noise can be made uncorrelated with the 
measurement noise .It is unnecessary for decorre-
lating the system. So that formula (26) can be used 
for the observation equation in the Kalman filter. 

 The following decouple tracking filter in rotative 
coordinate can be obtained: 

XR(k/k - 1) = ~(0, a)XR(k -1/k - 1), (34) 

XR(k/k) = XR(k/k - 1) + KR(k)[ZR(k) 
      - ZR(k/k - 1)],(35) 

Let the following substitution be made: 

eR(k/k - 1) = XR(k) - XR(k/k - 1), (36) 
eR(k/k) = XR(k) - XR(k/k), 

then the following equation is obtained: 
eR(k/k - 1) = I(0, o)eR(k - 1/k -1) 

           + WR(k - 1), 
eR(k/k) _ (I - KR(k)HR)eR(k/k - 1).(37) 

+ KR(k)VII(k) 
then the covariance of the prediction error is: 

PR(k/k - 1) 
  = E{eR(k/k - 1)eTR(k/k - 1)} 

  = (I)(0, a)PR(k - 1/k - 1)(1)T (0, a) 
+ QR(k - 1),(38) 

and the covariance of estimation error is: 

PR(k/k) 
 = E{eR(k/k)eR(k/k)} 
  = [I - KR(k)HR]PR(k/k - 1)[I - KR(k)HR]T 

 + KR(k)RR(k)K (k).(39) 
In the rotation coordinate system, covariance ma-
trix of estimation error P(k) has the form of:



 PR(k)  _ 

pxx 0 0 pxx 0 0 px 0 0 

0 pyy 0 0 pyy 0 0 pyy 0 

0 0 pzz 0 0 pzz 0 0 pzz 

Nx 0 0 0 0 px 0 0 

0 pyy 0 0 pyy 0 0 pyy 0 (40) 

    0 0 p 0 0 pzz 0 0 pzz 

Nx 0 0 0 0 0 0 

    0 pyy 0 0 pyy 0 0 pyy 0 

    0 0 pzz 0 0 pzz 0 0 pzz 

KR(k) is the gain of Kalman filter in the rotation 
coordinate. It is described as follows: 

KR(k) = PR(k/k - 1)HR [HRPR(k/k - 1)117 
    + R*R(k)1-1•(41) 

The KR(k) has the form of: 

         k11 0 0 k14 0 0 
          0 K22 0 0 k25 0 
          0 0 k33 0 0 k36 

         k41 0 0 k44 0 0 
 KR(k) = 0 k52 0 0 k55 0(42) 
          0 0 k63 0 0 k66 

         k71 0 0 k74 0 0 
          0 k82 0 0 k85 0 
          0 0 k93 0 0 k96 

According to equation (39) and (41), the off diag-
onal terms of the filter error covariance matrix is 
eliminated as zero, so that the calculation quantity 
of Kalman filter will be reduced. It is of benefit to 
real time target tracking. 

 The estimation gain K(k) in inertial rectangular 
coordinate is: 

K(k) = M-1(Y)KR(k)n(Y).(43) 

So the state estimation in inertial coordinate is: 

X (k/k - 1) = I (A, a)X (k - 1/k - 1), (44) 

X(k/k) = X(k/k - 1) 
      + K(k) [Z(k) - 2(k/k - 1)] (45) 

 The formulas of (33), (34), (37), (38), (40), (42), 
(43), and (44) are the Kalman recursive prediction 
and estimation equations. According to the formu-
las above mentioned, the target position can be es-
timated and predicted.

 4. Conclusion 

 A pseudo measurement equation to be used in 

the target tracking is introduced in this paper. By 
use of the model of pseudo measurement, not on-
ly the Kalman filter with color measurement noise 
will be solved, but also the computing load will be 
reduced, comparing with the extended state vector 

method, and it is of benefit to both real time target 
tracking and dealing with the measurement noise 
with first -order autoregressive process AR(1), and 
as the derivation of sensor data are adopted, the 

precision of measurement is improved, so that the 
accuracy of prediction will be improved also. 
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            Appendix 

 1 The matrices of g(X) and c(X) 
 The two matrices of g(X) and c(X) denote the 

coordinate transformations from the rectangular to 
the polar system. It is shown as follows: 
assuming 

d= x2 + y2, 
then 

       0 0 0 
       0 0 0 
                    0 

    c(X) =0 0z • (A.1.1) 
       r r r 

         d d 
xz yz d 

_ dr2 dr2 r2 _ 

          g(X) = [ gx gy gz ] . (A.1.2) 
  -x-

                               r 

                      _ y 
                    d2 

xz 
r2d 

gx x(z2 + y2) — x(yy + zz) 

T3 

y2 x2y. + 2x±y  
                    d4 

yx6 

where 

(2xz - ±z)r2d2 — x(2d2 + r2)[d2z — (xx + yy)z] 9x6 = r4 d3



 - y 

 r 
x 

                   d2 
                     yz 
                     r2d 

gy y(z2 x2) y(xx + zz) 

                         r3 

               y2• + 2xyy  
d4 

                     gy6 

 and 

(2yz — z)7'2d2 — y(2d2 + r2)[d2z — (x + yy)z] 
9,y6 =r4d3 

z -

                                       r 
                  0 
d 
r2 

gz = zd2 — z(xx + yy) • 

r3 

                 0 

_ gz6- 
 and 

           (x±+yy)(z2—d2)—2d2 _zz g
z6 r4d 

 2 The means and covariances of pro-

    cess and measurement noise 

The means of the state process noise in the inertial 

coordinate and in the rotation coordinate are: 

 E{W(k)} = 0, 
E{WR(k)} = 0, 

and the means of the measurement noise are: 
E{(k)} = 0, 

 E{R(k)} = 0. 
The variances of process noise are: 

E{W (k)WT (j)} = Q(k)bk,i 
E{WR(k)WR(j)} = QR(k)sk,j. 

The relation of QR(k) and Q(k) is shown as follow-
ing: 

QR(k) = M(Y)Q(k)MT (Y). 
According to reference 1), the Q(k) is shown as fol-
lowing: 

            rk0 
Q(k) = 2aantJ_~(k0—.~, a)~T (kA—.~, a)dA,             (k1)A

where is the variance of the target acceleration. 

The variances of measurement noise are: 

E{(k)( (j)} = R(k)bk,j, 
E{R(k)R(i)} = RR(k)bk,j• 

eR(k) and (k) have following relation: 
 RR(k) = n(Y)R(k)nT (Y), 

where 

    R(k) = diag{~a,~~,~?,Qea~ee}. 
o, aB L , o , 0_7,2,o , QB„ are the variances of mea-
surement noise vr,voa ,vee , vr, v, ve e respectively. 
The covariances between process noise and measure-

ment noise are: 

E{W(k)eT (j)} = 0, 
E{WR(k)CR(j)} = 0. 
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