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In the last two decades, elliptic curves have become increasingly important. In 2009, the American National Security Agency (NSA) advocated the use of elliptic curves for public key cryptography, which are based on the hardness of elliptic curve discrete logarithm problem (ECDLP) or other hardness problem on elliptic curves. Elliptic curves used in practice are defined either over a prime field \( F_p \) or over a binary field \( F_{2^n} \). Like any other discrete logarithm problem, ECDLP can be solved with generic algorithms such as Baby-step Giant-step algorithm, Pollard’s \( \rho \) method and their variants. These algorithms can be parallelized very efficiently, but the parallel versions still have an exponential complexity in the size of the parameters. Better algorithms based on the index calculus framework have long been known for discrete logarithm problems over multiplicative groups of finite fields or hyperelliptic curves, but generic algorithms have remained the best algorithms for solving ECDLP until recently.

A key step of an index calculus algorithm for solving ECDLP is to solve the point decomposition problem. In 2004, Semaev introduced the summation polynomials (also known as Semaev’s polynomials) to solve this problem. Solving Semaev’s polynomials is not a trivial task in general, in particular if \( K \) is a prime field. At Eurocrypt 2012, Faugère, Perret, Petit and Renault re-analyzed Diem’s attack in the case \( F_{2^n} \) (denoted as FPPR in this work), and showed that the systems arising from the Weil descent on Semaev’s polynomials are much easier to solve than generic systems. Later at Asiacrypt 2012, Petit and Quisquater provided heuristic evidence that ECDLP is subexponential for that very important family of curves, and would beat generic algorithms when \( n \) is larger than about 2000. In 2013, Shantz and Teske provided further experimental results using the so-called "delta method" with smaller factor basis to solve the FPPR system.

Even though these recent results suggest that ECDLP is weaker than previously expected for binary curves, the attacks are still far from being practical. This is mainly due to the large memory and time required to solve the polynomial systems arising from the Weil descent in practice. In particular, the experimental results presented in Asiacrypt by Petit and Quisquater for primes \( n \) were limited to \( n = 17 \). In order to validate the heuristic assumptions taken in Petit and Quisquater’s analysis and to estimate the exact security level of binary elliptic curves in practice, experiments on larger parameters
are definitely required.

In this paper, we introduced several variants to solve ECDLP. In our first approach, we focus on Diem's version of index calculus for ECDLP over a binary field of prime extension degree $n$. In that case, the Weil descent is performed on a vector space that is not a subfield of $F_{2^n}$, and the resulting polynomial system cannot be re-written in terms of symmetric variables only. We introduce a different method to take advantage of symmetries even in the prime degree extension case. While Shantz and Teske use the same multivariate system as FPPR, in this work we re-write the system with both symmetric and non-symmetric variables. The total number of variables is increased compared to the FPPR system, but we limit this increase as much as possible thanks to an appropriate choice of the vector space $V$. On the other hand, the use of symmetric variables in our system allows reducing the degrees of the equations significantly. Our experimental results show that our systems can be solved faster than the original systems of FPPR method as long as $n$ is large enough.

In our second approach, we focus on the new method to calculate the Semaev's summation polynomial by breaking it down into several pieces of smaller Semaev's summation polynomial. In this case, we limited the degree of Semaev's summation polynomial as well as the degree of regularity of the new system by introducing more intermediate variables. By this new method, we can solve larger Semaev's summation polynomial to at least seven variables, while the first approach can only solved the Semaev's summation polynomial with at most four variables. Our experimental results show that our systems can be solved faster than the first approach. We also introduced more variants to solve ECDLP based on the idea to break the Semaev's summation polynomial down into several smaller pieces.
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