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A linear time algorithm forL(2, 1)-labeling of trees

Toru Hasunuma∗, Toshimasa Ishii†, Hirotaka Ono‡and Yushi Uno§

Abstract

An L(2, 1)-labeling of a graphG is an assignmentf from the vertex setV(G) to the set of non-
negative integers such that| f (x)− f (y)| ≥ 2 if x andy are adjacent and| f (x)− f (y)| ≥ 1 if x andy are
at distance 2, for allx andy in V(G). A k-L(2, 1)-labeling is an assignmentf : V(G) → {0, . . . , k},
and theL(2, 1)-labeling problem asks the minimumk, which we denote byλ(G), among all possible
assignments. It is known that this problem is NP-hard even for graphs of treewidth 2, and tree is
one of a very few classes for which the problem is polynomially solvable. The running time of the
best known algorithm for trees had been O(∆4.5n) for more than a decade, however, an O(n1.75)-time
algorithm has been proposed recently, which substantiallyimproved the previous one, where∆ is the
maximum degree ofT andn = |V(T)|. In this paper, we finally establish a linear time algorithm for
L(2, 1)-labeling of trees.
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1 Introduction

Let G be an undirected graph. AnL(2, 1)-labeling of a graphG is an assignmentf from the vertex set
V(G) to the set of nonnegative integers such that| f (x)− f (y)| ≥ 2 if x andy are adjacent and| f (x)− f (y)| ≥
1 if x andy are at distance 2, for allx andy in V(G). A k-L(2, 1)-labeling is an assignmentf : V(G) →
{0, . . . , k}, and theL(2, 1)-labeling problemasks the minimumk among all possible assignments. We call
this invariant, the minimum valuek, theL(2, 1)-labeling numberand is denoted byλ(G). Notice that we
can usek+ 1 different labels whenλ(G) = k since we can use 0 as a label for conventional reasons.

The original notion ofL(2, 1)-labeling can be seen in the context of frequency/channel assignment,
where ‘close’ transmitters must receive different frequencies and ‘very close’ transmitters must receive
frequencies that are at least two frequencies apart so that they can avoid interference. Due to its practical
importance, theL(2, 1)-labeling problem has been widely studied. From the graphtheoretical point of
view, since this is a kind of vertex coloring problem, it has attracted a lot of interest [3, 7, 9, 12]. In
this context,L(2, 1)-labeling is generalized intoL(p, q)-labeling for arbitrary nonnegative integersp and
q, and in fact, we can see thatL(1, 0)-labeling (L(p, 0)-labeling, actually) is equivalent to the classical
vertex coloring. We can find a lot of related results onL(p, q)-labelings in comprehensive surveys by
Calamoneri [2] and Yeh [13].

Related Work: There are also a number of studies on theL(2, 1)-labeling problem from the algorithmic
point of view [1, 5, 11]. It is known to be NP-hard for general graphs [7], and it still remains NP-hard for
some restricted classes of graphs, such as planar graphs, bipartite graph, chordal graphs [1], and recently
it turned out to be NP-hard even for graphs of treewidth 2 [4].In contrast, only a few graph classes are
known to have polynomial time algorithms for this problem, e.g., we can determine theL(2, 1)-labeling
number of paths, cycles, wheels within polynomial time [7].

As for trees, Griggs and Yeh [7] showed thatλ(T) is either∆ + 1 or∆ + 2 for any treeT, and also
conjectured that determiningλ(T) is NP-hard, however, Chang and Kuo [3] disproved this by presenting
a polynomial time algorithm for computingλ(T). Their polynomial time algorithm exploits the fact that
λ(T) is either∆ + 1 or ∆ + 2 for any treeT. Its running time is O(∆4.5n), where∆ is the maximum
degree of a treeT andn = |V(T)|. Recently, an O(min{n1.75,∆1.5n}) time algorithm has been proposed
[8], which substantially improves the previous result.

Both algorithms are based on dynamic programming (DP) approach, which checks whether (∆ + 1)-
L(2, 1)-labeling is possible or not, from leaf vertices to a root vertex in the original tree strcucture,
and the principle of optimality requires to solve at each vertex of the tree the assignments of labels
to subtrees. The assignments are formulated as the maximum matching in a bipartite graph with O(∆)
vertices and O(∆2) edges, that is, it takes O(∆2.5) time [10]. Since the assignment at each vertex should be
solved∆2 times to fill the DP table up, the total running time of Chang and Kuo’s algorithm is O(∆4.5n).
The O(n1.75)-time algorithm in [8] circumvents this heavy computationby two ways: one is that it is
sufficient to solve the bipartite matching not∆2 times but essentially∆ times at each vertex; the other
is an amortized analysis, in which we can show that the bipartite matching problems should be solved
roughly only O(n/∆) times in average with respect to degrees. Note that the observation is derived from
the fact that the assignments near leaf vertices can be solved efficiently. We give a concise review of
these two algorithms in Sections 2 and 3, respectively.

Our Contributions: In this paper, we present a linear time algorithm forL(2, 1)-labeling of trees. It is
based on the similar DP approach to the preceding two polynomial time algorithms [3, 8]. In our new
algorithm, besides using their ideas, we introduce the notion of “label compatibility”, which indicates
how we flexibly change labels with preserving its (∆+1)-L(2, 1)-labeling. Interestingly, we can show that
only O(log∆ n) labels are essential forL(2, 1)-labeling in any input tree by using this notion. By utilizing
this fact, we can replace the bipartite matching of graphs with the maximum flow of much smaller
networks as the engine to find the assignments. Furthermore,the argument of the label compatibility
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explains that, in the DP, a subtree with size at most∆c (c is some constant) can be considered a so-
called generalized leaf. This enables us to do a more detailed amortized analysis than the previous factor
O(n/∆). Consequently, our algorithm finally achieves its linear running time.

Organization of this Paper: The rest of this paper is organized as follows. Section 2 gives basic
definitions and introduces as a warm-up the idea of Chang and Kuo’s O(∆4.5n) time algorithm based on
dynamic programming. The improved O(n1.75)-time algorithm and its ideas are described in Section 3.
Section 4 introduces the notion of label compatibility thatcan bundle a set of compatible vertices and
reduce the size of the graph constructed for computing bipartite matchings. Moreover, this allows us to
use maximum-flow based computation for them. In Section 5, wegive precise analyses to achieve linear
running time.

2 Preliminaries

2.1 Definitions and Notations

A graphG is an ordered set of its vertex setV(G) and edge setE(G) and is denoted byG = (V(G),E(G)).
We assume throughout this paper that all graphs are undirected, simple and connected, unless otherwise
stated. Therefore, an edgee ∈ E(G) is an unordered pair of verticesu andv, which areend verticesof
e, and we often denote it bye = (u, v). Two verticesu andv areadjacentif (u, v) ∈ E(G). A graph
G = (V(G),E(G)) is calledbipartite if the vertex setV(G) can be divided into two disjoint setsV1 and
V2 such that every edge inE(G) connects a vertex inV1 and one inV2; suchG is denoted by (V1,V2,E).

For a graphG, the (open) neighborhoodof a vertexv ∈ V(G) is the setNG(v) = {u ∈ V(G) |
(u, v) ∈ E(G)}, and theclosed neighborhoodof v is the setNG[v] = NG(v) ∪ {v}. The degreeof a
vertexv is |NG(v)|, and is denoted bydG(v). We use∆(G) to denote the maximum degree of a graph
G. A vertex whose degree is∆(G) is calledmajor. We often dropG in these notations if there are
no confusions. A vertex whose degree is 1 is called aleaf vertex, or simply aleaf. A path in G is
a sequencev1, v2, . . . , vℓ of vertices such that (vi , vi+1) ∈ E for i = 1, 2, . . . , ℓ − 1, or equivalently, a
sequence (v1, v2), (v2, v3), . . . , (vℓ−1, vℓ) of edges (vi , vi+1) for i = 1, 2, . . . , ℓ − 1. A pathv1, v2, . . . , vℓ is a
cycleif v1 = vℓ. A graph is atree if it is connected and has no cycle.

In describing algorithms, it is convenient to regard the input tree to be rooted at a leaf vertexr. Then
we can define the parent-child relationship on vertices in the usual way. For a rooted tree, itsheight is
the length of the longest path from the root to a leaf. For any vertexv, the set of its children is denoted
by C(v). For a vertexv, defined′(v) = |C(v)|.

2.2 Chang and Kuo’s Algorithm

We first review some significant properties onL(2, 1)-labeling of graphs or trees that have been used so
far for designingL(2, 1)-labeling algorithms. We can see thatλ(G) ≥ ∆+1 holds for any graphG. Griggs
and Yeh [7] observed that any major vertex inG must be labeled 0 or∆ + 1 whenλ(G) = ∆ + 1, and that
if λ(G) = ∆ + 1, thenNG[v] contains at most two major vertices for anyv ∈ V(G). Furthermore, they
showed thatλ(T) is either∆+ 1 or∆+ 2 for any treeT. By using this fact, Chang and Kuo [3] presented
an O(∆4.5n) time algorithm for computingλ(T).

Next we review the idea of Chang and Kuo’s dynamic programming algorithm (CK algorithm) for
theL(2, 1)-labeling problem of trees, since our linear time algorithm also depends on the same formula of
the principle of optimality. The algorithm determines ifλ(T) = ∆ + 1, and if so, we can easily construct
the labeling withλ(T) = ∆ + 1.

Before explaining the idea, we introduce some notations. Weassume for explanation thatT is rooted
at some leaf vertexr. Given a vertexv, we denote the subtree ofT rooted atv by T(v). Let T(u, v) be a
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tree rooted atu that formsT(u, v) = ({u} ∪ V(T(v)), {(u, v)} ∪ E(T(v))). Note that thisu is just a virtual
vertex for explanation andT(u, v) is uniquely determined byT(v). ForT(u, v), we define

δ((u, v), (a, b)) =

{

1, if λ(T(u, v) | f (u) = a, f (v) = b) ≤ ∆ + 1,
0, otherwise,

whereλ(T(u, v) | f (u) = a, f (v) = b) denotes theL(2, 1)-labeling number onT(u, v) under the condition
that f (u) = a and f (v) = b, i.e., the minimumk of k-L(2, 1)-labeling onT(u, v) satisfying f (u) = a and
f (v) = b. Thisδ function satisfies the following formula:

δ((u, v), (a, b)) =



















1, if there is an injective assignmentg : {w1,w2, . . . ,wd′(v)} → {0, 1, . . . ,∆ + 1}
−{a, b− 1, b, b+ 1} such thatδ((v,wi), (b, g(wi )) = 1 for eachi,

0, otherwise,

wherew1, . . . ,wd′(v) are the children ofv. The existence of such an injective assignmentg is formalized
as the maximum matching problem: For a bipartite graphG(u, v, a, b) = (C(v),X,E(u, v, a, b)), where
C(v) = {w1,w2, . . . ,wd′(v)}, X = {0, 1, . . . ,∆,∆ + 1} andE(u, v, a, b) = {(w, c) | δ((v,w), (b, c)) = 1, c ∈
X−{a},w ∈ C(v)}, we can see that there is an injective assignmentg: {w1,w2, . . . ,wd′(v)} → {0, 1, . . . ,∆+
1} − {a, b− 1, b, b+ 1} if there exists a matching of sized′(v) in G(u, v, a, b). Namely, forT(u, v) and two
labelsa andb, we can easily (i.e., in polynomial time) determine the value ofδ((u, v), (a, b)) if the values
of δ function forT(v,wi) and any two pairs of labels are given. Now lett(v) be the time for calculating
δ((u, v), (∗, ∗)) for vertexv. CK algorithm solves the bipartite matching problems of O(∆) vertices and
O(∆2) edges O(∆2) times for eachv, in order to obtainδ-values for all combinations of labelsa andb.
This amountst(v) = O(∆2.5) × O(∆2) = O(∆4.5), where the first O(∆2.5) is the time complexity of the
bipartite matching problem [10]. Thus the total running time is

∑

v∈V t(v) = O(∆4.5n).

3 An O(n1.75)-time Algorithm and its Ideas

In this section, we review the ideas of the O(n1.75)-time algorithm presented in [8]. The algorithm is
described in Algorithm 1, and it contains two subroutines (Algorithms 2 and 3).

Algorithm 1 Label-Tree
1: Do Preprocessing (Algorithm 2).
2: If N[v] contains at least three major vertices for some vertexv ∈ V, output “No”. Halt.
3: If the number of major vertices is at most∆ − 6, output “Yes”. Halt.
4: ForT(u, v) with v ∈ VQ (its height is 2), letδ((u, v), (a, 0)) := 1 for each labela , 0, 1,δ((u, v), (a,∆+ 1)) := 1

for each labela , ∆,∆ + 1, andδ((u, v), (∗, ∗)) := 0 for any other pair of labels. Leth := 3.
5: For all T(u, v) of height h, computeδ((u, v), (∗, ∗)) (Computeδ((u, v), (∗, b)) for each b by Maintain-
matching(G(u, v,−, b)) (Algorithm 3).

6: If h = h∗ whereh∗ is the height of rootr of T, then goto Step 7. Otherwise leth := h+ 1 and goto Step 4.
7: If δ((r, v), (a, b)) = 1 for some (a, b), then output “Yes”. Otherwise output “No”. Halt.

Algorithm 2 Preprocessing
1: Check if there is a leafv whose unique neighboru has degree less than∆. If so, removev and edge (u, v) from

T until such a leaf does not exist.
2: Check if there is a path component whose size is at least 4, sayv1, v2, . . . , vℓ, and letv0 andvℓ+1 be the unique

adjacent vertices ofv1 andvℓ other thanv2 andvℓ−1, respectively. If it exists, assumeT is rooted atv1, divide
T into T1 := T(v1, v0) andT2 := T(v4, v5), and removev2 andv3. Continue this operation until such a path
component does not exist.
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Algorithm 3 Maintain-Matching(G(u, v,−, b))
1: Find a maximum bipartite matchingM of G(u, v,−, b). If G(u, v,−, b) has no matching of sized′(v), output

δ((u, v), (∗, b)) asδ((u, v), (i, b)) = 0 for every labeli.
2: Let X′ be the set of unmatched vertices underM. For each label vertexi that is reachable from a vertex in

X′ via M-alternating path, letδ((u, v), (i, b)) = 1. For the other verticesj, let δ((u, v), ( j, b)) = 0. Output
δ((u, v), (∗, b)).

The running time O(n1.75) is roughly achieved by two strategies. One is that the problem can be
solved by a simple linear time algorithm if∆ = Ω(

√
n). The other is that we can solve the problem for

any input trees in O(∆1.5n) time. The ideas used in the latter strategy play key roles also in our new linear
time algorithm. In the following subsections, we will see more detailed ideas.

Efficient Search of Augmenting Paths in Solving Bipartite Matchings

Recall that CK algorithm computes the maximum bipartite matching to calculateδ((u, v), (a, b)) for every
pair of labelsa andb; the bipartite matching is solved∆2 times perδ((u, v), (∗, ∗)). The first idea of the
speedup is that, we do not solve the bipartite matching problems every time from scratch, but reuse the
obtained matching structure. We focus on the fact that the graphsG(u, v, a, b) andG(u, v, a′, b) has almost
the same topology except edges from vertices correspondingto a or a′. To utilize this fact, we solve the
bipartite matching problem forG(u, v,−, b), whereE(u, v,−, b) = {(w, c) | δ((v,w), (b, c)) = 1, c ∈ X,w ∈
C(v)}, instead ofG(u, v, a, b) for a specifica. A maximum matching of thisG(u, v,−, b) satisfies the
following properties:

Property 1 (Lemma 3 [8])If G(u, v,−, b) has no matching of size d′(v), thenδ((u, v), (i, b)) = 0 for any
label i. �

Property 2 (Lemma 4 [8])δ((u, v), (i, b)) = 1 if and only if vertex i can be reached by an M-alternating
path from some vertex in X′ in G(u, v,−, b), where M denotes a maximum matching of G(u, v,−, b) (of
size d′(v)). �

From these properties, we can see that Algorithm Maintain-Matching (Algorithm 3) correctly computes
δ((u, v), (∗, b)). Since Step 2 of Maintain-Matching is performed by a single graph search, the total
running time of Maintain-Matching is O(∆1.5d′(v)) +O(∆d′(v)) = O(∆1.5d′(v)) (for solving the bipartite
matching ofG(u, v,−, b), which has O(∆) vertices and O(∆d′(v)) edges, and for a single graph search).
Since this calculation is done for allb, we havet(v) = O(∆2.5d′(v)), which improves the running time
t(v) = O(∆4.5) of the original CK algorithm.

Preprocessing Operations and Amortized Analysis

The other technique of the speedup is based on preprocessingoperations and amortized analysis. We
introduce preprocessing operations for an input tree (Preprocessing, Algorithm 2), where a sequence of
consecutive verticesv1, v2, . . . , vℓ is called apath componentif (vi , vi+1) ∈ E for all i = 1, 2, . . . , ℓ−1 and
d(vi ) = 2 for all i = 1, 2, . . . , ℓ, andℓ is called thesizeof the path component. They are carried out (1)
to remove the vertices that are ‘irrelevant’ to theL(2, 1)-labeling number, and (2) to divideT into several
subtrees that preserve theL(2, 1)-labeling number. It is easy to show that neither of the operations affects
the L(2, 1)-labeling number. Note that, these operations may not reduce the size of the input tree, but
more importantly, they restrict the shape of input trees, which enables an amortized analysis.

After the preprocessing operations, the input trees satisfy the following properties.

Property 3 All vertices connected to a leaf vertex are major vertices. �
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Property 4 The size of any path component of T is at most3. �

By Property 3, if we go down the resulting tree from a root, then we reach a major vertex whose
children are all leaves. For the setVQ of such vertices, we can observe the following: (1) forv ∈ VQ

δ((u, v), (a, b)) = 1 if and only if b = 0 or ∆ + 1 and |a − b| ≥ 2, (2) |VQ| ≤ n/∆. Note that (1)
implies that we do not need to solve the bipartite matching toobtainδ-values. Also (2) and Property 4
imply that |V − VQ − VL| = O(n/∆), whereVL is the set of all leaf vertices. (This can be obtained by
pruning leaf vertices and regardingVQ vertices as new leaves.) Since we do not have to compute bipartite
matchings forv ∈ VL ∪ VQ, and this implies that

∑

v∈V t(v) = O(
∑

v∈V−VL−VQ
t(v)), which turned out to be

O(∆2.5∑
v∈V−VL−VQ

d′′(v)), whered′′(v) = |C(v)−VL|. Since
∑

v∈V−VL−VQ
d′′(v) = |V−VL−VQ|+ |VQ|−1 =

O(n/∆), we obtain
∑

v∈V−VL−VQ
t(v) = O(∆1.5n).

4 Label Compatibility and Flow-based Computation ofδ

As mentioned in Section 3, we can achieve an efficient computation ofδ-values by reusing the matching
structures, which is one of keys of the running time O(n1.75) of Algorithm 1. In this section, we introduce
another technique of the speedup of the computation ofδ-values. The faster computation ofδ-values
is based on a maximum flow algorithm instead of a maximum matching algorithm used in Section 3.
Seemingly, this sounds a bit strange, because the time complexity of the maximum flow problem is
larger than the one of the bipartite matching problem. The trick is that the new flow-based computation
uses a smaller network (graph) than the graphG(u, v,−, b), which is used in the bipartite matching. To
this end, we introduce the notion of label compatibility (Subsection 4.1), which enables us to treat several
labels equivalently under the computation ofδ-values (Subsection 4.2).

4.1 Label Compatibility and Neck/head Levels

Let Lh = {h, h + 1, . . . ,∆ − h,∆ − h + 1}. Let T be a tree rooted atv, andu < V(T). We say thatT is
head-Lh-compatibleif δ((u, v), (a, b)) = δ((u, v), (a′ , b)) for all a, a′ ∈ Lh andb ∈ L0 with |a− b| ≥ 2 and
|a′ − b| ≥ 2. Analogously, we say thatT is neck-Lh-compatible ifδ((u, v), (a, b)) = δ((u, v), (a, b′)) for
all a ∈ L0 andb, b′ ∈ Lh with |a − b| ≥ 2 and|a− b′| ≥ 2. The neck and head levels ofT are defined as
follows:

Definition 1 Let T be a tree rooted at v, and u< V(T).
(i) Theneck level (resp.,head level)of T is 0 if T is neck-L0-compatible(resp., head-L0-compatible).
(ii) Theneck level (resp.,head level)of T is h(≥ 1) if T is not neck-Lh−1-compatible(resp., head-Lh−1-
compatible) but neck-Lh-compatible(resp., head-Lh-compatible).

An intuitive explanation of neck-Lh-compatibility (resp., head-Lh-compatibility) ofT is that if forT(u, v),
a label inLh is assigned tov (resp.,u) under (∆ + 1)-L(2, 1)-labeling ofT(u, v), the label can be replaced
with another label inLh without violating a proper (∆ + 1)-L(2, 1)-labeling; labels inLh are compatible.
The neck and head levels ofT represent the bounds ofLh-compatibility ofT.

For the relationship between the neck/head levels and the tree size, we can show the following lemma,
although the proof has been moved to the Appendix, due to space limitation:

Lemma 2 Let T′ be a subtree of T. If|V(T′)| ≤ (∆− 3− 2h)h/2 − 1 and∆ − 2h ≥ 10, then the head level
and neck level of T′ are both at most h.

By this lemma, we obtain the following theorem:

Theorem 3 For a treeT, both the head and neck levels ofT are O(log|V(T)|/ log∆).
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4.2 Flow-based Computation ofδ

Now we are ready to explain the faster computation ofδ-values. Recall thatδ((u, v), (a, b)) = 1 holds
if there exists a matching ofG(u, v, a, b) in which all C(v) vertices are just matched; which vertex is
matched to a vertex inX does not matter. From this fact, we can treat vertices inX corresponding to
Lh equally in computingδ, if T is neck- and head-Lh-compatible. The idea of the fast computation of
δ-values is that, by bundling compatible vertices inX of G, we reduce the size of a graph (or a network)
to compute the assignments of labels, which is no longer the maximum matching; the maximum flow.

Algorithm Maintain-Matching in Section 3 computesδ-values not by solving the maximum match-
ings ofG(u, v, a, b) for all pairs ofa andb but by finding a maximum matchingM of G(u, v,−, b) once
and then searchingM-alternating paths. In the new flow-based computation, we adopt the same strategy;
for a treeT(v) whose head and neck levels are at mosth(v), we prepare not a network for a specific pair of
(a, b), sayN(u, v, a, b), but a general networkN(u, v,−, b) = ({s, t} ∪C(v) ∪ Xh(v),E(v) ∪ EX ∪ Eδ, cap),
where Xh(v) = {c ∈ (L0 − Lh(v)) ∪ {h(v)}}, E(v) = {(s,w) | w ∈ C(v)}, EX = {(c, t) | c ∈ Xh(v)},
Eδ = {(w, c) | w ∈ C(v), c ∈ Xh(v)}, andcap(e) function is defined as follows: for∀e ∈ E(v), cap(e) = 1,
for e = (w, c) ∈ Eδ, cap(e) = 1 if δ((v,w), (b, c)) = 1, cap(e) = 0 otherwise, and fore = (c, t) ∈ EX,
cap(e) = 1 if c , h(v), cap(e) = |Lh(v) − {b, b + 1, b − 1}| if c = h(v). See Figure 1 for an example of
N(u, v,−, b) in Appendix.

For a maximum flowψ : e→ R+, we redefineX′ as{c ∈ Xh | cap((c, t)) − ψ((c, t)) ≥ 1}. By the flow
integrality and arguments similarly to Properties 1 and 2, we can obtain the following properties:

Lemma 4 If N(u, v,−, b) has no flow of size d′(v), thenδ((u, v), (i, b)) = 0 for any label i. �

Lemma 5 δ((u, v), (i, b)) = 1 if and only if vertex i can be reached by anψ-alternating path from some
vertex in X′ in N(u, v,−, b). �

Here,ψ-alternating path is defined as follows: Given a flowψ, a path is calledψ-alternating if its edges
alternately satisfycap(e)−ψ(e) ≥ 1 andψ(e) ≥ 1. By these lemmas, we can obtainδ((u, v), (∗, b))-values
for b by solving the maximum flow ofN(u, v,−, b) once and then applying a single graph search.

The current fastest algorithm for solving the maximum flow problem runs in O(min{m1/2, n2/3}
mlog(n2/m) logU) = O(n2/3mlogn logU) time, whereU, n andm are the maximum capacity of edges,
the number of vertices and edges, respectively [6]. Thus therunning time of calculatingδ((u, v), (a, b))
for a pair (a, b) is

O((h(v) + d′′(v))2/3(h(v)d′′(v)) log(h(v) + d′′(v)) log∆) = O(∆2/3(h(v)d′′(v)) log2∆),

sinceh(v) ≤ ∆ andd′′(v) ≤ ∆ (recall thatd′′(v) = |C(v) − VL|). By using a similar technique of updat-
ing matching structures introduced in [8], we can obtainδ((u, v), (∗, b)) in O(∆2/3(h(v)d′′(v)) log2∆) +
O(h(v)d′′(v)) = O(∆2/3(h(v)d′′(v)) log2∆) time. Since the number of candidates forb is also bounded by
h(v) from the neck/head level property, we have the following lemma.

Lemma 6 δ((u, v), (∗, ∗)) can be computed in O(∆2/3(h(v))2d′′(v) log2∆) time, i.e., t(v) = O(∆2/3(h(v))2

d′′(v) log2∆). �

Combining this with
∑

v∈Vδ d′′(v) = O(n/∆) shown in Section 3, we can show that the total running
time for computingL(2, 1)-labeling number is O(n(max{h(v)})2(∆−1/3 log2∆)). By applying Theorem 3,
we have the following theorem:

Theorem 7 For trees, the L(2, 1)-labeling problem can be solved in O(min{n log2 n,∆1.5n}) time. Fur-
thermore, if n= O(∆poly(log∆)), it can be solved in O(n) time. �

Only by directly applying Theorem 3 (actually Lemma 2), we obtain much faster running time than
the previous one. In the following section, we present a linear time algorithm, in which Lemma 2 is used
in a different way.

6



5 Proof of Linear Running Time

As mentioned in Section 3, in [8], one of keys of the achievement of the running time O(∆1.5n) = O(n1.75)
is equation

∑

v∈Vδ d′′(v) = O(n/∆), whereVδ is the set of vertices in whichδ-values should be computed
via the matching-based algorithm; since the computation ofδ-values for eachv is done in O(∆2.5d′′(v))
time, it takes

∑

v∈Vδ O(∆2.5d′′(v)) = O(∆1.5n) time in total. This equation is derived from the fact that in
leaf vertices we do not need to solve the matching to computeδ-values, and any vertex with height 1 has
∆ − 1 leaves as its children after the preprocessing operation.

In our new algorithm, we generalize this idea: By replacing leaf vertices with subtrees with size at
least∆4 in the above argument, we can obtain

∑

v∈Vδ d′′(v) = O(n/∆4), and in total, the running time
∑

v∈Vδ O(∆2.5d′′(v)) = O(n) is roughly achieved. Actually, this argument contains a cheating, because a
subtree with size at most∆4 is not always connected to a major vertex, whereas a leaf is, which is well
utilized to obtain

∑

v∈Vδ d′′(v) = O(n/∆). Also, whereas we can neglect leaves to computeδ-values, we
cannot neglect such subtrees. We resolve these problems by best utilizing the properties of neck/head
levels and the maximum flow techniques introduced in Section4.

5.1 Efficient Assignment of Labels for Computingδ

In this section, by compiling observations and techniques for assigning labels in the computation of
δ((u, v), (∗, ∗)) for v ∈ V, given in Sections 2–4, we will design an algorithm to run in linear time within
the DP framework. Throughout this section, we assume that aninput treeT satisfies Properties 3 and 4.
Below, we first partition the vertex setV into five types of subsets defined later, and give a linear time
algorithm for computing the value ofδ functions, specified for each type.

We here start with defining such five types of subsetsVi (i = 1, . . . , 5). Throughout this section, for
a treeT′, we may denote|V(T′)| simply by |T′|. Let VM be the set of verticesv ∈ V such thatT(v)
is a “maximal” subtree ofT with |T(v)| ≤ ∆5; i.e., for the parentu of v, |T(u)| > ∆5. Divide VM into
two setsV(1)

M := {v ∈ VM | |T(v)| ≥ (∆ − 19)4} andV(2)
M := {v ∈ VM | |T(v)| < (∆ − 19)4} (notice that

VL ⊆ ∪v∈VM V(T(v))). Defined̃(v) := |C(v) − V(2)
M | (= d′(v) − |C(v) ∩ V(2)

M |). Let

V1 := ∪v∈VM V(T(v)),
V2 := {v ∈ V − V1 | d̃(v) ≥ 2},
V3 := {v ∈ V − V1 | d̃(v) = 1,C(v) ∩ (V(2)

M − VL) = ∅},
V4 := {v ∈ V − (V1 ∪ V3) | d̃(v) = 1,

∑

w∈C(v)∩(V(2)
M −VL) |T(w)| ≤ ∆(∆ − 19)},

V5 := {v ∈ V − (V1 ∪ V3) | d̃(v) = 1,
∑

w∈C(v)∩(V(2)
M −VL) |T(w)| > ∆(∆ − 19)}.

Notice thatV = V1 ∪ V2 ∪ V3 ∪ V4 ∪ V5, and thatVi ∩ V j = ∅ for eachi, j with i , j.
Here we describe an outline of the algorithm for computingδ((u, v), (∗, ∗)), v ∈ V, named Compute-

δ(v), which can be regarded as a subroutine of the DP framework. In the subsequent subsections, we show
that for eachVi , δ((u, v), (∗, ∗)), v ∈ Vi can be computed in linear time in total; i.e., O(

∑

v∈Vi
t(v)) = O(n).

Namely, we have the following theorem.

Theorem 8 For trees, the L(2, 1)-labeling problem can be solved in linear time.

The proof forV3 and the proofs of several lemmas have been moved to the Appendix.

5.2 Computation ofδ-value for V1

For eachv ∈ VM, we have O(
∑

w∈T(v) t(w)) = O(|T(v)|), by Theorem 7 and|T(v)| = O(∆5). Hence, we
have O(

∑

v∈V1
t(v)) = O(|V1|).
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Algorithm 4 Compute-δ(v)
1: /** Assume that the head and neck levels ofT(v) are at mosth. ** /
2: If v ∈ V1 ∪ V2, then for eachb ∈ (L0 − Lh) ∪ {h}, computeδ((u, v), (∗, b)) by the max-flow computation in the

networkN(u, v,−, b) defined in Subsection 4.2.
3: If v ∈ V3, execute the following procedure for eachb ∈ L0 in the case ofC(v) ∩ VL = ∅, and for each

b ∈ {0,∆ + 1} in the case ofC(v) ∩ VL , ∅. /** Let w∗ denote the unique child ofv not in V(2)
M .** /

3-1: If |{c | δ((v,w∗), (b, c)) = 1}| ≥ 2, then letδ((u, v), (∗, b)) := 1.
3-2: If {c | δ((v,w∗), (b, c)) = 1} = {c∗}, then letδ((u, v), (c∗, b)) := 0 andδ((u, v), (a, b)) := 1 for all other labels

a < {b− 1, b, b+ 1}.
3-3: If |{c | δ((v,w∗), (b, c)) = 1}| = 0, then letδ((u, v), (∗, b)) := 0.
4: If v ∈ V4∪V5, then similarly to the case ofv ∈ V1∪V2, computeδ((u, v), (∗, ∗)) by the max-flow computation

in a network such asN(u, v,−, b) specified for this case (details will be described in Subsec. 5.4 and 5.5).

5.3 Computation ofδ-value for V2

By Lemma 6, we can observe that
∑

v∈V2
t(v) = O(

∑

v∈V2
∆2/3d′(v)h2 log2∆) = O(∆8/3 log2∆

∑

v∈V2
d′(v))

(note thath ≤ ∆ andd′′(v) ≤ d′(v)). Now, we haved′(v) ≤ d̃(v) + ∆ ≤ ∆d̃(v). It follows that
∑

v∈V2
t(v) =

O(∆11/3 log2∆
∑

v∈V2
d̃(v)). Below, in order to show that

∑

v∈V2
t(v) = O(n), we prove that

∑

v∈V2
d̃(v) =

O(n/∆4).
By definition, there is no vertex whose all children are vertices inV(2)

M , since if there is such a vertex
v, then for eachw ∈ C(v), we have|T(w)| < (∆ − 19)4 and hence|T(v)| < ∆5, which contradicts the
maximality of T(w). It follows that each leaf vertex belongs toV(1)

M in the treeT′ obtained fromT by

deleting all vertices inV1 − V(1)
M (note thatV(T′) = V(1)

M ∪ V2 ∪ V3 ∪ V4 ∪ V5). Hence,

|V(T′)| − 1 = |E(T′)| = 1
2

∑

v∈V(T′) dT′(v)
= 1

2(|V(1)
M | +

∑

v∈V2∪V3∪V4∪V5
(d̃(v) + 1)− 1)

= 1
2(|V(1)

M | +
∑

v∈V2
(d̃(v) + 1)+ 2|V3| + 2|V4| + 2|V5| − 1)

≥ 1
2 |V

(1)
M | +

3
2 |V2| + |V3| + |V4| + |V5| − 1

2

(the last inequality follows fromd̃(v) ≥ 2 for all v ∈ V2). Thus,|V(1)
M | − 1 ≥ |V2|. Therefore, we can

observe that
∑

v∈V2
d̃(v) = |E(T′)| − |V3| − |V4| − |V5| = |V(1)

M | + |V2| − 1 ≤ 2|V(1)
M | − 2. Notice that the

first equality follows from|E(T′)| =
∑

v∈V2∪V3∪V4∪V5
d̃(v) =

∑

v∈V2
d̃(v) + |V3| + |V4| + |V5| and that the

second equality follows from|E(T′)| = |V(T′)| − 1 = |V(1)
M | + |V2| + |V3| + |V4| + |V5| − 1. It follows by

|V(1)
M | = O(n/∆4) that

∑

v∈V2
d̃(v) = O(n/∆4).

5.4 Computation ofδ-value for V4

We first claim that|V4| = O(n/∆). Since each leaf is incident to a major vertex by Property 3,note that

for eachw ∈ VM − VL, we have|T(w)| ≥ ∆. (1)

Now, by definition, we haveC(v) ∩ (V(2)
M − VL) , ∅ and hence|V4| = O(n/∆), which is derived from the

fact that the total number of descendants of a child inV(2)
M − VL of each vertex inV4 is at least∆|V4|.

Here, we first observe several properties of vertices inV4 before describing an algorithm for comput-
ing δ-values. Letv ∈ V4. By (1) and

∑

w∈C(v)∩(V(2)
M −VL) |T(w)| ≤ ∆(∆ − 19), we have

|C(v) ∩ (V(2)
M − VL)| ≤ ∆ − 19. (2)

Intuitively, (2) indicates that the number of labels to be assigned forV(2)
M − VL is relatively small. Now,

the head and neck levels ofT(w) are at most 8 for eachw ∈ V(2)
M (3)
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by Lemma 2 and|T(w)| < (∆ − 19)4 (note that we assume that∆ ≥ 26, since otherwise the original CK
algorithm is already a linear time algorithm). Hence, we canobserve that there are many possible feasible
assignments forV(2)

M − VL; i.e., we can see that if we can assign labels to some restricted children ofv
properly, then there exists a proper assignment for the whole children ofv, as observed in the following
Lemma 9. For a labelb, we divideC(v)∩ (V(2)

M −VL) into two subsetsC1(b) := {w ∈ C(v) ∩ (V(2)
M −VL) |

δ((v,w), (b, c)) = 1 for all c ∈ L8−{b−1, b, b+1}} andC2(b) := {w ∈ C(v)∩(V(2)
M −VL) | δ((v,w), (b, c)) = 0

for all c ∈ L8 − {b − 1, b, b + 1}} (notice that by (3), the neck level ofT(w), w ∈ C(v) ∩ (V(2)
M − VL), is

at most 8, and hence we haveC(v) ∩ (V(2)
M − VL) = C1(b) ∪ C2(b)). Let w∗ be the unique child ofv in

C(v) − V(2)
M . By the following property, we have only to consider the assignments for{w∗} ∪C2(b).

Lemma 9 Let a and b be labels with|b − a| ≥ 2 such that b∈ L0 if C(v) ∩ VL = ∅ and b∈ {0,∆ + 1}
otherwise. Then,δ((u, v), (a, b)) = 1 if and only if there exists an injective assignment g: {w∗} ∪C2(b) →
L0 − {a, b− 1, b, b+ 1} such thatδ((v,w), (b, g(w))) = 1 for each w∈ {w∗} ∪C2(b).

Below, we show how to computeδ((u, v), (∗, b)) for a fixed b, whereb ∈ L0 if C(v) ∩ VL = ∅ and
b ∈ {0,∆ + 1} otherwise. If|C2(b)| ≥ 17, thenδ((u, v), (∗, b)) = 0 because in this case, there exists
somew ∈ C2(b) to which any label inL0 − L8 cannot be assigned since|L0 − L8| = 16. Assume that
|C2(b)| ≤ 16. There are the following three possible cases: (Case-1)δ((v,w∗), (b, ci)) = 1 for at least two
labelsc1, c2 ∈ L8, (Case-2)δ((v,w∗), (b, c1)) = 1, for exactly one labelc1 ∈ L8, and (Case-3) otherwise.

(Case-1) By assumption, for anya, δ((v,w∗), (b, c)) = 1 for somec ∈ L8 − {a}. This, together with
Lemma 9, implies that we have only to check whether there exists an injective assignmentg : C2(b) →
L0 − L8 − {a, b− 1, b, b+ 1} such thatδ((v,w), (b, g(w))) = 1 for eachw ∈ C2(b) (note that by definition,
δ((v,w), (b, c)) = 0 for anyw ∈ C2(b), c ∈ L8). According to Section 4.2, this can be done by utilizing
the maximum flow computation on the subgraphN ′ ofN(u, v,−, b) induced by{s, t} ∪C2(b)∪X′ where
X′ = {0, 1, . . . , 7, ∆ − 6,∆ − 5, . . . ,∆ + 1}. Obviously, the size ofN ′ is O(1) and it follows that its time
complexity is O(1).

(Case-2) For alla , c1, the value ofδ((u, v), (a, b)) can be computed similarly to Case-1. Consider
the case wherea = c1. In this case, ifδ((v,w∗), (b, c)) = 1 holds, then it turns out thatc ∈ L0 − L8.
Hence, by Lemma 9, it suffices to check whether there exists an injective assignmentg : {w∗} ∪C2(b) →
L0 − L8 − {b − 1, b, b + 1} such thatδ((v,w), (b, g(w))) = 1 for eachw ∈ {w∗} ∪ C2(b). Similarly
to Case-1, this can be done in O(1) time, by utilizing the subgraphN ′′ of N(u, v,−, b) induced by
{s, t} ∪ (C2(b) ∪ {w∗}) ∪ X′.

(Case-3) By assumption, ifδ((v,w∗), (b, c)) = 1 holds, then it turns out thatc ∈ L0 − L8. Similarly to
the case ofa = c1 in Case-2, by usingN ′′, we can compute the values ofδ((u, v), (∗, b)) in O(1) time.

Finally, we analyze the time complexity for computingδ((u, v), (∗, ∗)). It is dominated by that for
computingC1(b), C2(b), andδ((u, v), (∗, b)) for eachb ∈ L0. By (3), we haveCi(b) = Ci(b′) for all
b, b′ ∈ L8 and i = 1, 2. It follows that the computation forC1(b) andC2(b), b ∈ L0 can be done in
O(|C(v)∩ (V(2)

M −VL)|) time. On the other hand, the values ofδ((u, v), (∗, b)) can be computed in constant
time in each case of Cases-1, 2 and 3 for a fixedb. Thus, we can observe that the time complexity for
computingδ((u, v), (∗, ∗)) is O(|C(v)∩ (V(2)

M −VL)|+∆) = O(∆). This together with|V4| = O(n/∆) implies
that the values ofδ((u, v), (∗, ∗)) for vertices inV4 can be computed in O(n) time.

5.5 Computation ofδ-value for V5

In the case ofV4, since the number of labels to be assigned is relatively small, we can properly assign
labels toC1(b) even after determining labels for{w∗} ∪ C2(b); we just need to solve the maximum flow
of a small network in which vertices corresponding toC1(b) are omitted. In the case ofV5, however, the
number of labels to be assigned is not small enough, and actually it is sometimes tight. Thus we need
to assign labels carefully, that is, we need to solve the maximum flow problem in which the network
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contains vertices corresponding toC1(b). Instead of that, we can utilize the inequality|V5| ≤ n
∆(∆−19) =

O(n/∆2), which is derived from
∑

w∈C(v)∩(V(2)
M −VL) |T(w)| > ∆(∆ − 19).

Below, in order to show that O(
∑

v∈V5
t(v)) = O(n), we prove that the values ofδ((u, v), (∗, b)) can be

computed in O(∆) time for a fixedb. A key is that the childrenw ∈ C(v) ∩ V(2)
M of v can be classified

into 217 (= O(1)) types, depending on itsδ-values (δ((v,w), (b, i)) | i ∈ (L0 − L8) ∪ {8}), since for each
suchw, the head and neck levels ofT(w) are at most 8, as observed in (3). We denote the characteristic
vector (δ((v,w), (b, i)) | i ∈ (L0 − L8) ∪ {8}) by (xw). Furthermore, by the following lemma, we can
see thatδ((u, v), (∗, b)) can be obtained by checkingδ((u, v), (a, b)) for O(1) candidates ofa, where we
let w∗ be the unique child ofv not in V(2)

M ; namely, we have only to checka ∈ (L0 − L8) ∪ {8} if |{c ∈
L8−{b−1, b, b+1} | δ((v,w∗), (b, c)) = 1}| , 1, anda ∈ (L0−L8)∪{c′} wherec′ ∈ L8−{b−1, b, b+1, c∗}
if {c ∈ L8 − {b− 1, b, b+ 1} | δ((v,w∗), (b, c)) = 1} = {c∗}.

Lemma 10 If δ((u, v), (a1, b)) , δ((u, v), (a2, b)) for some a1, a2 ∈ L8 − {b − 1, b, b + 1} (say,δ((u, v),
(a1, b)) = 1), then we haveδ((v,w∗), (b, a2)) = 1andδ((v,w∗), (b, a)) = 0 for all a ∈ L8−{a2, b−1, b, b+1},
and moreover,δ((u, v), (a, b)) = 1 for all a ∈ L8 − {a2, b− 1, b, b+ 1}.

From these observations, it suffices to show thatδ((u, v), (a, b)) can be computed in O(∆) time for a
fixed paira, b. We will prove this by applying the maximum flow techniques observed in Section 4.2 to
the networkN ′(u, v, a, b) with O(1) vertices, O(1) edges, and O(∆) units of capacity, defined as follows:

N ′(u, v, a, b) = ({s, t} ∪U8 ∪ {w∗} ∪ X8,E8 ∪ E′X ∪ E′δ, cap),

whereU8 = {(xw) | w ∈ C(v)}, X8 = {0, 1, . . . , 7,∆ − 6,∆ − 5, . . . ,∆ + 1} ∪ {8}, E8 = {s} × (U8 ∪ {w∗}),
E′
δ
= (U8 ∪ {w∗}) × X8, E′X = X8 × {t}. We note that (xw)c = δ((v,w), (b, c)). For example, forw,

vector (xw) = (101....1) means thatw satisfies (xw)0 = δ((v,w), (b, 0)) = 1, (xw)1 = δ((v,w), (b, 1)) =
0, (xw)2 = δ((v,w), (b, 2)) = 1, . . . , (xw)∆+1 = δ((v,w), (b,∆ + 1)) = 1. Notice thatU8 is a set of 0-
1 vector with length 17, and its size is bounded by a constant.When we refer a vertexi ∈ X8, we
sometimes useci instead ofi to avoid a confusion. For the vetex sets and the edge sets, itscap(e)
function is defined as follows: Fore = (s, (x)) ∈ {s} × U8 ⊂ E8, cap(e) = |{w | (x) = (xw)}|. For
(s,w∗) ∈ E8, cap(e) = 1. If a ∈ X8 − {c8}, then fore= (u′, a) ∈ E′

δ
with u′ ∈ U8 ∪ {w∗}, cap(e) = 0. For

e = ((xw), c) ∈ U8 × (X8 − {a, c8}) ⊂ E′
δ
, cap(e) = (xw)c, and fore = (w∗, c) ∈ E′

δ
with c ∈ X8 − {a, c8},

cap(e) = δ((v,w∗), (b, c)). For e = ((xw), c8) ∈ U8 × {c8} ⊂ E′
δ
, cap(e) = |L8 − {a, b − 1, b, b + 1}| if

(xw)8 = 1, andcap(e) = 0 otherwise. For (w∗, c8) ∈ E′
δ
, cap(e) = 1 if δ((v,w∗), (b, c)) = 1 for some

c ∈ L8 − {a, b− 1, b, b+ 1}, andcap(e) = 0 otherwise. Fore= (c, t) ∈ (X8 − {c8}) × {t} ⊂ E′X, cap(e) = 1.
Fore= (c8, t) ∈ E′X, cap(e) = |L8 − {a, b− 1, b, b+ 1}|.

This network is constructed differently fromN(u, v,−, b) in two points. One is that in the new
N ′(u, v, a, b), not only label vertices but alsoC(v) vertices are bundled toU8. For each arce= ((xw), c8) ∈
E′
δ
, cap(e) is defined by|L8 − {a, b − 1, b, b + 1}| if ( xw)8 = 1 and 0 otherwise. This follows from the

neck level ofT(w) for w ∈ C(v) − {w∗} is at most 8; i.e., we haveδ((v,w), (b, c)) = δ((v,w), (b, c′))
for all c, c′ ∈ L8 − {b − 1, b, b + 1}. The other is that the arc (w∗, c8) is set in a different way from
the ones inN(u, v,−, b). Notice that neck level ofT(w∗) may not be at most 8;cap((w∗, c8)) = 1
does not imply thatδ((v,w∗), (b, c)) is equal for anyc ∈ L8. Despite the difference of the definition
of cap functions, we can see thatδ((u, v), (a, b)) = 1 if and only if there exists a maximum flow from
s to t with size d′(v) in N ′(u, v, a, b). Indeed, even for a maximum flowψ with size d′(v) such that
ψ(w∗, c8) = 1 (say,δ((v,w∗), (b, c∗)) = 1 for c∗ ∈ L8 − {a, b − 1, b, b + 1}), there exists an injective
assignmentg : C(v)→ L0−{a, b−1, b, b+1} such thatδ((v,w), (b, g(w))) = 1 for eachw ∈ C(v), because
we can assign injectively the remaining labels inL8 (i.e., L8 − {a, b − 1, b, b + 1, c∗}) to all vertices
corresponding toxw with ψ((xw), c8) > 0.

To constructN ′(u, v, a, b), it takes O(d′(v)) time. SinceN ′(u, v, a, b) has O(1) vertices, O(1) edges
and at most∆ units of capacity, the maximum flow itself can be solved in O(log∆) time. Thus, the values
of δ((u, v), (∗, b)) can be computed in O(d′(v) + log∆) = O(∆) time.
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A APPENDIX

This appendix provides the proofs of the results that have been omitted due to space reasons. They
may be read to the discretion of the program committee.

A.1 Figure in Section 4

s t
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cap= δ((v,w1), (b,0))

cap= 1

cap= |Lh − {b,b+ 1,b− 1}| − 1

cap= 1

Figure 1: An example ofN(u, v,−, b) whereh = h(v).

A.2 Proofs of Lemma 2 and Theorem 3

For a treeT′ rooted atv, denote byT′ + (u, v) the tree obtained fromT′ by adding a vertexu < V(T′) and
an edge (u, v). This is similar toT(u, v) defined in Subsection 2.2, however, forT(u, v), u is regarded as
a virtual vertex, while forT′ + (u, v), u may be an existing vertex.

Proof of Lemma 2: Whenh = 1, 2, we have|T′| ≤ ∆ − 6 and hence∆(T′ + (u, v)) ≤ ∆ − 6, wherev
denotes the root ofT′. It follows thatT′+ (u, v) can be labeled by using at most∆(T′+ (u, v))+3 ≤ ∆−3
labels. Thus, in these cases, the head and neck levels are both 0.

Now, we assume by contradiction that this lemma does not hold. Let T1 be such a counterexample
with the minimum size, i.e.,T1 satisfies the following properties (4)–(7):

· |T1| ≤ (∆ − 3− 2h)h/2 − 1. (4)

· The neck or head level ofT1 is at leasth+ 1. (5)

· h ≥ 3 (from the arguments of the previous paragraph). (6)

· For each treeT′ with |T′| < |T1|, the lemma holds. (7)

By (5), there are two possible cases (Case-I) the head level of T1 is at leasth+ 1 and (Case-II) the neck
level ofT1 is at leasth+ 1. Letv1 denote the root ofT1.
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(Case-I) In this case, inT1 + (u, v1) with u < V(T1), for some labelb, there exist two labelsa, a′ ∈ Lh

with |b − a| ≥ 2 and|b − a′| ≥ 2 such thatδ((u, v1), (a, b)) = 1 andδ((u, v1), (a′, b)) = 0. Let f be a
(∆ + 1)-L(2, 1)-labeling with f (u) = a and f (v1) = b. If any child of v1 does not have labela′ in the
labeling f , then the labeling obtained fromf by changing the label foru from a to a′ is also feasible,
which contradictsδ((u, v1), (a′, b)) = 0.

Consider the case where some childw of v1 satisfiesf (w) = a′. Then by|T(w)| < |T1| and (7),
then the neck level ofT(w) is at mosth. Hence, we haveδ((v1,w), (b, a′)) = δ((v1,w), (b, a)) (= 1) by
a, a′ ∈ Lh. Let f1 be a (∆ + 1)-L(2, 1)-labeling onT(w) + (v1,w) achievingδ((v1,w), (b, a)) = 1. Now,
note that any vertexv ∈ C(v1) − {w} satisfiesf (v) < {a, a′}, since f is feasible. Thus, we can observe that
the labelingf2 satisfying the following (i)–(iii) is a (∆+1)-L(2, 1)-labeling onT1+ (u, v1): (i) f2(u) := a′,
(ii) f2(v) := f1(v) for all verticesv ∈ V(T(w)), and (iii) f2(v) := f (v) for all other vertices. This also
contradictsδ((u, v1), (a′, b)) = 0.

(Case-II) By the above arguments, we can assume that the headlevel ofT1 is at mosth. In T1+ (u, v1)
with u < V(T1), for some labela, there exist two labelsb, b′ ∈ Lh with |b− a| ≥ 2 and|b′ − a| ≥ 2 such
thatδ((u, v1), (a, b)) = 1 andδ((u, v1), (a, b′)) = 0. Similarly to Case-I, we will derive a contradiction by
showing thatδ((u, v1), (a, b′)) = 1. Now there are the following three cases: (II-1) there exists such a pair
b, b′ with b′ = b− 1, (II-2) the case (II-1) does not hold and there exists such apairb, b′ with b′ = b+ 1,
and (II-3) otherwise.

First we show that we have only to consider the case of (II-1);namely, we can see that if

(II-1) does not occur for anya, b with a < {b− 2, b− 1, b, b+ 1} and{b− 1, b} ⊆ Lh, (8)

then (II-2) does not occur and that (II-3) does not occur. Assume that (8) holds. Consider the case (II-2).
Then, since we haveδ((u, v1), (∆+1−a,∆+1−b)) = δ((u, v1), (a, b)) = 1 andδ((u, v1), (∆+1−a,∆−b)) =
δ((u, v1), (a, b + 1)) = 0, which contradicts (8). Consider the case (II-3); there isno pairb, b′ such that
|b−b′| = 1. Namely, in this case, for somea ∈ Lh+2, we haveδ((u, v1), (a, h)) , δ((u, v1), (a,∆+1−h)) and
δ((u, v1), (a, b1)) = δ((u, v1), (a, b2)) only if (i) bi ≤ a− 2, i = 1, 2 or (ii) bi ≥ a+ 2, i = 1, 2. Then, since
the head level ofT1 is at mosth, it follows by a ∈ Lh+2 thatδ((u, v1), (a, h)) = δ((u, v1), (∆ + 1 − a, h)).
By δ((u, v1), (∆+ 1− a, h)) = δ((u, v1), (a,∆+ 1− h)), we haveδ((u, v1), (a, h)) = δ((u, v1), (a,∆+ 1− h)),
a contradiction.

Below, in order to show (8), we consider the case ofb′ = b − 1. Let f be a (∆ + 1)-L(2, 1)-labeling
with f (u) = a and f (v1) = b. We first start with the labelingf , and change the label forv1 from b to
b − 1. Let f1 denote the resulting labeling. Iff1 is feasible, then it contradictsδ((u, v1), (a, b − 1)) = 0.
Here, we assume thatf1 is infeasible, and will show how to construct another (∆+ 1)-L(2, 1)-labeling by
changing the assignments for vertices inV(T1) − {v1}. Notice that sincef1 is infeasible, there are

some childw of v1 with f1(w) = b− 2, or (9)

some grandchildx of v1 with f1(x) = b− 1. (10)

Now we have the following claim.

Claim 1 Let f′ be a(∆+1)-L(2,1)-labeling on T1 and T(v) be a subtree of T1. There are at most∆−2h−4
children w of v with f′(w) ∈ Lh and |T(w)| ≥ (∆ − 2h+ 1)(h−2)/2.

Proof. LetC′(v) be the set of childrenw of v with f ′(w) ∈ Lh and|T(w)| ≥ (∆−2h+1)(h−2)/2. If this claim
would not hold, then we would have|T1| ≥ |T(v)| ≥ 1+

∑

w∈C′(v) |T(w)| ≥ 1+(∆−2h−3)(∆−2h+1)(h−2)/2 >

1+ (∆ − 2h− 3)h/2 > |T1|, a contradiction. �

This claim indicates that given a feasible labelingf ′ on T′, for each vertexv ∈ V(T′), there exist at least
two labelsℓ1, ℓ2 ∈ Lh such thatℓi is not assigned to any vertex in{v, p(v)} ∪ C(v) (i.e., ℓi < { f ′(v′) |
v′ ∈ {v, p(v)} ∪ C(v)}) or assigned to a childwi ∈ C(v) with |T(wi)| ≤ (∆ − 2h + 1)(h−2)/2 − 1, since
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|Lh − { f ′(p(v)), f ′(v) − 1, f ′(v), f ′(v) + 1}| ≥ ∆ − 2h − 2, wherep(v) denotes the parent ofv. For each
vertexv ∈ V(T1), denote such labels byℓi(v; f ′) and such children byci(v; f ′) (if exists) for i = 1, 2. We
note that by (7), ifci(v; f ′) exists, then the head and neck levels ofT(ci(v; f ′)) are at mosth− 2.

First consider the case where the vertex of (9) exists; denote such vertex byw1. We consider this
case by dividing into two cases (II-1-1)b ≥ h+ 2 and (II-1-2)b ≤ h+ 1, i.e.,b = h+ 1 byb− 1 ∈ Lh.

(II-1-1) Suppose that we haveℓ1(v1; f ) , b − 2, andc1(v1; f ) exists (other cases can be treated
similarly). By (7), the head and neck levels ofT(w) are at mosth for eachw ∈ C(v1), and especially, the
head and neck levels ofT(c1(v1; f )) are at mosth− 2. Hence, we have

δ((v1,w1), (b, b− 2)) = δ((v1,w1), (b, ℓ1(v1; f )))

= δ((v1,w1), (b− 1, ℓ1(v1; f ))), (11)

δ((v1, c1(v1; f )), (b, ℓ1(v1; f ))) = δ((v1, c1(v1; f )), (b− 1, ℓ1(v1; f )))

= δ((v1, c1(v1; f )), (b− 1, b+ 1)), (12)

sinceℓ1(v1; f ) < {b− 2, b − 1, b, b + 1} and{b − 2, b − 1, b, ℓ1(v1; f )} ⊆ Lh (note that in the case where
c1(v1; f ) does not exist, (12) is not necessary). Notice thatb + 1 < Lh may hold, however we have
b + 1 ∈ Lh−1 by b ∈ Lh. By these observations, there exits labelingsf ′1 and f ′2 on T(w1) + (v1,w1) and
T(c1(v1; f ))+(v1, c1(v1; f )), achievingδ((v1,w1), (b−1, ℓ1(v1; f ))) = 1 andδ((v1, c1(v1; f )), (b−1, b+1)) =
1, respectively. Letf ∗ be the labeling such thatf ∗(v1) = b − 1, f ∗(v) = f ′1(v) for all v ∈ V(T(w1)),
f ∗(v) = f ′2(v) for all v ∈ V(T(c1(v1; f ))), and f ∗(v) = f (v) for all other vertices.

(II-1-2) In this case, we haveh+ 2, h+ 3 ∈ Lh by∆ − 2h ≥ 10. Now we have the following claim.

Claim 2 For T(w1) + (v1,w1), we haveδ((v1,w1), (h, h+ 2)) = 1.

Proof. Let f1 be the labeling such thatf1(v1) := h, f1(w1) := h+2, andf1(v) := f (v) for all other vertices
v. Assume thatf1 is infeasible toT(w1) + (v1,w1) since otherwise the claim is proved. Hence, (A) there
exist some childx of w1 with f1(x) ∈ {h + 2, h + 3} or (B) some grandchildy of w1 with f1(y) = h + 2
(note that any childx′ of w1 has neither labelh norh+ 1 by f (w1) = h− 1 and f (v1) = h+ 1).

First, we consider the case where vertices of (A) exist. Suppose that there are two childrenx1, x2 ∈
C(w1) with f1(x1) = h+ 2 and f1(x2) = h+ 3, we have{ℓ1(w1; f ), ℓ2(w1; f )} ∩ {h+ 2, h+ 3} = ∅, and both
of c1(w1; f ) andc2(w1; f ) exist (other cases can be treated similarly). Letb′′ ∈ Lh − {h, h+ 1, h+ 2, h+
3, h + 4, ℓ1(w1; f ) − 1, ℓ1(w1; f ), ℓ1(w1; f ) + 1, ℓ2(w1; f ) − 1, ℓ2(w1; f ), ℓ2(w1; f ) + 1} (suchb′′ exists by
∆ + 2− 2h ≥ 12).

Now by (7), the head and neck levels ofT(xi) (resp.,T(ci(w1; f ))) is at mosth (resp.,h − 2) for
i = 1, 2. Hence, we have

δ((w1, x1), (h− 1, h+ 2)) = δ((w1, x1), (h− 1, ℓ1(w1; f ))) (13)

δ((w1, c1(w1; f )), (h− 1, ℓ1(w1; f ))) = δ((w1, c1(w1; f )), (b′′, ℓ1(w1; f )))

= δ((w1, c1(w1; f )), (b′′, h− 2))

= δ((w1, c1(w1; f )), (h+ 2, h− 2)), (14)

δ((w1, x2), (h− 1, h+ 3)) = δ((w1, x2), (h− 1, ℓ2(w1; f ))) (15)

δ((w1, c2(w1; f )), (h− 1, ℓ2(w1; f ))) = δ((w1, c2(w1; f )), (b′′, ℓ2(w1; f )))

= δ((w1, c2(w1; f )), (b′′, h− 1))

= δ((w1, c2(w1; f )), (h+ 2, h− 1)), (16)

since{ℓ1(w1; f ), ℓ2(w1; f )}∩{h−2, h−1, h, h+1, h+2, h+3} = ∅. Notice thath−2 > 0 by (6). By (13)–(16),
there exist (∆ + 1)-L(2, 1)-labelingsf ′1, f ′2, f ′3, and f ′4 on T(x1) + (w1, x1), T(c1(w1; f )) + (w1, c1(w1; f )),
T(x2) + (w1, x2), andT(c2(w1; f )) + (w1, c2(w1; f )), achievingδ((w1, x1), (h − 1, ℓ1(w1; f ))) = 1, δ((w1,
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c1(w1; f )), (h+2, h−2)) = 1, δ((w1, x2), (h−1, ℓ2(w1; f )))) = 1, andδ((w1, c2(w1; f )), (h+2, h−1)) = 1,
respectively. Letf2 be the labeling onT(w1)+ (v1,w1) such thatf2(v1) = h, f2(w1) = h+ 2, f2(v) = f ′1(v)
for all v ∈ V(T(x1)), f2(v) = f ′2(v) for all v ∈ V(T(c1(w1; f ))), f2(v) = f ′3(v) for all v ∈ V(T(x2)),
f2(v) = f ′4(v) for all v ∈ V(T(c2(w1; f ))), and f2(v) = f (v) for all other vertices. Observe that we
have f2(x1) = ℓ1(w1; f ), f2(c1(w1; f )) = h − 2, f2(x2) = ℓ2(w1; f ), and f2(c2(w1; f )) = h − 1, and
f2(x) < {h, h+ 1, h+ 2, h+ 3} for all x ∈ C(w1), every two labels inC(w1) are pairwise disjoint, andf2 is
a (∆ + 1)-L(2, 1)-labeling on each subtreeT(x) with x ∈ C(w1).

Assume thatf2 is still infeasible. Then, there exists some grandchildy of w1 with f2(y) = h + 2.
Observe that fromf (w1) = h−1, no sibling of such a grandchildy has labelh−1 in the labelingf2, while
suchy may exist in the subtreeT(x) with x ∈ C(w1)− {c1(w1; f ), c2(w1; f )}. Also note that for the parent
xp = p(y) of suchy, we havef (xp) < {h−2, h−1, h}. Suppose thatℓ1(xp; f2) , h+2 holds andc1(xp; f2)
exists (other cases can be treated similarly). Now, by (7), the neck level ofT(y) (resp.,T(c1(xp; f2)))
is at mosth (resp.,h − 2). Hence, we haveδ((xp, y), ( f2(xp), h + 2)) = δ((xp, y), ( f2(xp), ℓ1(xp; f2)))
andδ((xp, c1(xp; f2)), ( f2(xp), ℓ1(xp; f2))) = δ((xp, c1(xp; f2)), ( f2(xp), h− 1))). It follows that there exist
(∆ + 1)-L(2, 1)-labelings f ′′1 and f ′′2 on T(y) + (xp, y) andT(c1(xp; f2)) + (xp, c1(xp; f2)) which achieves
δ((xp, y), ( f2(xp), ℓ1(xp; f2))) = 1 andδ((xp, c1(xp; f2)), ( f2(xp), h − 1))) = 1, respectively. It is not
difficult to see that the labelingf ′′ such thatf ′′(v) = f ′′1 (v) for all v ∈ V(T(y)), f ′′(v) = f ′′2 (v) for all v ∈
V(T(c1(xp; f2))), and f ′′(v) = f2(v) for all other vertices is a (∆+ 1)-L(2, 1)-labeling onT(xp)+ (w1, xp).

Thus, by repeating these observations for each grandchildy of w1 with f2(y) = h+ 2, we can obtain
a (∆ + 1)-L(2, 1)-labeling f3 on T(w1) + (v1,w1) with f3(v1) = h and f3(w1) = h+ 2. �

Let f ∗ be the labeling such thatf ∗(v) = f3(v) for all v ∈ {v1} ∪ V(T(w1)) and f ∗(v) = f (v) for all other
vertices.

Thus, in both cases (II-1-1) and (II-1-2), we have constructed a labelingf ∗ such that we havef ∗(u) =
a, f ∗(v1) = b− 1, and f ∗(w) < {a, b− 2, b− 1, b} for all w ∈ C(v1), every two labels inC(v1) are pairwise
disjoint, andf ∗ is a (∆ + 1)-L(2, 1)-labeling on each subtreeT(w) with w ∈ C(v1).

Assume thatf ∗ is still infeasible. Then, there exists some grandchildx of v1 of (10). Notice that
for each vertexv ∈ {p(x)} ∪ V(T(x)), we have f ∗(v) = f (v) from the construction;f ∗(p(x)) < {b −
1, b, b + 1} and f ∗(x′) , b for any siblingx′ of x. Moreover, by (7), the neck level ofT(x) is at most
h; δ((p(x), x), ( f ∗(p(x)), b − 1)) = δ((p(x), x), ( f ∗(p(x)), b)) = 1. Hence, there exists a (∆ + 1)-L(2, 1)-
labeling f ′ on T(x) + (p(x), x) which achievesδ((p(x), x), ( f ∗(p(x)), b)) = 1. It follows that the labeling
f ′′ such thatf ′′(v) = f ′(v) for all v ∈ V(T(x)) and f ′′(v) = f ∗(v) otherwise, is a (∆ + 1)-L(2, 1)-labeling
on T(p(x)) + (v1, p(x)). Thus, by repeating these observations for each grandchild of v1 of (10), we can
obtain a (∆+ 1)-L(2, 1)-labeling f ∗∗ for T1+ (u, v1) with f ∗∗(u) = a and f ∗∗(v1) = b− 1. This contradicts
δ((u, v1), (a, b− 1)) = 0. �

Proof of Theorem 3: The case of∆ = O(logn/ log∆) is clear. Consider the case where∆ > 8 logn
log (∆/2)+6.

Then, forh = 2 logn
log (∆/2), we have
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= n.

Now note that∆ − 2h > 4 logn
log (∆/2) + 6 ≥ 10. Hence, by Lemma 2, it follows that the head and neck levels

of T are both at most2 logn
log (∆/2). �

A.3 Proofs of Lemmas in Section 5

Proof of Lemma 9: The only if part is clear. We show the if part. Assume that there exists an injective
assignmentg1 : {w∗} ∪ C2(b) → L0 − {a, b − 1, b, b + 1} such thatδ((v,w), (b, g1(w))) = 1 for each
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w ∈ {w∗}∪C2(b). Notice that by definition ofC2(b), all w ∈ C2(b) satisfiesg1(w) ∈ L0− L8. Hence, there
exist at least|L8−{a, b−1, b, b+1, g1(w∗)}| (= ∆−19) labels which are not assigned byg1. By (2), we can
assign such remaining labels to all vertices inC1(b) injectively; letg2 be the resulting labeling onC1(b).
Notice that for allw ∈ C1(b), we haveδ((v,w), (b, g2(w))) = 1 by definition ofC1(b) andg2(w) ∈ L8. It
follows that the functiong3 : C1(b)∪C2(b)∪ {w∗} → L0− {a, b− 1, b, b+ 1} such thatg3(w) = g1(w) for
all w ∈ C2(b)∪ {w∗} andg3(w) = g2(w) for all w ∈ C1(b) is injective and satisfiesδ((v,w), (b, g3(w))) = 1
for all w ∈ C1(b) ∪C2(b). Thus, ifC(v) ∩ VL = ∅, then we haveδ((u, v), (a, b)) = 1.

Consider the case whereC(v) ∩ VL , ∅. Let b = 0 without loss of generality. Then by Property 3,v
is major. Hence,|C(v)∩ VL| = ∆ − 1− |C1(0)| − |C2(0)| − |{w∗}|. Notice that the number of the remaining
labels (i.e., labels not assigned byg3) is |L0 − {0, 1, a} −C1(0)−C2(0)− {w∗}| = ∆− 2− |C1(0)| − |C2(0)|.
Hence, we can see that by assigning the remaining labels to vertices inC(v) ∩ VL injectively, we can
obtain a proper labeling;δ((u, v), (a, b)) = 1 holds also in this case. �

Proof of Lemma 10: Let f be a labeling on (u, v) + T(v) with f (u) = a1 and f (v) = b, achieving
δ((u, v), (a1, b)) = 1. Byδ((u, v), (a2, b)) = 0, there exists a childw1 of v with f (w1) = a2, since otherwise
the labeling fromf by changing the label foru from a1 to a2 would be feasible.

Assume by contradiction thatw1 , w∗ (i.e.,w1 ∈ V(2)
M ). Then the neck level ofT(w1) is at most 8 and

we haveδ((v,w1), (b, a1)) = δ((v,w1), (b, a2)) = 1 by a1, a2 ∈ L8. This indicates thatδ((u, v), (a2, b)) = 1
would hold. Indeed, the functiong : C(v) → L0 − {a2, b − 1, b, b + 1} such thatg(w1) = a1 and
g(w′) = f (w′) for all other childrenw′ of v, is injective and satisfiesδ((v,w), (b, g(w))) = 1 for all
w ∈ C(v).

Hence, we havew1 = w∗. Note thatδ((v,w∗), (b, a2)) = 1 since f is feasible. Then, assume by
contradiction that somea3 ∈ L8 − {a2, b− 1, b, b+ 1} satisfiesδ((v,w∗), (b, a3)) = 1 (a3 = a1 may hold).
Suppose that there exists a childw2 of v with f (w2) = a3 (other cases can be treated similarly). Notice
that the neck level ofT(w2) is at most 8 andδ((v,w2), (b, a1)) = δ((v,w2), (b, a3)) = 1. Then we can
see thatδ((u, v), (a2, b)) = 1 would hold. Indeed, the functiong : C(v) → L0 − {a2, b − 1, b, b + 1}
such thatg(w∗) = a3, g(w2) = a1 g(w′) = f (w′) for all other childrenw′ of v, is injective and satisfies
δ((v,w), (b, g(w))) = 1 for all w ∈ C(v). Furthermore, similarly to these observations, we can seethat
δ((u, v), (a, b)) = 1 for all a ∈ L8 − {a2, b− 1, b, b+ 1}. �

A.4 Computation of δ-value for V3

First, we show the correctness of the procedure in the case ofv ∈ V3 in algorithm Compute-δ(v). Let
v ∈ V3, u be the parent ofv, w∗ be the unique child ofv not in V(2)

M , andb be a label such thatb ∈ L0 if

v ∈ V(1)
3 := {v ∈ V3 | C(v) ∩ VL = ∅}, andb ∈ {0,∆ + 1} if v ∈ V(2)

3 := V3 − V(1)
3 . Notice that ifv ∈ V(2)

3
(i.e.,C(v) ∩ VL , ∅), then by Property 3,v is major and henceδ((u, v), (a, b)) = 1, a ∈ L0 indicates that
b = 0 or b = ∆ + 1; namely we have only to check the case ofb ∈ {0,∆ + 1}. Then, if there is a label
c ∈ L0 − {b− 1, b, b+ 1} such thatδ((v,w∗), (b, c)) = 1, then for alla ∈ L0 − {b− 1, b, b+ 1, c}, we have
δ((u, v), (a, b)) = 1. It is not difficult to see that this observation shows the correctness of the procedure
in this case.

Next, we analyze the time complexity of the procedure. Obviously, for eachv ∈ V3, we can
check which case of 3-1, 3-2, and 3-3 in algorithm Compute-δ(v) holds, and determine the values of
δ((u, v), (∗, b)), in O(1) time. Therefore, the values ofδ((u, v), (∗, ∗)) can be determined in O(∆) time.
Below, in order to show that

∑

v∈V3
t(v) = O(n), we prove that|V3| = O(n/∆).

As observed above, each vertex inv ∈ V(2)
3 is major and we haved(v) = ∆. Thus, it holds that

|V(2)
3 | = O(n/∆).

Finally, we show that|V(1)
3 | = O(n/∆) also holds. By definition, we can observe that for anyv ∈ V(1)

3 ,
d′(v) = d̃(v) = 1 (i.e., d(v) = 2). By Property 4, the size of any path component ofT is at most 3.

V



This means that at least|V(1)
3 |/3 vertices inV(1)

3 are children of vertices inV2 ∪ V(2)
3 ∪ V4 ∪ V5. Thus,

|V(1)
3 |/3 ≤

∑

v∈V2∪V(2)
3 ∪V4∪V5

d̃(v). From the discussions in the previous subsections (and this subsection),
∑

v∈V2
d̃(v) = O(n/∆4),

∑

v∈V(2)
3

d̃(v) =
∑

v∈V(2)
3

1 = |V(2)
3 | = O(n/∆),

∑

v∈V4
d̃(v) =

∑

v∈V4
1 = |V4| = O(n/∆),

and
∑

v∈V5
d̃(v) =

∑

v∈V5
1 = |V5| = O(n/∆2). Therefore,|V(1)

3 | = O(n/∆).

VI


