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SUMMARY

This paper introduces principal component analysis for multidimensional sparse functional data sets, utilizing Gaussian basis functions. Our multidimensional model is estimated by maximizing a penalized log-likelihood function, while previous mixed-type models were estimated by maximum likelihood methods for one-dimensional sparse functional data set. The penalized estimation performs well for our multidimensional model, while maximum likelihood methods yield unstable parameter estimates and some of the parameter estimates are often infinite. Numerical experiments are conducted to investigate the effectiveness of our method via the Gaussian bases for some types of missing data. The proposed method is applied to handwriting data, which consist of the XY coordinates values in handwritings.
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1 Introduction

A general multivariate analysis such as principal component analysis (PCA) is obtained by assuming that an observational vector (discrete data) can be interpreted as a discretized realization of a function evaluated at possibly different time points for each subject. However, there are some problems with applying conventional multivariate analysis to the longitudinal type of data: if the number of the time points are not exactly the same for each subject, the conventional multivariate techniques cannot be directly applied to the data. Moreover, in the presence of measurement errors, the multivariate techniques do not take advantage of the functional structure. Accordingly, a number of recent papers have investigated functional data analysis (FDA) that reformulate the methods of multivariate analysis in terms of the functions rather than the discrete observations (Ramsay and Silverman (2002, 2005), Ferraty and Vieu (2006)).

On the other hand, we often have only a few and much irregularly spaced observations for each individual. Those types of data have been called sparse data and treated by mixed-type
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models (Laird and Ware (1982), Shi et al. (1996), Rice and Wu (2001), James et al. (2000)). Shi et al. (1996) and Rice and Wu (2001) proposed the use of the mixed effects model to solve functional principal component problems. These models provide some advantages that each functional data $x_i(t)$ can be estimated by all observations not only $i$-th individual, and the coefficient vector in fixed effect and the variance-covariance matrix of random vectors are estimated by the maximum likelihood method. However, many local maximum points exist in these models, and parameters cannot be uniquely estimated, since the number of parameters is more than the number of observations. James et al. (2000) has then proposed the reduced rank model that avoids those ill-posed problems from the mixed effects model.

In this paper, we present a principal component approach based on the reduced rank model for multidimensional sparse functional data, and our model is estimated by maximizing a penalized log-likelihood function. We refer to Yao et al. (2005) for sparse FDA and note that Zhou et al. (2008) has proposed two-dimensional sparse PC model via a penalized estimation and splines. There are some differences between our model and their model in 1) type of basis functions and 2) simplicity. Our model is simpler than their model, although their model takes into consideration the covariance structure of paired functional data.

This paper is organized as follows. Section 2 describes details of principal component analysis in one-dimensional case and multidimensional case, respectively. Section 3 introduces estimation methods such as the maximum likelihood method and its penalized version, and Section 4 describes model selections for those models, for example AIC, BIC and cross-validation approaches. In Section 5, numerical experiments are conducted to reveal the possibility of the proposed method to some types of incomplete data. Section 6 describes an application of the proposed method to handwriting data. Finally, some concluding remarks are presented in Section 7.

2 Principal component models

2.1 one-dimensional model

Let $x_i(t)$ ($i = 1, \cdots, N, \ t \in \mathcal{T} \subset \mathbb{R}$) be the values of $i$-th functional data at observational point $t$, $\mu(t)$ be an overall mean function, $\xi_j(t)$ ($j = 1, \cdots, k, \ t \in \mathcal{T}$) be $j$-th principal component (PC) curves, and $\xi(t) = (\xi_1(t), \cdots, \xi_k(t))'$ is a $k$-dimensional PC curve. It is assumed that the following principal component model for $x_i(t)$ (reduced rank model, James et al. (2000)):

$$x_i(t) = \mu(t) + \sum_{j=1}^{k} \xi_j(t) \alpha_{ij} + \varepsilon_i(t)$$

$$= \mu(t) + \xi(t)'\alpha_i + \varepsilon_i(t) \quad (i = 1, \cdots, N),$$

with random vectors $\alpha_i = (\alpha_{i1}, \cdots, \alpha_{ik})'$ and observational errors $\varepsilon_i(t)$ that are independently normally distributed with the mean vector $0$ and diagonal variance-covariance matrix $D$, the mean $0$ and variance $\sigma^2$, respectively: $\alpha_i \overset{iid}{\sim} N_k(0, D)$ and $\varepsilon_i(t) \overset{iid}{\sim} N(0, \sigma^2)$. The random vectors $\alpha_i = (\alpha_{i1}, \cdots, \alpha_{ik})'$ give weights of the PC curves to $i$-th individual. The PC curves $\xi_j(t)$ satisfy
the orthonormal constraints \( \int_\mathcal{I} \xi_j(t)\xi_{j'}(t)dt = I_k \), that is,
\[
\langle \xi_j, \xi_{j'} \rangle = \int_\mathcal{I} \xi_j(t)\xi_{j'}(t)dt = \delta_{jj'}, \quad (j, j' = 1, \ldots, k),
\]
where \( I_k \) is the \( k \times k \) identity matrix and \( \delta_{jj'} = 1 \) \( (j = j') \), \( 0 \) \( (j \neq j') \).

We assume basis expansions with our orthonormalized Gaussian basis functions for the mean function and PC curves:
\[
\mu(t) = \sum_{m=1}^{M} \theta_{\mu m} \psi_m^\nu(t), \quad \xi_j(t) = \sum_{m=1}^{M} \theta_{jm} \psi_m^\nu(t) = \theta_j^\nu \psi_j^\nu(t) \quad (j = 1, \ldots, k),
\]
where \( \psi_j^\nu(t) = (\psi_1^\nu(t), \ldots, \psi_M^\nu(t))^T \) is the vector of our orthonormalized Gaussian basis functions and \( \theta_j = (\theta_j^1, \ldots, \theta_j^M)^T \) are the \( M \)-dimensional coefficient vectors in the basis expansions. The orthonormalized Gaussian basis functions are here constructed as follows. Let \( W_\psi \) and \( U_\nu \) be the \( M \times M \) cross-product matrix and upper triangular matrix given by
\[
W_\psi = \int_\mathcal{I} \psi_\nu(t)\psi_\nu(t)'dt = U_\nu U_\nu' \text{ (Cholesky decomposition)}
\]
with Gaussian basis functions \( \phi_j^\nu(t) = (\phi_j^1(t), \ldots, \phi_j^M(t))^T \) by Ando et al. (2008):
\[
\phi_m(t) = \phi_m(t; \nu, \mu_m, \tau_m^2) = \exp\{-(t - \mu_m)^2/(2\nu\tau_m^2)\} \quad (m = 1, \ldots, M),
\]
where the parameters \( \mu_m \) and \( \tau_m \) express the position and width of the \( m \)-th basis function respectively, and \( \nu \) is a hyper-parameter that adjusts the width of basis functions, while the \( \{\tau_m\} \) have been determined by a clustering method. Our orthonormalized bases are then defined by
\[
\psi_j^\nu(t) = (\psi_1^\nu(t), \ldots, \psi_M^\nu(t))^T = U_\nu^{-1} \phi_j^\nu(t).
\]
It follows that \( W_\psi = \int_\mathcal{I} \psi_\nu(t)\psi_\nu(t)'dt = I_M \) with identity matrix \( I_M \) of size \( M \). The cross product matrix \( W_\psi \) is here intended by \( W \). We refer to Moody and Darken (1989), Powell (1987) for Gaussian type radial basis functions.

The principal component model (1) can then be written as
\[
x_i(t) = \psi_j^\nu(t)\theta_j + \psi_j^\nu(t)\Theta \alpha_i + \varepsilon_i(t) \quad (i = 1, \ldots, N).
\]
The orthonormal constraints in (2) of the principal component curves \( \xi_j(t) \) are also written as
\[
\Theta'\Theta = I_k, \quad W = \int_\mathcal{I} \psi_\nu(t)\psi_\nu(t)'dt = I_M,
\]
with \( \Theta = (\theta_1, \ldots, \theta_K) \) and \( \xi_j(t) = \Theta_j \psi_j^\nu(t) \).

Although the previous paragraphs described the modeling for the functional data \( x_i(t) \), we only have discrete data set \( \{t_{ij}, x_{ij} \} : j = 1, \ldots, n_i \} \) \( (i = 1, \ldots, N) \), where each \( t_{ij} \) \( (\in \mathcal{I} \subset \mathbb{R}) \) is the \( j \)-th observational point of the \( i \)-th individual and each \( x_{ij} \) is the discrete data observed at \( t_{ij} \) for a variable \( X \). Let \( x_i = (x_i(t_{i1}), \ldots, x_i(t_{in_i}))' \) be the observational vectors, \( \Psi_i = (\psi_i^\nu(t_{i1}), \ldots, \psi_i^\nu(t_{in_i}))' \) be the basis matrices for \( i \)-th individual and \( \varepsilon_i = (\varepsilon_i(t_{i1}), \ldots, \varepsilon_i(t_{in_i}))' \) be the error vectors. We then have the mixed-type models
\[
x_i = \Psi_i \theta^\nu + \Psi_i \Theta \alpha_i + \varepsilon_i \quad (i = 1, \ldots, N),
\]
where \( \varepsilon_i \overset{iid}{\sim} N_{n_i}(0, \sigma^2 I_{n_i}) \), \( \alpha_i \overset{iid}{\sim} N_k(0, D) \) and the coefficient matrix \( \Theta \) is orthogonal. The unknown parameters \( \theta_{ij}, \Theta, D, \sigma^2 \) are estimated by the maximum likelihood and penalized likelihood methods described in §3. We note that the optimal number of the basis functions \( M \), principal components \( k \) and hyper-parameter \( \nu \) in the basis functions are optimally selected by a model selection.

### 2.2 Multidimensional model

We here present an approach for the extension of the one-dimensional principal component model to a multidimensional model. Suppose that we have \( p \)-dimensional \( N \) functional observations \( \{x_{i1}(t), \ldots , x_{ip}(t) : t \in \mathcal{T} \subset \mathbb{R} \} (i = 1, \ldots , N) \), where \( x_{il}(t) \) are the values of the \( i \)-th functional data for the \( l \)-th variable \( X_l \) at \( t \). We assume the following model for each \( x_{il}(t) \):

\[
\begin{align*}
x_{il}(t) &= \mu_l(t) + \sum_{j=1}^{k} \xi_{lj}(t) \alpha_{ij} + \varepsilon_{il}(t) \\
&= \mu_l(t) + \xi_{l1}(t) \alpha_1 + \varepsilon_{il}(t) \quad (i = 1, \ldots , N, l = 1, \ldots , p),
\end{align*}
\]

(4)

where the PC curves \( (\xi_{l1}(t), \ldots, \xi_{lp}(t)) \) satisfy the orthonormal constraints \( \sum_{l=1}^{p} \int_{\mathcal{T}} \xi_{l1}(t)\xi_{l1}'(t)dt = I_k \), that is,

\[
\sum_{l=1}^{p} \int_{\mathcal{T}} \xi_{lj}(t)\xi_{lj}'(t)dt = \delta_{jj} \quad (j, j' = 1, \ldots , k),
\]

and the random vectors \( \alpha_i = (\alpha_{i1}, \ldots, \alpha_{ik})' \) and error functions \( \varepsilon_{il}(t) \) are independently normally distributed with the mean vector \( 0 \) and diagonal variance-covariance matrix \( D \), the mean 0 and variance \( \sigma^2 \), respectively: \( \alpha_i \overset{iid}{\sim} N_k(0, D) \) and \( \varepsilon_{il}(t) \overset{iid}{\sim} N(0, \sigma^2) \). It may be noted that the random components \( \alpha_{ij} \) are independent from \( l \).

Let \( x_i(t) = (x_{i1}(t), \ldots, x_{ip}(t))' \), \( \mu(t) = (\mu_1(t), \ldots, \mu_p(t))' \) and \( \varepsilon_i(t) = (\varepsilon_{i1}(t), \ldots, \varepsilon_{ip}(t))' \) be the \( p \)-dimensional functional data for \( i \)-th individual, mean function and error function, respectively, and \( \Xi(t) = (\xi_{11}(t), \ldots, \xi_{kp}(t)) \) be the \( k \times p \) matrix formed from the PC curves. Then the principal component model for the multidimensional functional data sets given by (4) can be written as

\[
x_i(t) = \mu(t) + \Xi(t)'\alpha_i + \varepsilon_i(t),
\]

(5)

where \( \Xi(t) = (\xi_{11}(t), \ldots, \xi_{kp}(t)) \) satisfies the orthonormal constraint

\[
\int_{\mathcal{T}} \Xi(t)\Xi(t)'dt = \sum_{l=1}^{p} \int_{\mathcal{T}} \xi_{l1}(t)\xi_{l1}'(t)dt = I_k.
\]

We also assume basis expansions to the mean functions \( \mu_l(t) \) and PC curves \( \xi_{lj}(t) \).

\[
\begin{align*}
\mu_l(t) &= \sum_{m=1}^{M} \theta_{ml}\psi_{m}^\nu(l) = \theta_{ml}^\nu(l) \\
\xi_{lj}(t) &= \sum_{m=1}^{M} \theta_{ljm}\psi_{m}^\nu(l) = \theta_{lj}^\nu(l) \quad (l = 1, \ldots , p, j = 1, \ldots , k),
\end{align*}
\]
where $\theta_{\mu l} = (\theta_{\mu 1}, \ldots, \theta_{\mu M})'$ and $\theta_{ij} = (\theta_{ij 1}, \ldots, \theta_{ij M})'$. Let $\theta_{\mu} = (\theta_{\mu 1}', \ldots, \theta_{\mu p}')'$ and $\Psi_{\nu}(t) = \text{diag}(\psi_{\nu}(t), \ldots, \psi_{\nu}(t))$ be the $pM$-dimensional coefficient vector and $pM \times p$ block diagonal matrix formed from $\psi_{\nu}(t)$, respectively. For example, the first and $p$-th columns of $\Psi_{\nu}(t)$ are given by $(\psi_{\nu}(t), 0', \ldots, 0')'$ and $(0', \ldots, 0', \psi_{\nu}(t))'$.

The $p$-dimensional mean function $\mu(t)$ and $k \times p$ matrix function of the PC curves $\Xi(t) = (\xi_1(t), \ldots, \xi_p(t))$ are then given by $\mu(t) = \Psi_{\nu}(t)' \theta_{\mu}$ and $\Xi(t) = \Theta' \Psi_{\nu}(t)$ respectively, where $\Theta = (\Theta_1', \ldots, \Theta_p')'$ is $pM \times k$ coefficients matrix with coefficients matrices $\Theta_i = (\theta_{i1}, \ldots, \theta_{ik})$ $(l = 1, \ldots, p)$. Thus the equation (5) can be expressed as

$$x_i(t) = \Psi_{\nu}(t)' \theta_{\mu} + \Psi_{\nu}(t)' \Theta \alpha_i + \varepsilon_i(t).$$

The orthonormal constraint is also given by

$$\int_{\mathcal{T}} \Xi(t) \Xi'(t) dt = \Theta' \int_{\mathcal{T}} \Psi_{\nu}(t) \Psi_{\nu}(t)' dt = I_k,$$

that is, $\Theta' \Theta = I_k$ and $\int_{\mathcal{T}} \Psi_{\nu}(t) \Psi_{\nu}(t)' dt = I_{pM}$, where the second condition $\int_{\mathcal{T}} \Psi_{\nu}(t) \Psi_{\nu}(t)' dt = I_{pM}$ is equivalent to $\int_{\mathcal{T}} \psi_{\nu}(t) \psi_{\nu}(t)' dt = I_{M}.$

The principal component model for the multidimensional functional data sets can also be discretized, as follows. Let $t_{i1}, \ldots, t_{in}$ be the observational points, $x_i = (x_i(t_{i1}), \ldots, x_i(t_{in}))'$ and $\varepsilon_i = (\varepsilon_i(t_{i1}), \ldots, \varepsilon_i(t_{in}))'$ be the $pm$-dimensional observational and error vectors and $\Psi_{\nu} = (\Psi_{\nu}(t_{i1}), \ldots, \Psi_{\nu}(t_{in}))'$ be the $pn \times pM$ basis matrices. The multidimensional principal component model is also given by the following equations:

$$x_i = \Psi_{\nu}' \theta_{\mu} + \Psi_{\nu}' \Theta \alpha_i + \varepsilon_i \quad (i = 1, \ldots, N),$$

where $\varepsilon_i \sim (0, \sigma^2 I_{pn}), \alpha_i \sim (0, D), \theta_{\mu}$ and $\Psi_{\nu}(t)$ are orthogonal and orthonormal, respectively: $\Theta' \Theta = I_k, \int_{\mathcal{T}} \Psi_{\nu}(t) \Psi_{\nu}(t)' dt = I_{pM}$. In the next section, we estimate the unknown parameters in the model, and section 4 shows methods of selecting the optimal number of basis functions $M$, principal components $k$ and hyper-parameter $\nu$ in the basis functions.

3 Estimation

3.1 Maximum likelihood method

The first goal of functional principal component models is the estimation of a mean function $\mu(t)$ and PC curves $\xi_j(t)$. The second goal is the inference of random vectors $\alpha_i$. These goals are equivalent to estimate the coefficients $\theta_{\mu}$ and $\Theta$ and variances $\sigma^2$ and $D$, which are all unknown parameters. In this section, we first describe the maximum likelihood method for the one-dimensional principal component model, and a penalized maximum likelihood method is introduced latter. The multidimensional model can be estimated by the same procedures.

The random vectors $\{\alpha_i; i = 1, \ldots, N\}$ and observational error vectors $\{\varepsilon_i; i = 1, \ldots, N\}$ in the principal component model (3) are independently normally distributed, and the observational
vectors \{x_i : i = 1, \cdots, N\} are also independently normally distributed with the mean vector \(\Psi_i^n \theta_{\mu} \) and variance-covariance matrix \(\sigma^2 I_n + \Psi_i^n \Theta D \Theta' (\Psi_i^n)'\):

\[
x_i \sim i.i.d. N(\Psi_i^n \theta_{\mu}, \sigma^2 I_n + \Psi_i^n \Theta D \Theta' (\Psi_i^n)') \quad (i = 1, \cdots, N).
\]

The likelihood function of the joint distribution of \{x_i : i = 1, \cdots, N\} is then given by

\[
\prod_{i=1}^{N} \frac{1}{(2\pi)^{n/2}\sigma^2 I_n + \Psi_i^n \Theta D \Theta' (\Psi_i^n)'} \exp \left\{ -\frac{1}{2} (x_i - \Psi_i^n \theta_{\mu})' (\sigma^2 I_n + \Psi_i^n \Theta D \Theta' (\Psi_i^n)')^{-1} (x_i - \Psi_i^n \theta_{\mu}) \right\}.
\]

James et al. (2000) described that the maximization of the likelihood function for the joint distribution of \{x_i : i = 1, \cdots, N\} with respect to \(\theta_{\mu}, \Theta, \sigma^2, D\) is a non-convex optimization problem, and to solve the maximization problem, they used the EM algorithm (Dempster et al. (1977)) that considers \{\alpha_i : i = 1, \cdots, N\} as missing values. If we observed the random vectors \(\alpha_i\), the joint distribution would be given by the following simple form:

\[
\prod_{i=1}^{N} \frac{1}{(2\pi)^{(n_k+k)/2}\sigma^{n_k} |D|^{1/2}} \exp \left\{ -\frac{1}{2\sigma^2} (x_i - \Psi_i^n \theta_{\mu} - \Psi_i^n \Theta \alpha_i)' (x_i - \Psi_i^n \theta_{\mu} - \Psi_i^n \Theta \alpha_i) - \frac{1}{2} \alpha_i' D^{-1} \alpha_i \right\}.
\]

Appendix A shows procedures of the EM algorithm to obtain the maximum likelihood estimators. The procedures base on the that introduced by James et al. (http://www-rcf.usc.edu/~gareth).

### 3.2 Penalized maximum likelihood method

However, it is well known that maximum likelihood methods yield unstable parameter estimates and some of the parameter estimates are often infinite. We then estimate unknown parameters \(\theta_{\mu}, \Theta, \sigma^2, D\) by maximizing a penalized log-likelihood function

\[
p\ell_\lambda(\theta_{\mu}, \Theta, \sigma^2, D) = \sum_{i=1}^{N} \log f(x_i; \theta_{\mu}, \Theta, \sigma^2, D) - \frac{N\lambda}{2} \text{ (roughness penalty for } \mu(t)) ,
\]

where \(f(x_i; \theta_{\mu}, \Theta, \sigma^2, D)\) is the density of \(x_i\) and \(\lambda\) is a smoothing parameter that controls the smoothness of the mean function \(\mu(t)\). It is assumed that the roughness penalty for \(\mu(t)\) is given by \(\theta_{\mu}^t K \theta_{\mu}\), where \(K\) is a \(M \times M\) positive semidefinite matrix. We use the roughness penalties given by \(\sum_{m=2}^{M} (\Delta^2 \theta_{\mu m}) = \theta_{\mu}^t D_2' D_2 \theta_{\mu}\), where \(\Delta\) is the difference operator defined by \(\Delta \theta_{\mu m} = \theta_{\mu m} - \theta_{\mu, m-1}\) and \(D_2\) is a \((M-2) \times M\) matrix representation of the difference operator \(\Delta^2\).

The unknown parameters \(\theta_{\mu}, \Theta, \sigma^2, D\) are estimated by the penalized maximum likelihood method, using the EM algorithm which maximizes the \(Q\) function defined by the following
equation with observational data $D$ and missing data $Z$:

$$Q(\theta|\theta^{(t)}) = E_Z \left[ \log f(D, Z; \theta)| D; \theta^{(t)} \right],$$

where $\theta^{(t)}$ is the $t$-th updated value of unknown parameter $\theta$. The penalized $Q$ function $Q_p(\theta|\theta^{(t)})$ is here defined by the conditional expectation of $\log f(D, Z; \theta) - g_\lambda(\theta; D)$, where $g_\lambda(\theta; D)$ is a penalty term with a smoothing parameter $\lambda$ that controls the smoothness of fitted curve.

In the principal component model in this paper, the observational data $D$, missing data $Z$ and unknown parameter vector $\theta$ are given by $D = \{x_1, \cdots, x_N\}$, $Z = \{\alpha_1, \cdots, \alpha_N\}$ and $\theta = \{\theta_{\mu}, \Theta, \sigma^2, D\}$, respectively. The penalty term $g_\lambda(\theta; D)$ for this model is given by $g_\lambda(\theta; D) = N\lambda/2 \theta_{\mu}^T K \theta_{\mu}$. We obtain the penalized maximum likelihood estimators of the unknown parameters $\sigma^2, D, \theta_{\mu}, \Theta$ maximizing the penalized $Q$ function $Q_p(\theta|\theta^{(t)})$. We also have the estimators $\{\hat{\alpha}_i ; i = 1, \cdots, N\}$ of $\{\alpha_i ; i = 1, \cdots, N\}$ from the E-step of the EM algorithm. If we have $t$-th updated values of $\Theta, \sigma^2$ and $\alpha_i$, then the $(t+1)$-th updated value of $\theta_{\mu}$ is obtained by

$$\theta_{\mu}^{(t+1)} = \left( \sum_{i=1}^N (\Psi_i^\nu)^T \Psi_i^\nu + N\lambda\hat{\sigma}^{(t)}_2 K \right)^{-1} \sum_{i=1}^N (\Psi_i^\nu)^T (x_i - \Psi_i^\nu \hat{\alpha}_i^{(t)}) \hat{\alpha}_i^{(t)}.$$

Thus, the effects of the penalty directly appears in the estimation of the mean function.

4 Model selection

The joint distribution of the observational vectors $\{x_i ; i = 1, \cdots, N\}$ depends on the number of the basis functions $M$, principal components $k$, smoothing parameter $\lambda$ in the penalized log-likelihood function (6) and hyper-parameters included in the basis functions. In this section, we introduce a cross validation method and Akaike and Bayesian information criteria for selecting optimal values of these parameters, and the optimal values are obtained by minimizing a criterion.

A cross validation method can be directly applied in the principal component models. Shi et al. (1996) have selected optimal values of parameters by the cross validation score

$$CV = \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^{n_i} \left\{ \hat{x}_{ij} - \hat{x}_{ij}^{(-ij)} \right\}^2,$$

where $\hat{x}_{ij}^{(-ij)}$ are estimated functional data $x_{ij} = x_i(t_{m_j})$ from the observations excluding the $(i, j)$-th observation. We here introduce a cross validation score to reduce calculation amount:

$$CV = \frac{1}{N} \sum_{i=1}^N \left\| x_i - \hat{x}_i^{(-i)} \right\|^2 = \frac{1}{N} \sum_{i=1}^N \sum_{l=1}^p \int \left\{ x_{il}(t) - \hat{x}_i^{(-i)}(t) \right\}^2 dt,$$

where $\hat{x}_i^{(-i)}$ are estimated functional data $x_i$ from the observations excluding the $i$-th observational vector. The cross validation methods can be utilized as the model selection criteria for evaluating the model estimated by maximum and penalized maximum likelihood methods.
On the other hand, if a principal component model would be estimated by the maximum likelihood method, Akaike information criterion (AIC) and Bayesian information criterion (BIC) would be utilized as model selection criteria:

\[
AIC = -2 \sum_{i=1}^{N} \log f(x_i; \hat{\theta}_\mu, \hat{\Theta}, \hat{\sigma}^2, \hat{D}) + 2P ,
\]

\[
BIC = -2 \sum_{i=1}^{N} \log f(x_i; \hat{\theta}_\mu, \hat{\Theta}, \hat{\sigma}^2, \hat{D}) + P \log N .
\]

(8)

where \( \hat{\theta}_\mu, \hat{\Theta}, \hat{\sigma}^2, \hat{D} \) are the maximum likelihood estimators, \( \sum_{i=1}^{N} \log f(\cdot) \) is the maximum log-likelihood function and \( P = (pM + 1)(k + 1) \) is the number of the parameters. Optimal values of the parameters are given by minimizing a criterion.

5 Numerical experiments

In this section, Monte Carlo experiments are conducted to reveal the possibility of the proposed method to some types of incomplete data. The first step of our experiments generated two-dimensional true functional data from the following models:

\[
x_{il}(t) = \mu_l(t) + \sum_{m=1}^{4} \alpha_{im} \zeta_m(t) \quad (t \in [0, 1], \ i = 1, \cdots, 15, \ l = 1, 2) ,
\]

(9)

where the mean functions \( \mu_1(t), \mu_2(t) \) were set to be the following functions:

1. \( \mu_1(t) = \sin(2\pi t) \), \( \mu_2(t) = \cos(2\pi t) \),
2. \( \mu_1(t) = \sin(10\pi t) \), \( \mu_2(t) = \cos(10\pi t) \),
3. \( \mu_1(t) = \sin(10\pi t) \), \( \mu_2(t) = \cos(2\pi t) \),

and \( \zeta_{2r-1}(t) = \sin(2\pi rt) \), \( \zeta_{2r}(t) = \cos(2\pi rt) \). The random components \( \alpha_{im} \) were assumed to be independently normally distributed: \( \alpha_{im} \sim N(0, (5 - m)(0.02\bar{R}_x)^2) \), where \( \bar{R}_x = (R_{x1} + R_{x2})/2 \) and \( R_{xi} \) were the range of \( \mu_l(t) \) over \( t \in [0, 1] \) (\( l = 1, 2 \)).

We then generated discrete data from the nonlinear regression models with the true functions \( x_{il}(t) \):

\[
x_{ij} = x_{il}(t_{ij}) + \varepsilon_{ij} \quad (i = 1, \cdots, 15, \ l = 1, 2, \ j = 1, \cdots, n_i) ,
\]

(10)

where the errors \( \varepsilon_{ij} \) were assumed to be independently normally distributed with mean 0 and variance \( (0.1R_{xj})^2 \). The \( t_{ij} \) were created through \( t_{ij}^* = j/600 \) (\( j = 1, \cdots, 600 \)) as follows:

1. Set a missing rate \( p \),
2. For each \( j \), the \( t_{ij}^* \) is randomly eliminated with probability \( p \).
3. We then have \( \{t_{ij} : j = 1, \cdots, n_i\} \) with \( n_i \simeq 600(1 - p) \).
1) $\mu_1(t) = \sin(2\pi t)$, $\mu_2(t) = \cos(2\pi t)$

2) $\mu_1(t) = \sin(10\pi t)$, $\mu_2(t) = \cos(10\pi t)$

3) $\mu_1(t) = \sin(10\pi t)$, $\mu_2(t) = \cos(2\pi t)$

Figure 1: Examples of a generated two-dimensional true functional data (solid lines, black) with individual noise function and a estimated functional data (dashed lines, red) with the missing rate= 0.9 for each setting of the mean functions.
Table 1: Simulation results of three sets of the mean functions.

<table>
<thead>
<tr>
<th>Missing Rate</th>
<th>0</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>0.90</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) $\mu_1(t) = \sin(2\pi t)$, $\mu_2(t) = \cos(2\pi t)$</td>
<td>MSE1 ($\times 10^{-3}$) 0.111</td>
<td>0.137</td>
<td>0.189</td>
<td>0.325</td>
<td>0.774</td>
</tr>
<tr>
<td></td>
<td>MSE2 ($\times 10^{-3}$) 0.253</td>
<td>0.292</td>
<td>0.349</td>
<td>0.532</td>
<td>1.101</td>
</tr>
<tr>
<td></td>
<td>MSE ($\times 10^{-3}$) 0.365</td>
<td>0.428</td>
<td>0.539</td>
<td>0.856</td>
<td>1.875</td>
</tr>
<tr>
<td>2) $\mu_1(t) = \sin(10\pi t)$, $\mu_2(t) = \cos(10\pi t)$</td>
<td>MSE1 ($\times 10^{-3}$) 0.386</td>
<td>0.505</td>
<td>0.757</td>
<td>1.470</td>
<td>3.699</td>
</tr>
<tr>
<td></td>
<td>MSE2 ($\times 10^{-3}$) 0.385</td>
<td>0.513</td>
<td>0.749</td>
<td>1.518</td>
<td>3.037</td>
</tr>
<tr>
<td></td>
<td>MSE ($\times 10^{-3}$) 0.771</td>
<td>1.018</td>
<td>1.506</td>
<td>2.988</td>
<td>6.842</td>
</tr>
<tr>
<td>3) $\mu_1(t) = \sin(10\pi t)$, $\mu_2(t) = \cos(2\pi t)$</td>
<td>MSE1 ($\times 10^{-2}$) 0.153</td>
<td>0.232</td>
<td>0.328</td>
<td>0.799</td>
<td>1.465</td>
</tr>
<tr>
<td></td>
<td>MSE2 ($\times 10^{-2}$) 0.085</td>
<td>0.122</td>
<td>0.165</td>
<td>0.355</td>
<td>1.787</td>
</tr>
<tr>
<td></td>
<td>MSE ($\times 10^{-2}$) 0.238</td>
<td>0.354</td>
<td>0.493</td>
<td>1.155</td>
<td>3.252</td>
</tr>
</tbody>
</table>

The missing rate $p$ were set to be 0, 0.25, 0.5, 0.75, 0.90 for each setting of the mean functions. Our two-dimensional principal component method was applied to the data and estimated two-dimensional functions $\hat{x}_i(t)$ by maximizing the penalized log-likelihood and minimizing the cross-validation score. We finally calculated the mean-square error (MSE) between the true functional data and the estimated functions:

$$MSE_l = \frac{1}{15} \sum_{i=1}^{15} \| x_{il} - \hat{x}_{il} \|^2, \quad MSE = \frac{1}{15} \sum_{i=1}^{15} \| x_i - \hat{x}_i \|^2.$$

Figure 1 shows examples of a generated two-dimensional true functional data with individual noise function and a estimated functional data with the missing rate = 0.9 for each setting of the mean functions. Table 1 shows the results of the experiments. Our method actually performed well to data with missing values such as these synthetic data even if they had a high missing rate.

6 Real data examples

6.1 Human gait data

We firstly apply a principal component model to human gait data which consist of the hip and knee angles for $N = 39$ subjects, using the maximum likelihood method. We note that the data have common set of the 20 time points (non-sparse data). We refer to Olshen et al. (1989) for details of these human gait data.

The one-dimensional principal component model via Gaussian basis functions with hyper-parameter was applied to the hip angles. The model selection was performed with the candidate values of the number of basis functions $M = 3, 4, \cdots, 9$, hyper-parameter $\nu = 5, 10, \cdots, 50$ and
principal components $k = 2, 3, \cdots, 9$. The values of $(M, \nu, k) = (9, 35, 7)$ and $(7, 20, 6)$ minimized the AIC and BIC, respectively. We selected the simpler model with $M = 7$, $\nu = 20$, $k = 6$ as the optimal ones.

Figure 2 shows the estimated functional data and the PC curves by the optimal model. It is shown that structures of the hip angles were successfully estimated by the principal component model, and the estimated PC curves coincided with the ones estimated by the ordinary FPCA. The contribution rates of the 1st and 2nd PCs were 75.9% and 10.5% in the $k = 6$ PCs: the 1st PCs had most of information for the variation among the data. The principal component model performed well to these equispaced data.

6.2 Handwriting data

We next apply our two-dimensional principal component model via the maximum likelihood method and the penalized maximum likelihood method to the handwriting data such as that shown in Figure 3. In this figure, the left panel shows an original script sample for one of the Japanese characters, and the middle and right panels show the corresponding XY coordinates values, respectively. Our approach treats script samples on 2-dimensional writing surface, and the script samples were recorded by a simple device: to obtain the script samples, we composed a simple device using the programming language VisualBasic.NET and using the pen tablet intuos 3 made in WACOM. The XY coordinate values while the pen lifts off the writing surface cannot be obtained. We then consider the XY coordinate values of handwritings as 2-dimensional sparse functional data. We refer to Ramsay (2000) which has treated handwriting data recorded as XYZ coordinates values using the OPTOTRACK tracking system.

The script samples were written by the 12 students in our statistical laboratory (male, right handedness, 21 to 26 years old). Scaling was performed to the XY coordinates values and
Figure 3: An example of the handwriting data. (left): original script sample, (middle, right): time series data of XY-coordinates. We treat XY-coordinates values in the middle and right panels as handwriting data.

Figure 4: The scaled handwriting data (dots) and the estimated mean functions (heavy lines).
writing times ($\approx 6 \sim 8$ seconds): the time interval and ranges of XY coordinates were to be $[0, 1]$. The dots in Figure 4 show the scaled data for all individuals.

We tried to perform the model selections to the scaled data by minimizing AIC and BIC, where the model was estimated by the maximum likelihood method. The candidate values of $M, k, nu$ were $M = 3, 4, \cdots, 12$ and $k = 2, 3, \cdots, 10$ ($\leq M$), $\nu = 5, 10, \cdots, 50$. However, AIC and BIC could not be calculated, since the log-likelihood function infinitely exuded for these data. The model was then estimated by maximizing the penalized likelihood function, and we performed the model selection by minimizing the cross validation score (7). We considered values for $M$ of 6, 7, $\cdots, 15$, values for $\nu$ of 5, 10, $\cdots, 30$, values for $k$ of 3, 4, $\cdots, 10$ and values for $\lambda$ of 0, $10^{-10}, 10^{-9}, \cdots, 10^{-1}$ and found optimal values of $M = 12$, $\nu = 25$, $k = 10$ and $\lambda = 10^{-1}$. The upper bound of $k$ was set to 10, since $k > 10$ caused unstable and impractical parameter estimation.

The heavy lines in Figure 4 show the estimated mean functions. Figure 5 shows the estimated PC curves. From the estimated PC curves, we give some interpretations of the PCs. The optimal number of principal components was selected as $k = 10$, and the cumulative contribution rate to the first 3 PCs was 70.8 % in the 10 principal components. The contribution rates of the $X$ and $Y$ coordinates for each set of PCs were 39.2 and 60.8 % for the 1st PCs, 47.1 and 52.9 % for the 2nd PCs, and 53.0 and 47.0 % for the 3rd PCs. We then consider the $Y$ coordinate for the 1st PCs and both coordinates for the 2nd and 3rd PCs. Most of PCs represented the time shift component, while 2nd PCs had the effect of the angle and length of the 1st strokes ($XY$ values on $t = 0 \sim 0.2$). In addition, the 3rd PCs indicated an effect of starting point on the 3rd strokes.

7 Concluding remarks

In this paper, we addressed the issue of extension of sparse functional PCA to multidimensional case, based on mixed models. Our model based on the orthonormalized Gaussian basis functions and a penalized estimation. Our Gaussian bases were constructed by the Cholesky decomposition of the cross-product matrix $W_{\nu}^\nu$, and the penalized estimation performed well, while maximum likelihood methods yielded unstable parameter estimates and some of the parameter estimates were infinite.

Numerical experiments were conducted to reveal the possibility of the proposed method to some types of incomplete data. Our method actually performed well to data with missing values such as our three types of synthetic data even if they had a high missing rate. The proposed method is then applied to the handwriting data. To obtain the data, we composed a simple device using the programming language VisualBasic.NET and using a pen tablet. Our device treated script samples on 2-dimensional writing surface as the time series handwriting data. The two-dimesional proposed method was applied to the scaled data by maximizing the penelized likelihood function and minimizing the cross-validation score. We then gave interpletation of the first 3 PCs: most of PCs represented the time shift component, while 2nd PCs had the effect of the angle and length of the 1st strokes and the 3rd PCs indicated an effect of starting point
Figure 5: The estimated PC curves. The solid, dashed and broken lines represent the 1st, 2nd and 3rd PC curves respectively.
on the 3rd strokes.

Future works that remain to be done include 1) derivation of model selection criteria from an information-theoretic perspective and also the application of Bayesian approaches for the penalized model (see, e.g., Konishi and Kitagawa (2008)), 2) taking into account of other script information such as the pressure of the pen and treating registered handwriting data (see, e.g., Ramsay and Li (1998)), and 3) investigating the possibility of our and other functional data approaches for applying to huge types of real data such as in life science, image processing, marketing and so on.

A Details of EM algorithm

We have summarized methods to estimate unknown parameters in the principal component models (§3), using the EM algorithm. This section shows details of the EM algorithm and derives its estimation procedure.

A.1 Derivation

In this section, we derive the procedure of the EM algorithm to obtain the penalized maximum likelihood estimators in the principal component models. An EM algorithm for maximum likelihood methods maximizes the \( Q \) function defined by the following equation with observational data \( D \) and missing data \( Z \):

\[
Q(\theta|\theta^{(t)}) = E_Z \left[ \log f(D, Z; \theta)|D; \theta^{(t)} \right],
\]

where \( \theta \) is an unknown parameter vector and \( \theta^{(t)} \) is the \( t \)-th updated value of \( \theta \). The finding the \( Q \) function, that is, the replacing missing data with conditional expectation of the complete log-likelihood, is called E-step (expectation step). The \((t + 1)\)-th updated value \( \theta^{(t+1)} \) of \( \theta \) is given by

\[
\theta^{(t+1)} = \arg\max_{\theta} Q(\theta|\theta^{(t)}).
\]

The maximization of the \( Q \) function is called M-step (maximization step). The maximum likelihood estimator of \( \theta \) can be obtained by repeating the E and M-steps until convergence.

The penalized maximum likelihood method maximizes the penalized \( Q \) functions

\[
Q_p(\theta|\theta^{(t)}) = E_Z \left[ \log f(D, Z; \theta) - g_\lambda(\theta; D)|D; \theta^{(t)} \right],
\]

where \( g_\lambda(\theta; D) \) is a penalty term with a smoothing parameter \( \lambda (> 0) \) that controls the degree of the penalty. The maximization of \( Q_p(\theta|\theta^{(t)}) \) corresponds to the that of the penalized log-likelihood function. In the principal component model, the observational data \( D \), missing data \( Z \) and unknown parameter \( \theta \) are given by \( D = \{x_1, \ldots, x_N\} \), \( Z = \{\alpha_1, \ldots, \alpha_N\} \) and \( \theta = \{\sigma^2, D, \theta_\mu, \theta_{\cdot}^\mu\} \) respectively, and the penalty term \( g_\lambda(\theta; D) \) is also given by \( g_\lambda(\theta; D) = N\lambda/2g(\theta_{\cdot}^\mu) = N\lambda/2 \cdot \theta_{\cdot}^\mu K \theta_{\cdot}^\mu \), where \( K \) is a positive semidefinite matrix. We calculate the penalized \( Q \) function \( Q_p(\theta|\theta^{(t)}) \) in (11).
The joint distribution of the complete data \( \{D, Z\} = \{(x_i, \alpha_i) ; i = 1, \cdots, N\} \) is given by
\[
f(D, Z ; \theta) = f(x_i, \cdots, x_N, \alpha_1, \cdots, \alpha_N ; \theta) = \prod_{i=1}^{N} f(x_i, \alpha_i ; \theta),
\]
then it follows that
\[
Q_p(\theta|\theta^{(t)}) = E_Z \left[ \log f(D, Z; \theta)|D; \theta^{(t)} \right] - g_\lambda(\theta; D)
\]
\[
= \sum_{i=1}^{N} E_Z \left[ \log f(x_i, \alpha_i; \theta)|D; \theta^{(t)} \right] - g_\lambda(\theta; D).
\] (12)

We also have the conditional distribution of \( Z \) given \( D \): \( f(Z|D; \theta^{(t)}) = f(D, Z; \theta^{(t)}/f(D; \theta^{(t)}) = \prod_{i=1}^{N} f(x_i, \alpha_i; \theta^{(t)})/\prod_{i=1}^{N} f(x_i; \theta^{(t)}) = \prod_{i=1}^{N} f(\alpha_i|x_i; \theta^{(t)}) \). The conditional expectation in (12) can then be written as
\[
E_Z \left[ \log f(x_i, \alpha_i; \theta)|D; \theta^{(t)} \right] = E_{\alpha_i} \left[ \log f(x_i, \alpha_i; \theta) \right] | x_i ; \theta^{(t)} .
\] (13)

Hence, the penalized \( Q \) function \( Q_p(\theta|\theta^{(t)}) \) is obtained by calculating the conditional expectation (13).

A.2 Algorithm

This section shows the details of the estimation procedure of the principal component model. The unknown parameters \( \theta, \sigma^2, D \) and missing values \( \alpha_i \) are estimated by the following steps. The maximum likelihood estimators are also given by these steps with \( \lambda = 0 \).

Step 0. Let \( \theta^{(0)} = \{\sigma^2_{(0)}, D_{(0)}, \theta_{(0)}, \Theta_{(0)}\} \) be an initial value of the unknown parameter \( \theta = \{\sigma^2, D, \theta, \Theta\} \). An initial value of \( \alpha_i \) is also given by \( \hat{\alpha}_{i,(0)} = E[\alpha_i|x_i; \theta^{(0)}] \).

Step 1. When we have \( t \)-th updated values of \( \theta_{(t)}, \alpha_{(t)} \), the error variance \( \sigma^2 \) and diagonal components of the variance covariance matrix \( D = \text{diag}(D_{11}, \cdots, D_{kk}) \) are updated by
\[
\hat{\sigma}^2_{(t+1)} = \frac{1}{N} \sum_{i=1}^{N} E_{\alpha_i}[||x_i - \Psi_i \hat{\theta}_{(t)} - \Psi_i \hat{\Theta}_{(t)} \alpha_i||^2|x_i ; \theta^{(t)}]
\]
\[
= \frac{1}{N} \sum_{i=1}^{N} \left[ ||x_i - \Psi_i \hat{\theta}_{(t)} - \Psi_i \hat{\Theta}_{(t)} \alpha_i||^2 + \text{tr} \left\{ \Psi_i \hat{\Theta}_{(t)} \left( \hat{D}_{(t)}^{-1} + \hat{\Theta}_{(t)} (\Psi_i') \Psi_i \hat{\Theta}_{(t)} / \hat{\sigma}^2_{(t)} \right)^{-1} \hat{\Theta}_{(t)} (\Psi_i') \right\} \right],
\]
\[
\hat{D}_{jj,(t+1)} = \frac{1}{N} \sum_{i=1}^{N} E_{\alpha_i}[\alpha_{ij}^2|x_i ; \theta^{(t)}]
\]
\[
= \frac{1}{N} \sum_{i=1}^{N} \left( \hat{\alpha}_{ij,(t)}^2 + \left( \hat{D}_{(t)}^{-1} + \hat{\Theta}_{(t)} (\Psi_i') \Psi_i \hat{\Theta}_{(t)} / \hat{\sigma}^2_{(t)} \right)^{-1} \right)_{jj}.
\]

Step 2. With \( t \)-th updated values of \( \sigma^2, D, \alpha_i \), the coefficient vector \( \theta_{(t)} \) and matrix \( \Theta \) are
updated by

\[
\hat{\theta}_\mu = \left( \sum_{i=1}^{N} (\Psi_i^\nu)'\Psi_i^\nu + N\lambda \hat{\sigma}_i^2 K \right)^{-1} \sum_{i=1}^{N} (\Psi_i^\nu)'(x_i - \Psi_i^\nu \hat{\Theta}_{i(t)}) ,
\]

(14)

\[
\text{vec} \hat{\Theta} = \left( \sum_{i=1}^{N} \alpha^t_i \alpha_i^t \otimes (\Psi_i^\nu)'\Psi_i^\nu \right)^{-1} \text{vec} \left( \sum_{i=1}^{N} (\Psi_i^\nu)'(x_i - \Psi_i^\nu \hat{\Theta}_{\mu_i}) \hat{\alpha}_{i(t)}' \right) ,
\]

(15)

where equations (14) and (15) are repeated until convergence. The \((t + 1)\)-th updated value \(\hat{\theta}_{\mu,(t+1)}\) of \(\theta_{\mu}\) is obtained by the converged value of \(\hat{\theta}_{\mu}\). Let \(\hat{\Theta}_s\) be the converged value of \(\hat{\Theta}\). We then have the \((t + 1)\)-th updated value \(\hat{\Theta}_{(t+1)}\) of \(\Theta\), using the first \(k\) eigen vectors of \(\hat{\Gamma} = \hat{\Theta}_{(t+1)}' \hat{\Theta}_{(t+1)}\), where \(\hat{\Gamma}\) is the reduced rank estimator of the variance covariance matrix \(\Gamma\) of \(\Theta \alpha_i\).

**Step 3.** When we have the \(t\)-th updated value \(\theta^{(t)} = \{\sigma^2_{(t)}, D_{(t)}, \theta_{\mu,(t)}, \Theta_{(t)}\}\) of \(\theta = \{\sigma^2, D, \theta_{\mu}, \Theta\}\), the random vectors \(\alpha_i\) and its cross product \(\alpha_i \alpha_i'\) are updated by

\[
\hat{\alpha}_{i,(t+1)} = E(\alpha_i|x_i; \hat{\theta}^{(t)})
\]

\[
= (\hat{\sigma}^2_{(t)} \hat{D}^{-1}_{(t)} + \hat{\Theta}_{(t)} (\Psi_i^\nu)'\Psi_i^\nu \hat{\Theta}_{(t)})^{-1} \hat{\Theta}_{(t)} (\Psi_i^\nu)'(x_i - \Psi_i^\nu \hat{\Theta}_{\mu,(t)}) ,
\]

\[
\hat{\alpha}^t_i \hat{\alpha}^t_i' = E(\alpha_i \alpha_i'|x_i; \hat{\theta}^{(t)})
\]

\[
= \hat{\alpha}^t_{i,(t+1)} \hat{\alpha}^t_{i,(t+1)}' + (\hat{D}_{(t)}^{-1} + \hat{\Theta}_{(t)} (\Psi_i^\nu)'\Psi_i^\nu \hat{\Theta}_{(t)} / \hat{\sigma}^2_{(t)})^{-1} .
\]

**Step 4.** Repeat the Steps 1-4 until convergence.
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