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5.4.1 Shaping the Future with Computational Scientistsin Japan

Shaping the Future
with Computational Scientists

and Center, Kyushu University

Mission

modem seience and technology, lary

The Comgting and Comm affers computing
services on a supercompuier system and high-performance
computing wehers all over Japan. Our
serviees contributs fo various academic rescarch fields such s
fluid dy geophysics, structural mechanics, nuclear
I ineting

aplish this mission, our teaching, technical and
their efforts to desi

% 1o academic

periment, m estimating the durability of a
without destroyi

i

oul this kind of

g als

physics, molecy
To ace

operabions must be performed. To ach administration saff have focuse n the
most useful and reliable computer systems with the latest
hardware, to provids users with the most Ficndly software
environment, to maintain the tems to their best of the
o keep up with

aghout the history of scienes
people b
ailible

regquired.
gineering involving numerical comp
ways det ded fast computers—the fisstest

¥ Started services in Jamua
» Replaca lod in May 2007
¥ 0.6 GFLOPS % 64 nodes
B0 Memory: 4 Mode
6GB Memory: 24 Node
» 614 GFLOPS, 704GB Memory in totsl
» 575TBRAID
» 1.1 billion yen / year {appres. USS 10 million / ye:

_— ' Vector-Parallel Supercomputer: Fujitsu VPPS000/64

cher

Since this machi

ie can achieve a computing speod elose 1o the
cal peak in m
greal strength in seientific computation affer these 5 years of its
operations.

Scalar-Parallel Computer: [BM eServer pS 595

problems, this machine can still exhibit

* Started scrvices in March 2005
» POWERS 1.0GHz
+ (B4CPU, 512GB): | node
* (B4CPU, 256GB); 5 nodes
+ (32CPU, 128GB): 1 node

> 416 CPU - 316 TFLOPS, 19TB Memory in total
> S0TB RAID
| 265 mullion yen / year (approx. USS 2.4 million

S vast computing resource is the key to our new user-friendly services: flat rate
plans and exclusive resource plans

Showcase of Cutting-Edge Resuits

Cur primary mission & to support leading
computational scientists thiough cur barge-scale
computing services. Now, let's peek at a
previow of the fusure — the futtare being shaped
by our wsars!

The first image {right ) shows propagation of

scismic waves inside the Earth. It & an example
of how supercomputing ma

mside of our planet without dissecting it. This

e us see” the

simulation was carried ous on our 3 system

wr ]

500s
mic Waves Propagating inside the Earth

300s
Simulation of Sei

s 1

“This illustratos how wa cen
physical quantity in 4 resolut

ot place the sensors in the experiment

This ation ws carried out on our VPPSD0O system

The next
half melted s
distribution of 4

Thiee Dimensional Steady Marangoni Flow
in a Half Liquid Biridge of Silcan Meft

st excnnple (leff) shows how we can pow
st direct m simulation
wtion  directly

ned grid

it development of comp: m enabled

e turb

ent. flows by solv

fundams
caleulation, a s
been made
the largest comp
As a conscquence; the quasi-coberent large
scale structure emergng in the tisbulent Couette flaw
cptured a the first time
is  siomlation W
VPPS000 system.

equations  dlirectly
ies of dires merical smu
turbulent Couette flow with vsing

val domain cver employed

s L

1 ow on our

Direct Numerical Simulation (DNS) of Turbulent Couette Flow
a Large Computational Domai

RE&D Division

Te bridge the gap between computatic
saience, we have the Research Division consisting of computational
scientists and computer scientists working together, The unique
el of these twe types of experts i3 the key to our cuttmg
erge 1o assist our users 1o carve out the fiture.

sciense and compuler

Ky
Hakozaki, Hi

htp: u-u.ac. §p/

54.2 Grid-enabled Fragment-M O by GridRPC

Grid-enabled Fragment-MO
by GridRPC

[Collaboration with Grid Technology Research Center, AIST]

Maki, T. Takami, R. Takano, J. Ooba, H. Watanahe, R. Nogita,
8. wakiri, N. Sakai, Y. Shibao, Y. Nakagawa, M. Aoyagi

Manks to
chemistry and the pa
perform |

omputations]  f moleoules with more than 20,000 atoms
allel computing environments, we can In the wetwal grid envisonments over muliiple sites,
ic sinuchre coloulafions of bio-  however, the system con be uns
lecules. gment-MO  factors. Th
lculation developed by Dr. Kitaura, et sl Dur i here is 1o tobustniess can. be satisfied simultancously in the large-sca

steategy for grid-enabling of such a large applici simuation on the grid. W ping GridR PC-based LC
at we < d computati EMO with un effective queuing system, In thess pancls, we
enviranmeny « devaloped the loosely  show that our spprosch can be & candidte 0 achizve both
coupla (L) FMIC which ouh b e f0 bt sec

bla becase of the various

< next point we must consider s how

establi

stably exce

states  properties, robusimess and efficiency

Electronic States of Proteins

The tneet molecule is divided v
enis for which ab !
it sakalatian i peformed =
We an wamly divide nt Y S
Carban-Carbon singleboncs b
which are casity fouad in Targe p
ety . e
q [
Fragrantatan af moiecsie | Algaithm of FMD
Many classical and empimcal methods, =g, molecular Although the ab imise MO caleulation is time consuming
dynamic studies arl u semi-empirical  espesialy rge molecules, fragment-MO (FMO) method,

ntum methods, et
n we

u
properties on cher

are mainly mlm ~tu'1\ large molecules  developed by Dr. Kitaurs, et al, AIST, gives a fust and mum
 molecules, however, some of the  parallelized fool to caley lectronie states of large o

ical reactions, h-|!N|u- of elactrons, ete, mokeules like proteins, nucleic acids, ete

< obtained unless we hove detuiled infommation of the [ Kitaura, et al, Chem Phys. Lett. 313, 701 (1298)]
electronic states. [n order to obtain such information preciscly, This is o \|wlmh1wrl in a fimous ab initio MO package program,
ab nitio MO calcalations are used GAME: il b Mg ameslat gou/GAMESS!

Loosely-Coupled Fragment-MO Method
[rR—r——
— in order to realizo largo-scals comprtations in grid environments
R il B B VAl i
modules exe tively large gr
® Th

= = s input/ou

Engnering Limited (2004)

we have developed
nal GAMESS program is divided inlo several
ity tasks

eh ofher through

e st

nables
I-timne.

ture of sach modu

e,  stable exzcution on distributed machines,
PC clustars, large

rids, stc., is raalizad

We have also developed an mitial value database of
density 1 e SCF loop

e 1
1'MO cdlention with the grid

L0 s uf Dy it b conple
onality e Ayt

S Shell / Perl Seript
“chwabs pchre of sy coug e IO

oarch Grid Intat
rk Package 6 (WPE)

of N:

n the achul exeeution of FMO,
sary if we raquie high n
efficiency of the parallel execution on chister 1
caleulation. of Lysozyme (1961 atoms, 125 resid
performed on 35 CPUs in AIST Super Cluster and NAREGH G
The et fpuis show s bostbascd ticlin dtaof e cal tion, whre
red points are platted when the hast works. 1t can
representing idling sts
Thus, it admits of the further efficient execution. In the i
plot the same data for cach frogm
comesponds to 4 singl It

2, we show

ecupy @ eertain

mount of the total elapsed
i figures, we

\,.nh connected red lne ||

ted task: granl
manage granularity information of
exseution will be improved

T chr e coch st
Wi by cotesyof D oo

Grid-enabled LC-FMO by Ninf-G

There are several scenarios for grid-enabling ¢
application: (1) description and execution of the program by nh‘
use of workllow tools {eg, NAREGI Warkflow Toeol
eduler, for more details, see booth 1127 of NARE u\

Tieline chetfx ok
T b s o i

Queuapln wift
Al

reconstruetion of the ‘\Hzllulwn
should be on the
kil i et It
exceution using the workflow engine
n effetive sehediler e given.
several types of parallel prog
type models. While, on the
uscd to grid-cnable all the kinds of MPI o
synehronized communications across multiple si
with the help of an IMPI server, it 1 difficult 10 rea
ecutions. when tasks are widely distributed
figures above. In view of the Now p
e Fragment and Frag. Pair e, it e

e is smilar o hal of the Mastor Worker rodal Sincs the
synehronized execution of each modu

LC-FMO, we adopt the GridR PC by Ninf-G2 running on Globus

Execution on Grid Environment
Chicken egg white cystatin: 1CEW

Elapsed Time
Ninf LC-FMO orig. FMO

i el 3 e

wed i
\In application to
guess 375 45 This increase of

1701 atoms, 108 fragm:

ses whes

Initi

Monomer 1hilm  59m
Dimer  2016m  2h11m

Energy 4 <ls

iR
10%) c\mpulm to the total
al FM

o
Tt clapsad ime of the orginsl FMO

| 3h28m  3h10m

Xeon 36Kz 16CPUS In NAREGI Grid
wath NIPF.G24D on GTA.1
0Bt i 2210
morsumes Her aioms urki conyergenee

Gonclusion

The stable execution of a large application on grid  suocess
envirenments often lakes an extra tme (0 aequire robusiness. In
cur spproach, hor the ptin
GridRPC
original

RPC with an effective

Gr
our sprrach (o comiruct gid-
dat

lly applied by the use
ving system. In g
by the  enabled applications wil
ble 1o the "

der

compu

Thus, the grid-enabling procedure is
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5.4.3 The Advanced Campus Networ k

The Advanced Campus Network

Kojl OKAMURA

Main Functions

High-Speed Campus Backbones and the Connection of
Remeote Facilities

We offer pgabit class backbones within cach of the six
major campuses located in Fukuoka City and susrounding areas,
and a “sta”shaped, gigabit class high-speed infer-campus
backbons among them. In particular, the newest sampus is
conneeted fo the eore of the “skr” by a 10Gbps lnk. To
establish  this connestion, we have chosen Hitachi
GS400/GSI000 and Allied Telesyn CentreCom9924, both
renowned for their stable 1PvG support.

o integrated the LANs of the other remots
ted all over Japan into a single campus
the local IF network serviees provided by
communication companiés and  the VI

mnm\m

The New Campus Network

[

2581 Japan

(zoans10RmE)

AMEFRARRERLATL (KT
FokT—im

The new camps started its service this
October. The new compus network
mstalled in this campus provides
advanced technologies (o suppost the
advanced research and educations here

e
the main campus,
readiness and IP Multicast availability
onall network segments with
satisfactary quality. This presentation
introduces the methods for supporting
[Pvé and IP Multicast functionalities
10 the users, First of all, a5 an
infrastrucmire of the network, the
optical fibers arc connected from all
buildings to the main Core NOC
(Network Ops ter). In
addition to tha floors of the
}-mmmg. optical fibers are connected
3C of the building. A
\.,»L.Amm ik, Gigabit
adopted. By using 802.30)
network igmelli» of Layer 2 are
completely independent from the
physical topology of the optical fi
over fhe campus.

Main Routing Switches

As the core 1

Allied Telesyn Incorporated.

‘These switches can support 1Pv6 and 1P Multicast very speedily

and efficiently

uter, we chose GS4000 (320E) from Hitachi
Incorporated And as the core swtch of each building and the switch of
each floor, we chose GSA000 or G300

AT24 rom Alked Telesyn Incorporated

from Hitachi and AT%924 from
respectively

os50 000000

53000 (320} hom Bt Tcaperatet

Practical IP Muiticast Support on all over the Campus

1P Multicast is an essential feature for the larg

group communication tools such as

cess GRID. But its process is so

complicated that it is difficult to tune the network equipment for enabling 1P Multicast with practieal quality To satisfy users to
use IP Multieast, not only the protocol decision of the Layer 3.

capabilit
of whether it is attending the group
technologies o block

MLD snocping. With these t
group communication In this

number of multi-media conferences, such as Aceess Grid, can be held at the same time, by using this IP Multicast technology

but aso the ehoice of Layer 2 equipment with sul
important. Becase Gigabit Ethernet is “shared” media, every communication reaches to every terminal segardless

unication o not. Therefore, to enable practical group communication, we need some

hnclogics, the switch can transmit Multicast data only for the terminals that src atiending
practical TP Multicast is enabled with both [Pva and 1Pv6. Now, in the new campus, » huge

comn
chets before reaching the terminals that are not in the group. AT9924 from Allied Telesyn Incorporated.
which is installed as o switch of each floor of the new carpus, satisfies fhis demand with technologies of |

P snooping and

anter

54.4 Web Mining and Data Engineering

Web Mining and Data

Engineering

Sachio HIROKAWA'",

Eisuke ITOH?, Noriko SUGIMOTG"?

Hirofumi KAI'%, Yoshihiro SHIMOJI', Yuji YASUMOTO'S

*1,%2 : [hirckawa,
*3,44,%5

itou,

Mission

Web is o new frontier of buman beings in 21st century
mining is distinguished from traditional information retrieval by the
and  dynamic
progress. Deep analysis of such huge amount of web data and

characteristics  of link-structure,  semi-structure

development of practical system is our goal

ng with link

suginoto) Gec. kyushu-u.ac. ip

:{h-kai, y-shimo, y-yasu}@i.kyushu-u.ac.jp

Welr

and F

Same kind | Cunuﬁm )
Data Granule

imagion
-y 3

Analysls

2. Tw: Craer

_Exraction

4. Web Data DB|  [3.Record Extraction

Next Problem
How to analyze ma:

dara?

Data Analysis Tools : Data Matrix

Computing and Communications Center
Kyushu U

hi, Fukuoka 812-
http:/www.cc.kyus hu-u.ac.jp/

of Web data

The purpose of this
knowledge buse from web. For this purpose, we considered 4
steps: discovery, collection, exiraetion, and infegration

Results
[Drscovery]

project is  semi-auiomatic  eonsiruet

Repetition pattem discovery algorithrms, automatic
wTapper gencration using discovercd e, arcproposc
[Callection] A smart topic crawler is developed. We implemented
seoar Tk seleckim strategy o reach, fopin poges 5 sl 85
p'w[s\& and also implemented replaceable topio judge modules
to incrasse precision. Further more, the crawler can leam topic
m-u\s d link structure.
ccord extraction algorituns from a scrics of web
documents are developed. A serics of web documents have same
appearance when 4 user
recipes, real cstates, hotels.
Integration] An XML Database system is developed
manags various strctured data

iews them with a browse, such s

It ean

Appic:

Tapanese

w For concrete application, we Y to construct the
DE.

Dita matrix is one of facet analysis tools for stucrured
documents such o5 XML data. Traditional IR(information
ratrieval) system has only one axis for results listing. For example,
Google retums ranked list of Web pages for user”s query words.
On the other hand, this matrix system has two axzs for listing
User not only enter query words, but also select 2 attributes from
wure elements of data. The system retrieves docurment files
which are related query wonds, but it doesn’t search whole
document, only searches selccted attribute parts of document
After that, the system clusters retrieved documents along with 2
atinbutes, and maps documents mio matrix
1 mote, the system is implemenied query expansion
function. By clicking [zoom] button, you can easy to zooming
vour quéry. This system is powerful for complicated information
retrieve, such as patent data search, financial analysis.

(This system is powered by GETA, biip.izeta exnii ac j GETA+])

Web Mining and Data Engineering group

Leader: Sachio Hirokawa
http:itmatu.ce.kyushu-u.ac jpl

~u. 8. 3p/

Data Analysis Tools : Concept Graph

Cancept Graph Construclion fiom decurment files

Given a document set D

4
Tradbonal IR Techaiques  5—
7t 00 Yo Frecuancy. L~

armct Foacpusecy
e, of nees zora Cells)

The Concept Graph shows dependancy of ferms in a given
docurnent set. The system uses traditional TR techniques at
first. Given a document set D, the system scans all documents,
picks up terms from each dacument, and counts frequency of
each terms, And then, the system calculates dependency of
ccordng (o dependency defmition

‘oncept Graph is powerful for understanding relation
between terms, and for diseovering hidden relat

A music recommendation system using playlists

A Music recommendalion system based o

[ m——

A Playiat et
b

Term baquercy
ansi

if(s,. D)
oo

A trial for ID Federation
Systen Gventew

e e i
oy proveae o)

—
afsongs

Fracpuesy e
saregs may be

p—

httpziiwww.cc.kyushu-u.ac.jp/

It is passible to assume that sangs of artits in & playlist have
some close relationsl
songs along with a theme

We focus on playlists and use them as the data minig
resowrces for a music recommendation system. We have
retrieved about 13,000 playhists, and analyzed the

), because playlist creator may select

quency
o artisis/songs and the co-oceurrence of artists/songs in the
playlists

We developed a prototype of music recommendation system
as an application of Cowcept Grapl. The concept-graph
shows dependency of terms in documents. Tn this case,
lependency of songs be illustrated i the graph
So, a seng or ariist recommendation system will be realized
using this graph

XDES is a heterogeneous eXtensible Data Entry System for
XML data. Operational fexibility for adding, deletin
modifying data schema s implemented by scparal
programs from the data schema, which is described as "data
Any combination of data items are allowed for
ceted classification
e trom hic

are described as “content

duta entry web pages are ereated

macro”
automatically
XDES is bei

2 used in Kyushu University since 2003 as a

for 2,300 researchers, who are required to
keep filling ow 753 kinds of forms for the universicy
evaluation. ( hip:iyoka.ofc kyushu-u. ac jpisearchy )

We iry fo implement o prololype of ID-Federation
XDES as the backend DB system
) gm0 e e s o o s i Froide
2 Acossa Controler peforss u secriy chack. 1w valid
Leamiy comes 8 o Sevice Fovile e i, e cces Compoller
ruirecsth clisn o e WP Discovery Serviee
The clict inform the Sevvice Provider of & locadon of an cadpoint a n
ey 5

stem using

1D Divcovery Ser
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5.4.5 Peta-scale System Interconnect Project

Cutting the Edge of

aPetasssle Compating Word Peta-Scale System Evaluation

Methodology

~ Overview of Petascale Sysiem
Interconnect (PSl) Project ~

Peta-Scale System i for

Design
Kyushu Univ., Fujitsu Limited, Fukuoka IST and ISIT Kyusha

Vision ard Mission Pt Soale Syvtem Evaludion

P3l (Petascale System Interconnect) project s one of the
mationa] projects on “Fundamental Technologies for the
Next Gemeration Supercomputing’ of MEXT (Ministzy of
Edueation, Culture Sports, Seienee ard Tecknology), Japan
“The duration of the project is three fisoal years 2005-2007
The goal of PSI project &5 to develop techmologies

To achisve ten times higher costfperformance ratio, the
project tackles with the following thive umdamentdl
techmologies: (1) small and efficient optieal packst
switches, () low-cost, high-performance  MFI
communications, and (3} methodologies for evaluting and
estimating the performance of petascale systerns

pplication
(PT) O
fompdt e-hiode] ¢
Cerfguration,

Parameter

Tntarcarmed | ) |4
Corfigration D

Gain knowledge about Massive parallelization of important applications
dentify system requirements
Knowledge for future automatic massive parallelzation
Research Peta-Scale systemn architecture
Simulate Keme| codes for performance evaluation
Identify bottle necks and improve system architecture
Compare performance of different system architectures
Understanding architecture trade-offs

el paralle e
el cede execition

enshling petascale supercomyuting systers wih hundreds
of thovsands of cotmpiting nodes

Ultra-High Speed Opto- Electrical Hybrid interconnect

e————
Ekctial ==

Optical Packet Interconnect Switch System
Optical packet intercomneet systems using Terabitis class
Targe-baschuridth interconnectisn by WM and hish-speed
aptical svitch technology vll be studied and developed 1o
reduce the number of interconnect cables and switch
elemuents.
Compact O/E Array Wodule Technology
Compact and relishle paralleloptical interconnect modules
are mandstory to vealize the largehandwidth boadto-
board intercarmection. The target size of owr protolype
modules is less than 1/10 compared with corrventinnal XFP
(10 Gigabit Small Fom-factor Pluggable) optical modules.

Hardware and Software for High-Speed MPi
Interconnect network with collective communication support g
n

omidon & T
domirant as the nurdher of processing nodes increases. The goal ‘ﬂ ] Py

of this research is to develop an intelligent switch architecture e —

o o
o nterconne: it
Simulator s b -

Brialysis Trarslaticer
which dramatically reduces the overheads by hadvwaze support For pecfiing)
P s Loty GOEERIon i B ot et oot

Adaptive approach for MP I corrunication ‘ *
Diyrarvic optizeizing techno Iogies that use profile data to decide x —D omamic 1
the optimal way of comzmunication at Tuntizee will be studied, W“""” oy e
Thoss technologies enabls the efficient use of peta-scals

computers by rultiple users =T

h o
Aralyss Trarelatiers .
(for turing) Theme3 PSENST Netveork STMilaor
x

Peta-Scale Smulation

[eEaled Triereernmed
Simulation
<r

Peta-Scale Estim ation

S‘fstsm Faformance Q
Estl hur

+ Performance Prediction for Peta-Scale Systems
Farliculay, we focus on interconnect design
Cornbination of simulation and estimation

Support for Analyzing Interconnect Performance
Visualization tools
Analyzer for interconnect states

Peta-Scale System Evaluation Methodofogy

‘The goal of this theme is to develop & performance evaluation environenent for
prta-seale systera network desigrs. [t is esential to exxplore the design space of
systen In onder to show the potertial ability of massively
paallel coneputing. To reach the goal, we tackle the following four challenges:
Ainalyze pete-soale applications to extract the potential of parallslism
Make a fast, capable processor simlator to explore node architecture
Develop a fast, aorurate peta-scale siulator to predict systern peafommance
Construct an svalustion enviromment to explore interconnect design space by
reas of combining simulation and estimation

Uktra-High Capacity
Interconnection by Photonic
Switching Technology

Hardware and Software for
High-Speed MPI

OpticallElectrical Hyhrid Switch for P 7 i
Hode Group Node Group Node Group
. Rack <1» Fack <2x Rack <
Computing
Node wee wee
Theme 12
Compact 0/E
srray Modtule
Theme 11
WOM Optical

Facket Suitch

Optical Packet Suith

OpticaliElectrical Hybrid Switch Network

Sub Theme 1-1 Davelopment of Optical

Packet Interconnect Switch System

One of ths big issves for the malization of peta-sale
interconnect system is the huge amount of inferconnect
elernents (2 2. cable, switch). We are developing opticel
‘packet intercormect systerus, which use Tershitis class
Jarge-bandwidth intervomnection by WDM (Warvelngth
Division Multiplexing) and high-speed optical switch
tecknology to reduce the nurdber of intereonnect cables and.
switch elements.

Prototype optical packet switch system will be
developed by the end of 2007

Sub Theme 1-2 Development of Compact OIE Array Module Tecknology

Compact and relisble parallel-optical

B rerree ] B | R S Gean | GPE Ay M Beman

roochles are randstory to relizs the large-bandwidth
‘board-to-board interconnection. Higher-density packaging
and easily-handling on system boards (or switch boads)
are key issues in optical
intoroonuest rodules for the deplograent of peta-sale
systerns

"The target size of our prototype modules is less than 1/10
compared with corrventional XFP (10 Gigabit Staall Form-
fartor Pluggsh s} optical modules

o w—

B g M

Commisation cost is a wajor factor on the

Callective

of Peta- FLOPS computers that consists 10,000 to 100,000
nodss. Therne 2 works on tesearch and development of
techumlogies for implementing high-speed MPI (Messagr
Passing_Interface). MPI is a standard commmnication
lorary for paralle] progranueing Especially, in there 2,
callective communications of MF] aze studied infensively.

of
such as Bammer, Broadcast, Galher Zfaﬂer and Reduction,
that ivalves & group of nodes. The effect of cost for
callective communirations berore significant as the mucher
of wods inereases. Therne 2 turkles to reduce this cost with
followring technologies

@ Intelligent switch with eollective compmunisation support
@ Adaptive approach for MP! Comaization

I with Collecth

An overhead for the collective is being

Support

doreinant a3 the nurber of pracessing nodes incteases

The goal of this mesearch is 1o develop an intelligent
switch awhitecture which dranatically reduces the
overheads by  hardwme  swmport  of  collective
conmnioations

Dedcate vkt Coraicaos peterns

Calltsys tipy wnsten

Calauiation: 50 Communicaton: 10

[100:4.3-23 tiwres = Oaty 36% efmeiency” ]

[tz | [artgmezor |

[Cmeigomeew | [ creitgmezor

High e ct s wich

Intelligert Swikch Intelligent Switch
Combines comunurications

2

) and caleulations on the fly
to reduce or elimmate the
waits, etc. Suitahle network

Revdermns Fricoral Brstiatin  topologics and  protocals
By oo gl e ptudind

Adaptive A 5 for MPI C icati
Optiral topalogy for oollective depends on
the status of the parallel machine at rumtine, such a5 the =
load balace on sach node or wetwork collisions by otbet |2 s
parallel prograes. Thetefore, tecknologies for perfornance |2 quumm Gpomiar
profiling and d optimazation ill be stutied o | “parat
reduss cormuzication cost as much as possible. Tpac:

Effect of the adaptive optimization of Study i far_dynamic

Following figwe shows the sinulated time of broadeast
commmication with norual ard optizeal topologies

= =]

i "

Desalt By oy

Using o simple simulator to study algnm}\ms for
extrcting  entieal path in communirations  and
iraproving total eotarundeation tire.






