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Abstract—Page segmentation has received great attention in recent years. However, most research has been based on some pre-defined heuristics or visual cues which may not be suitable for large-scale page segmentation. In this paper, we proposed two parameters: seam degree and content similarity, to indicate the coherent degree of a page block. Instead of analyzing pre-defined heuristics or visual cues, our method utilizes the visual and content features to determine whether a page block should be divided into smaller blocks. We also proposed a principled page segmentation method using these two parameters. An experiment was conducted to determine the relationship between the two parameters and the number of segment results. The empirical results also show that our segmentation method can effectively segment a page into different semantic parts.
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I. INTRODUCTION

Web pages are typically designed for visual interaction. In order to support visual interaction, Web pages are designed to consist of multiple segments with different functionalities, such as: main content, navigation bar, menu list, advertisements, etc. Recent research has shown that Web pages can be sub-divided into smaller segments. This process is known as Web page segmentation. The goal of Web page segmentation is to break a large page into smaller segments, in which contents with coherent semantics are collected [8]. Web page segmentation can be very useful for different fields, for example: Web pages can be properly displayed or repurposed for mobile devices [2, 3, 14], duplicate Web pages can be detected [4, 5], information retrieval systems can use such implicit information to provide better search results [6, 7], etc.

Recognizing the importance of Web page segmentation, numerous previous works have proposed to solve this problem. These works can be roughly divided into two types: an HTML structure-based method and a visual heuristic-based method. An HTML structure-based method often transforms HTML code into a Document Object Model (DOM) tree or HTML tag tree, and divides pages based on their pre-defined syntactic structure. However, tags such as \textless TABLE\textgreater and \textless P\textgreater are used not only for content markup but also for layout structure presentation. It is difficult to obtain the appropriate segmentation granularity. Moreover, in many cases DOM prefers presentation over content and therefore it is not accurate enough to discriminate between different semantic segments in a web page [6]. Visual heuristic-based approaches rely on visual cues from browser renderings. Most of the vision-based methods focus on the location, size or font features of elements. However, most of these methods involve some set of heuristics. These heuristics typically utilize many features present on a Web page. While a heuristic approach might work well on small sets of pages, it isn’t suitable for large-scale sets of pages [5].

In this paper we propose two parameters for Web page segmentation. The two parameters are Seam Degree (SD) and Content Similarity (CS). Seam Degree describes the seam degree of two adjoining blocks. Content Similarity describes the similarity of contents in two blocks. The two parameters can utilize the vision and content feature to describe the coherent degree of Web page blocks. A Web pages block may contain many smaller sub-blocks. The averaging coherent degree of sub-blocks can determine whether a block should be divided into smaller blocks. By adjusting the threshold of the two parameters, we can obtain a fine-grained page segmentation result. These two parameters do not depend on either pre-defined HTML syntactic structure or visual heuristics. We built a page segmentation system using the two parameters. Through empirical analysis we show that the page segment system can divide a Web page into appropriate semantic segments.
The rest of the paper is organized as follows: Related works are reviewed in Section II. Notation and problem description are introduced in Section III and Section IV. The seam degree and content similarity are described in Section V and Section VI. A segmentation method is proposed in Section VII. Empirical analysis and result are reported in Section VIII. Finally, conclusion and future work are given in Section I.

II. RELATED WORK

In the past few years, there has been plenty of work on automatic Web page segmentation. A Good survey of works on Web information extraction can be found in [1]. The page segmentation solutions roughly fall into two categories: HTML structure-based approaches and vision-based approaches.

A. HTML structure-based Approaches

HTML source code is often transformed into DOM tree or tag tree. D. Chakrabarti et al. [4] proposed a graph-theoretic approach to Web page segmentation. Their approach is based on formulating an appropriate optimization problem on weighted graphs, where the weights can determine whether two nodes in the DOM tree should be placed together or apart in the segmentation. However, this algorithm needs data learning and this could be an issue in the overall automation of the process. X. Liu et al. [11] proposed a Gomory-Hu Tree based Web page segmentation algorithm. The algorithm firstly extracts vision and structure information from a web page to construct a weighted undirected graph, whose vertices are the leaf nodes of the DOM tree and the edges represent the visible position relationship between vertices. Then it partitions the graph with a Gomory-Hu tree based clustering algorithm. G. Hattori et al. [12] proposed a Web page segmentation method which utilized both content-distance and page layout information. The content-distance depends on the relative HTML tag hierarchy, and layout analysis is only based on the HTML tag. However the layout information of an HTML tag does not always correspond to the actual layout of a Web page.

B. Vision-based Approaches

Vision-based approaches rely on visual cues from browser renderings. Most of the vision-based methods focus on the location, size or font features of elements. D. Cai et al. [10] proposed a Vision-based Page Segmentation (VIPS) algorithm to divide a web page into semantic segments. They consider that each DOM node corresponds to a block. Each node is assigned a value (Degree of Coherence) to indicate how coherent the content is in the block. However, the VIPS algorithm depends on the visual cues, which are only fit for a small set of Web pages. H. Guo et al. [13] proposed to use visual renderings of the web page provided by Mozilla. The authors indicate that information about spatial locality is most often used to cluster, or draw boundaries around groups of items in a web page, while information about presentation style similarity is used to segment or draw boundaries between groups of items. P. Xiang et al. [14] proposed that a web page is considered as a composition of basic visual blocks and separators. Therefore, their algorithm focuses on first identifying the blocks and then discovering the separators between these blocks.

Besides the two major categories, there are several other methods [4, 8, 10]. Due to paucity of space we don’t introduce these methods. Our work is closed to VIPS. However VIPS utilizes the visual cues which cannot be suitable for every page. Moreover, these visual cues cannot correctly indicate the difference between different semantic segments. Instead of analyzing the visual cues, we utilize seam degree and content similarity to indicate how coherent the content is in the block.

III. NOTATIONS

A web page is made up of finite blocks. We also call these blocks visual block or block for short. We consider a visual block as a visible rectangular region on a web page. The definition of a visual block is as follows:

Definition III-1: Visual block \( VB = (E, R) \), where \( E \) is an Element object that is defined by the HTML DOM based on W3C standard, and \( R \) represents the visible rectangular region where \( VB \) is displayed in the web page. According to W3C standard, the Element object of the DOM represents an element in the HTML document. The details of Element object can be found in the official W3C website [16]. The Element object not only contains the attributes of an HTML element, such as “tagName”, “id”, “value” etc., but also contains the properties defined by the DOM, such as “childNodes”, “nextSibling”, etc. Besides the DOM Element, the other parameter is the visual rectangular region \( R = (x, y, w, h) \) as shown in Figure 1. Here \( x \) is the horizontal coordinate, \( y \) is the vertical coordinates of top-left point of visual block, \( w \) is the width, and \( h \) is the height of the visual block. Sometimes they are written as \( Rx(VB), Ry(VB), Rw(VB) \) and \( Rh(VB) \) when only one parameter needs to be mentioned. According to the definition of visual block, not all HTML elements have their corresponding visual blocks. The elements that are not visible such as <head>, <script>, <meta>, etc. and the elements whose “display” property is “none” or “hidden” property is “true” are not considered as a visual block in this paper.

![Figure 1. The absolute coordinate and size of a visual block](Image)

**Definition III-2:** For two given visual blocks \( VB_i = (E_i, R_i) \) and \( VB_j = (E_j, R_j) \), if \( E_i \) is a child node of \( E_j \), then \( VB_i \) is the child of \( VB_j \).

**Definition III-3:** If a visual block \( VB = (E, R) \) does not have any children, then \( VB \) is a leaf visual block, denoted \( VB : leaf \).
IV. PROBLEM DISCUSSION

The purpose of our work is to break a large page into smaller segments, in which contents with coherent semantics are collected.

A Web page can be considered as a large block, which consists of several child blocks with different semantics, such as: main content, navigation bar, menu list, advertisements, etc. These segments have different functions and visual characteristics. For example, in a news site, a long text may be the main content; a link list may be the related news list; a big picture may be an advertisement, etc. Figure 2 shows the example. We can utilize the visual and content difference to indicate how coherent the child blocks are. If the coherent degree of child blocks is high, then the block should not be divided, otherwise it should be divided further. Therefore the issue of page segmentation can be seen as an issue of calculating the coherent degree of child blocks in each block. In this paper, we introduce two parameters to describe the coherent degree, they are: the Seam Degree and Content Similarity. In the next section, we will introduce the two parameters in detail.

V. SEAM DEGREE

A. The Seam Degree of Two Adjoining Blocks

The seam degree is used to describe how close two adjoining blocks are. First, we give the definition of adjoining blocks.

**Definition V-1:** For two given visual blocks VBi and VBo, let’s assume that Ry(VBi) + Rh(VBi) ≤ Ry(VBo). If the following conditions are satisfied:

1. \[ \text{Max}(Rx(VBi), Rx(VBo)) \leq \text{Min}(Rx(VBi) + Rw(VBi), Rx(VBo) + Rw(VBo)) \];
2. There is NOT a VB which is between VBi and VBo.

We define VBi and VBo are adjoining in the vertical direction. Similarly, we can also define two visual blocks are adjoining in the horizontal direction (we skip over it here). If VBi and VBo are adjoining in the vertical direction or horizontal direction, we define VBi and VBo are adjoining blocks. Figure 3 shows two examples of adjoining blocks.

In Figure 3, VBi and VBo, VBo and VBy are adjoining blocks. The dotted rectangles are the minimum rectangles that cover the two blocks in Figure 3 (a) and Figure 3 (b). L1 and L2 are the seam length of the two adjoining blocks, w1 is the width of VBi, and h1 is height of VBi. Intuitively, we consider VBi and VBo are closer than VBi and VBo. This is because VBi and VBo can almost fill up the minimum rectangle, but VBi and VBo cannot fill it up. The gray regions indicate the areas that are not filled up in Figure 3. It is known that each segment has a corresponding rectangle appearing in the page. In other words, VBi and VBo are more likely to be a segment, but VBi and VBo cannot be considered as a segment. We utilize seam degree to describe the visual coherent degree. The definition of seam degree is given as follows:

**Definition V-2:** For two given visual blocks VBi and VBo, if VBi and VBo are adjoining in vertical direction. The seam degree SD(VBi, VBo) can be calculated as in formula (1):

\[
SD(VBi, VBo) = \frac{\text{SeamLength}(VBi, VBo)^2}{Rw(VBi) \times Rw(VBo)}
\]  (1)

where \( \text{SeamLength}(VBi, VBo) \) represents the seam length of VBi and VBo, and \( Rw(VBi) \) represents the width of VBi. Similarly, if VBi and VBo are adjoining in horizontal direction, the seam degree SD(VBi, VBo) can be calculated as in formula (2):

\[
SD(VBi, VBo) = \frac{\text{SeamLength}(VBi, VBo)^2}{Rh(VBi) \times Rh(VBo)}
\]  (2)

where \( Rh(VBi) \) represents the height of VBi.

SD(VBi, VBo) is between 0 and 1. Since the seam degree is based on the visual information of blocks, it can indicate the visual coherent degree of adjoining blocks.

B. The Averaging Seam Degree of Adjoining Child Blocks in a Block

If a block has child blocks, the averaging seam degree of adjoining child blocks can indicate the visual coherent degree of the content in the block. For a given visual block VB, the set of child blocks in VB is \( \text{Child}(VB) = \{b_1, b_2, \ldots, b_n\} \). If two child blocks are adjoining, we count 1 pair. Let us assume that there are n pairs of adjoining child blocks. The averaging seam degree AvgSD(VB) can be calculated as in formula (3):

\[
\text{AvgSD}(VB) = \frac{\sum SD(b_i, b_j)}{n}
\]  (3)

where \( b_i \) and \( b_j \) are adjoining child blocks. 

AvgSD(VB) degree is also between 0 and 1. If it is closer to 0, the visual coherent degree of child blocks is lower. If it...
is closer to 1, the visual coherent degree of child blocks is higher.

VI. CONTENT SIMILARITY

A. The Content Vectors of a Block

As mentioned before, segments with different semantics always have different types of contents. For example, a navigation bar has a list of short link text; an advertisement has a big picture; a user registration form has some text boxes, pull-down menus, buttons, etc. If the contents of two blocks are similar, the two blocks have a high content coherent degree. We introduce the Content Similarity to describe the content coherent degree. We roughly classify the contents into four categories:

1. **Text Contents (TC):** all the text falls into this category, except that contains a hyperlink.
2. **Link Text Contents (LTC):** the text that contains a hyperlink can be classified into this category.
3. **Image Contents (IMC):** this category contains pictures, photos, icons, etc.
4. **Input Contents (INC):** this category includes elements that can accept user input, such as: text box, radio button, pull-down menus, etc.

For a given VB, the content set is C = {c₁, c₂, ..., cₙ}. First, the contents are classified into the four categories mentioned above. Then four types of content sets can be obtained, denoted TC = {tc₁, tc₂, ..., tcₙ}, LTC = {ltc₁, ltc₂, ..., ltcₙ}, IMC = {imc₁, imc₂, ..., imcₙ}, and INC = {inc₁, inc₂, ..., incₙ}. Obviously, TC, LTC, IMC and INC are the subsets of C. If one of the content subsets is empty, it means that VB does not contain the contents of the corresponding type. We use Area(cᵢ) to represent the area of the corresponding block of cᵢ. If cᵢ is a text content or link text content, we approximately calculate the area as in formula (4):

\[
\text{Area}(c_i) = \text{Length}(c_i) \times \text{FontSize}(c_i)^2 \\
\]

where Length(cᵢ) represents the length of text or link text, FontSize(cᵢ) represents the font size of text or link text.

According to the area of contents, the four content subsets can be sorted from large to small area. By utilizing the sorted content subsets, four content area vectors can be obtained, denoted Vtc, Vltc, Vimc and Vinc. The values of elements in the four vectors are the areas of corresponding contents. After the content vectors are determined, the content similarity of two blocks can be calculated.

B. The Content Similarity of Two Blocks

If the content vectors of two given blocks are determined, the similarity of each content area vector can be calculated. There are many algorithms to calculate the similarity of two vectors, of which the cosine similarity is a simple and efficient algorithm [15]. Here we take the vector of the text content as an example to explain the calculation of cosine similarity. For two given blocks VB₁ and VB₂, their text content area vectors are Vtc₁ = (u₁, u₂, ..., uₘ) and Vtc₂ = (v₁, v₂, ..., vₙ). Let us assume that Vtc₁ ≠ ∅, Vtc₂ ≠ ∅, and n > m. Because the cosine similarity requires that the two vectors must have the same number of elements, we need to add (n-m) elements whose value are 0 into Vtc₁, denoted Vtc’₁ = (u₁, u₂, ..., uₘ, 0, 0, ..., 0). The cosine similarity of Vtc₁ and Vtc₂ can be calculated as in formula (5):

\[
\text{Cos}(Vtc'₁, Vtc₂) = \frac{\sum_{i=1}^{m} u_i \times v_i}{\sqrt{\sum_{i=1}^{m} (u_i)^2 \times \sum_{j=1}^{n} (v_j)^2}}
\]

If both Vtc₁ and Vtc₂ are empty, Cos(Vtc₁, Vtc₂) is ill-formed. In this case, we define the Cos(Vtc₁, Vtc₂) to be zero. Similarly, the cosine similarity of other content area vectors (including Vltc, Vinc and Vimc) can also be determined.

Additionally, the four types of contents have different weight in VB₁ and VB₂. Also, we take the text content as an example to explain the definition of weight. For two given blocks VB₁ and VB₂, their text content area vectors are Vtc₁ = (u₁, u₂, ..., uₘ) and Vtc₂ = (v₁, v₂, ..., vₙ). The weight of text content can be calculated as in formula (6):

\[
\text{Weight}(Tc) = \frac{\sum_{i=1}^{m} u_i + \sum_{j=1}^{n} v_j}{\text{Area}(VB₁) + \text{Area}(VB₂)}
\]

where the Area(VBᵢ) represents the total area of all contents in VBᵢ. It means that the greater area of the corresponding type of contents is, the higher its weight will be.

After the cosine similarity and weight of each content area vector are determined, the content similarity CS(VB₁ and VB₂) of VB₁ and VB₂ can be calculated as in formula (7):

\[
CS(VB₁, VB₂) = \sum \text{Weight}_i \times \text{Cos}_i
\]

where Weightᵢ represents the weight of four types of contents, and Cosᵢ represents the cosine similarity of four types of contents area vectors.

CS(VB₁, VB₂) is between 0 and 1. Since the content similarity is based on the content information of blocks, it can indicate the content coherent degree of blocks.

C. The Averaging Content Similarity of Adjoining Child Blocks in a Block

Similar to the averaging seam degree, if a block has child blocks, the averaging content of adjoining child blocks can indicate the content coherent degree of the child blocks in the block. It should be noted that only the content similarity of adjoining child blocks is considered. For a given visual block VB, the set of child blocks in VB is Child(VB) = {b₁, b₂, ..., bₙ}. If two child blocks are adjoining, we count 1 pair. Let us assume that there are n pairs of adjoining child blocks. The averaging content degree AvgCS(VB) can be calculated as in formula (8):

\[
\text{AvgCS}(VB) = \frac{\sum_{i=1}^{n} CS(b_i, b_j)}{n}
\]

where bᵢ and bⱼ are adjoining child blocks.

AvgCS(VB) is also between 0 and 1. If it is closer to 0, the content coherent degree of child blocks is lower. If it is closer to 1, the content coherent degree of child blocks is higher.
VII. PAGE SEGMENTATION BASED ON SEAM DEGREE AND CONTENT SIMILARITY

Based on the seam degree and content similarity, we propose a page segmentation method. In order to divide a page into segments, a page needs to be transformed into a DOM tree. The nodes that will not appear in the Web page should be pruned, such as the nodes whose tags are <SCRIPT>, <META>, <STYLE>, etc. and the nodes whose height or width is zero. Also, we need to get the visual information of each node by utilizing the APIs of browsers. This is because the DOM nodes do not contain the absolute coordinate. In this way, the corresponding block of each DOM node can be determined.

For a given block, the averaging seam degree and content similarity of its adjoining child blocks are calculated. We introduce two thresholds $\alpha$ and $\beta$ to determine whether the node should be divided or not. The segmentation algorithms are as follows:

Step 1: For a given block, if the averaging seam degree and content similarity of its adjoining child blocks is less than $\alpha$, then the block should be divided.

Step 2: For a given block, if the averaging seam degree and content similarity of its adjoining child blocks is greater than $\alpha$, and the averaging content similarity of its adjoining child blocks is less than $\beta$, then the block should be divided.

Step 3: For a given block, if it does not satisfy the Rule 1 and Rule 2, then the block should not be divided.

If a given block that does not contain any child block, we define both its averaging seam degree and content similarity are one. If a given block that contains only one child block, we define both its averaging seam degree and content similarity are zero. Our method is a top-down algorithm. We calculate the averaging seam degree and content similarity from the root block. If a block should be divided, its child blocks will be checked further. If a block should not be divided, it will be pushed into a segment array and its child blocks will not be checked any more. Finally, all the segments can be determined.

VIII. EXPERIMENT AND ANALYSIS

We submitted 10 queries to Google, from which we randomly collected 10 pages from the search results as test pages. We set the thresholds $\alpha$ and $\beta$ to be 0 to 1 respectively, where the step is 0.1, and obtained a set of 121 $\alpha$ and $\beta$ pairs: $(0, 0), (0, 0.1), \ldots, (1, 0.9), (1, 1)$). Using the 121 threshold pairs, we use our method to segment each page 121 times. Each time we recorded the segment numbers of each page, denoted by $n_i$. For a given Web page, the set of segment number is $\{n_1, n_2, \ldots, n_{121}\}$. Since the segment number of each page is different, the set of segment numbers should be normalized as in formula (9):

$$\text{Normalize}(n_i) = \frac{n_i}{\text{Max}(n_1, n_2, \ldots, n_{121})}$$

(9)

where $\text{Max}(n_1, n_2, \ldots, n_{121})$ represents the largest value of the set.

We calculated the average results of the normalized segment number of the 100 pages, denoted $\{N_1, N_2, \ldots, N_{121}\}$. Figure 4 shows the coordinate graph of these results.

According to Figure 4, the following inferences can be drawn:

1. According to section VII, the blocks whose average seam degrees are less than $\alpha$ will be divided. Thus, if $\alpha = 0$, the step 1 in Section VII will be invalid. In other words, only the average content similarity is effective to determine whether divide a block or not. In this case, $\beta$ and the normalized segment number are approximately proportional. We can infer that the averaging content similarities of all the blocks of are approximate uniform distribution.

2. According to section VII, if $\alpha = 1$, most of the blocks should be divided, and the normalized segment number should be close to one no matter how $\beta$ changes. However, that was not the case. $\beta$ and the normalized segment number are still approximately proportional. We can infer that the averaging seam degrees of most blocks are one.

3. If $\alpha$ is constant, the curve increases steeply along with $\beta$. Conversely, if $\beta$ is constant, the curve increases gradually along with $\alpha$. We can infer that the averaging content similarity plays a main role to determine whether a block should be divided or not, and the average seam degree plays a supplementary role.

Based on the three inferences above, we let $\alpha$ be 0.9 and $\beta$ be 0.8, and segment the 100 pages using our method. Figure 5 shows some examples of the page segmentation results, and the red rectangle represents the segments.

These examples show that our method is effective to segment a web page into different semantic parts.

I. CONCLUSION AND FUTURE WORK

In this paper, we proposed two parameters seam degree and content similarity to indicate the coherent degree of a page block. The seam degree is based on the visual information of blocks, therefore it can indicate the visual coherent degree of adjoining blocks. The content similarity is
based on the content information of blocks, therefore it can indicate the content coherent degree of blocks. Instead of analyzing pre-defined heuristics or visual cues, our method utilized the visual and content coherent degree to determine whether a page block should be divided into smaller blocks. We also proposed a page segmentation method using these two parameters. An experiment was conducted to determine the relationship between the two parameters and the number of segment result. The empirical results also show that our segmentation method is effective to segment a page into different semantic parts.

However our method cannot identify recurrent blocks. For example, in the search result page of Amazon, each product record has an independent semantic. Since they have similar contents, they are probably not divided into different segments. In the future, we are planning to solve this problem and improve the segmentation results.

![Image](http://www.w3.org/standards/techs/dom#w3c_all)

**Figure 5.** Several examples of segmentation results.
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