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Abstract

The aim of this paper is to introduce a new type of terminating Markov renewal process $D(\alpha, \beta, k)$ in view of application to replacement problems. The dynamical sojourn probability and the renewal function of each Markov state, the time $\tau$ till termination, the distribution and moments of $\tau$ are calculated for this type terminating process in order to apply it to a lifetime model of replacement parts, such as retreadable tires fitted to trucks.
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1. Introduction

Usually, a renewal problem is stated as follows: A given system starts with a new part or component, which fails at random time. A new part immediately enters the system to replace the first one and fails at another random time. There is another immediate replacement by a new part fitted in the system, still of the same type, and so on. But because most of artificial systems have their own lifetime, so Endow (2008) set up a terminal renewal model in which the process stops when the system comes to an end. This model was applied to predict numbers of replaced tires needed yearly in the Japanese motorcars market. In the terminal renewal process, the part replaced is assumed to be of the same grade or brand. However, there exist many systems in which parts are not necessarily replaced by the parts of the same grade or brand with which they were originally equipped. Endow and Tanimoto (2010) put forward a theory of Markov renewal process with termination, and applied it to a demand prediction model of motorcars tires in the market.

In the previous works mentioned above, the parts replaced are assumed to be of new ones, but trucking fleets and owners of commercial vehicles use both new and retread tires on their vehicles. So we introduce a new $D(\alpha, \beta, k)$-terminating Markov renewal process which models a lifetime of a truck tire stochastically. This kind of termination occurs when the same state is visited two or perhaps more times. An example of such
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a process would be a machine or a piece of equipment in which various parts may fail at random times. The machine or equipment is retreaded or repaired but is discarded (the process ends) when the retread or repaired occurs, for example, a second time (or \( K \) times). Many examples exist of this common type of termination including the replacement of truck’s tires and the replacement of cutting tools fitted to machine tools. Of interest in this processes are the sojourn probability, renewal function of each state, and the time \( \tau \) until termination, the distribution and moments of \( \tau \), which are obtained for the \( D(\alpha, \beta, k) \)-terminating Markov renewal processes.

This paper is organized as follows. In Section 2, semi-Markov processes and Markov renewal processes are briefly reviewed for completeness of discussion. The renewal functions and the dynamical sojourn probability for each state are also given in the explicit forms. In Section 3, we introduce a terminating MRP of finite transition type, which stops after a prefix number of transitions, and apply it to lifetime model for retread tires fitted to trucks. In Section 4, a new type of MRP processes \( D(\alpha, \beta, k) \) are introduced to apply a replacement problem, which is different from the previous one in stopping rules (see Endow and Tanimoto (2010)). The distribution and moments of \( \tau \) are obtained for the \( D(\alpha, \beta, k) \)-terminating MRP’s, explicitly. In Section 5 some concluding remarks are stated in practical view points.

2. Markov Renewal Processes

For the sake of completeness of discussion, let us briefly review theory of Markov renewal processes and state some results which will be of use later in the following section.

2.1. Markov renewal processes

Let \( (Z, X) := \{(Z_n, X_n)\}_{n \geq 0} \) be a pair of stochastic processes defined on a complete probability space \( (\Omega, \mathcal{F}, P) \) in which \( Z \) is a Markov chain with a state space \( I \) and a transition rule \((p, P)\), as follows. The state space is \( I = \{1, 2, \cdots, m\} \), the initial probability vector \( p = (p_1, \cdots, p_m) \) with
\[
p_i := P\{Z_0 = i\} \geq 0, \quad i \in I; \quad \sum_{i=1}^{m} p_i = 1, \quad (1)
\]
and the sequence of transition probability matrices \( P = \{P^{(n)}\}_{n \geq 1} \) with \( P^{(n)} = [p_{i,j}^{(n)}] \),
\[
p_{i,j}^{(n)} := P\{Z_n = j|Z_{n-1} = i\} \geq 0, \quad i, j \in I; \quad \sum_{j=1}^{m} p_{i,j}^{(n)} = 1. \quad (2)
\]
Let \( \{X_n\}_{n \geq 0} \) be a sequence of non-negative valued random variables, in which for each \( n \geq 1 \), the variables \( X_1, \cdots, X_n \) are \( \{Z_0, \cdots, Z_{n-1}\} \)-conditionally independent and satisfying
\[
P\{X_1 \leq x_1, \cdots, X_n \leq x_n|Z_0, \cdots, Z_{n-1}\} = F_{Z_0}(x_1) \cdots F_{Z_{n-1}}(x_n), \quad (3)
\]
and \( X_0 = 0 \). The pair \( (Z, X) := \{(Z_n, X_n)\}_{n \geq 0} \) becomes a semi-Markov process on \( (\Omega, \mathcal{F}, P) \), since
\[
Q_{i,j}^{(n)}(x) := P\{Z_n = j, X_n \leq x|Z_k, X_k), 0 \leq k \leq n-1\} = p_{i,j}^{(n)} F_i(x), \quad (4)
\]
is a semi-Markov kernel satisfying
\[
\lim_{x \to \infty} Q^{(n)}_{i,j}(x) = p^{(n)}_{i,j}, \quad i, j \in I.
\]

We remark that in the usual semi-Markov structure, the variable \( X_n \) may depend not only on \( Z_{n-1} \) but also on \( Z_n \). The following is the direct consequence of Proposition 3.2 in Janssen (2006).

**Lemma 2.1.** For \( i, j \in I \),
\[
P\{X_n \leq x | Z_{n-1} = i, Z_n = j\} = \begin{cases} F_i(x), & p^{(n)}_{i,j} > 0, \\ U(x), & p^{(n)}_{i,j} = 0 \end{cases}
\]
where \( U(x) = 0; x < 0; = 1, x \geq 0 \).

Now, let us define a sequence \( T = \{T_n\}_{n \geq 0} \) of random variables as
\[
T_0 = 0, \quad T_n = T_{n-1} + X_n, \quad n \geq 1,
\]
which is called a renewal point process, and the pair \( (Z, T) = \{(Z_n, T_n)\}_{n \geq 0} \) thus defined is called a Markov renewal process. Hereafter, we will abbreviate Markov renewal process to “MRP”. It follows from the semi-Markov property that
\[
P\{Z_n = j, T_n \leq x | (Z_k, T_k), k = 0, \cdots, n-1\} = F^{(n)}_{Z_{n-1}}(x - T_{n-1})
\]
In this case the pair \( (p, Q) \) is also called the MRP kernel, since a MRP will be defined by the pair as well.

### 2.2. Counting process

Let us introduce some counting processes associated with a MRP. One is a counting process which counts the number of visits to a specific state \( i \in I \) up to time \( t > 0 \). Other is a total counting process which counts the number of all renewals up to time \( t > 0 \).

For a Markov renewal process \( (Z, T) \) a number of transitions to the state \( i \in I \) on \( (0, t] \) is given by
\[
N_i(t) = \sum_{n=1}^{\infty} 1_{\{Z_n = i, T_n \leq t\}}, \quad t > 0.
\]
This counting process \( \{N_i(t), t \geq 0\} \) with \( N_i(0) = 0 \) will be called an \( i \)-counting process in this paper. Similarly, the total number of renewals on \( (0, t] \) for a renewal process \( T \) is expressed by
\[
N(t) = \sum_{n=1}^{\infty} 1_{\{T_n \leq t\}}, \quad t > 0.
\]
The process \( \{N(t), t \geq 0\} \) thus defined with \( N(0) = 0 \) will be called a total counting process. It follows from these definitions that

\[
N(t) = \sum_{i=1}^{m} N_i(t), \quad t \geq 0.
\]  

(11)

### 2.3. The Renewal functions

Generally, an expectation function of a counting process is called as a renewal function in renewal theory. Let us consider the renewal function \( H_i(t) := E[N_i(t)] \) of the \( i \)-counting process. It follows from the expression (9) that

\[
H_i(t) = \sum_{n=1}^{\infty} P\{Z_n = i, T_n \leq t\}, \quad t \geq 0.
\]  

(12)

where the symbol “\(*\)" indicates convolution. This gives the following result.

**Theorem 2.2.** The \( i \)-renewal function is expressed by

\[
H_i(t) = \sum_{n=1}^{\infty} F^n_i(t), \quad t \geq 0,
\]  

(13)

where \( F^n_i(t) \) is given by (12). Moreover,

\[
H(t) = \sum_{i=1}^{m} H_i(t) = \sum_{n=1}^{\infty} \sum_{i=1}^{m} F^n_i(t), \quad t \geq 0.
\]  

(14)

### 2.4. Sojourn probability

Let us consider a sojourn probability which is a probability of a MRP being in a specific state at time \( t \geq 0 \). Firstly, we consider the following probability,

\[
P^n_i(t) := P\{Z_n = i, T_n \leq t < T_{n+1}\},
\]  

(15)
which means a probability of a MRP being in a state \( i \in I \) at time \( t \geq 0 \) after the \( n \)-th transition. In the same way as (12), we see that
\[
P_n^i(t) = P \{ Z_n = i, T_n \leq t \} - P \{ Z_n = i, T_n+1 \leq t \}
\]
\[= \sum_{i_0=1}^m \sum_{i_1=1}^m \cdots \sum_{i_{n-1}=1}^m p_{i_0} F_{i_0, i_1}^{(1)} \cdots F_{i_0, i_{n-1}}^{(n)} F_i \ast F_i \ast \cdots \ast F_{i_{n-1}}(t), \quad (16)
\]
and
\[
P_i^0(t) = P_i(1 - F_i(t)). \quad (17)
\]

Thus, we obtain the following result with using Theorem 2.2.

**Corollary 2.3.** A sojourn probability of a MRP being in a state \( i \in I \) at time \( t \geq 0 \) in the \( n \)-th transition is
\[
P_n^i(t) = F_n^i(t) - F_n^i \ast F_i(t), \quad i \in I, \quad (18)
\]
where \( F_0^i(t) = p_i \). Hence, the sojourn probability of a MRP being in a state \( i \) at time \( t > 0 \) is
\[
P_i(t) = \sum_{n=0}^{\infty} P_n^i(t), \quad i \in I. \quad (19)
\]

Note that
\[
\sum_{i=1}^m P_i(t) = \sum_{n=0}^{\infty} P \{ T_n \leq t < T_{n+1} \} = 1, \quad t \geq 0. \quad (20)
\]
Remark that the sojourn probabilities show mean transition dynamics of a tire during its lifetime.

### 3. Terminating MRP’s of finite transition type

In this section we set up a model for lifetime of a truck’s tire by a MRP, which stops at a finite \( K \geq 0 \) steps. It is a special case of the \( D(\alpha, \beta, k) \)-terminating MRP, that will be defined in Section 4. A truck tire fitted to some axis of a truck will wear its tread and become bald, and then it will be on the scrap, or it may be retreaded at a factory and will be refitted to some other axis of another truck again. If it is usable other than its tread, then it may be retreaded again and so on. In North America, tires fitted to trucks are usually retreaded once or twice, whereas in Japan only 15 % of truck’s tires are retreaded just once. This is the replacement problem which we are going to be in minds.
3.1. Lifetime model of a retreadable tire

In Endow (2008) and Endow and Tanimoto (2010), a replacement problem of tires fitted to a motorcar is modeled by a terminal MRP, or a renewal process with termination, because tires fitted to a motorcar are disposed, or on the scrap when they become bald, and new ones are fitted to the motorcar again, and so on. This process continues when the motorcar is disposed itself.

In contrast to the motorcar case a tire fitted to a truck may be retreaded once or twice, so we will set up a lifetime model of a retreadable tire by a MRP which terminates up to a finite fixed number \( K \) of transitions, which is one of the \( D(\alpha, \beta, k) \) type MRP introduced later. An \( i \)-counting process and an \( i \)-renewal function for this terminating MRP, which are the counterparts of (9) and (13), are expressed by

\[
N_i(K; t) = \sum_{n=1}^{K} 1_{\{Z_n=i, T_n \leq t\}}, \quad t \geq 0, \tag{21}
\]

and

\[
H_i(K; t) = \sum_{n=1}^{K} F^n_i(t), \quad i \in I, \tag{22}
\]

respectively. A sojourn probability of the MRP being in a state \( i \) at time \( t \geq 0 \) will be also given by

\[
P_i(K; t) = \sum_{n=0}^{K} P^n_i(t), \quad i \in I. \tag{23}
\]

3.2. A lifetime model of truck tires

Let \( I = \{1, 2, 3, 4, 5, 6, 7, 8\} \) be a state space, in which the numbers designate as follows;

1 the state of “retread”; R,

2 the state of fitted to “a steering axis”; S,

3 the state of fitted to “a driving axis”; D,

4 the state of fitted to “a trailing axis”; T,

5 the state of fitted to “a steering axis after retreaded”; RS,

6 the state of fitted to “a driving axis after retreaded”; RD,

7 the state of fitted to “a trailing axis after retreaded”; RT,

8 the state of “disposed”; DP.
Let $p = (0, p_2, p_3, p_4, 0, 0, 0, 0,)$ be an initial probability of a Markov process such that $p_i > 0$, $i = 2, 3, 4$; $p_2 + p_3 + p_4 = 1$. This means a new tire is fitted to one of the axles S, D, and T. Transition probability matrices $p^{(n)}$, $1 \leq n \leq K$ are given by

$$p^{(n)} = \begin{bmatrix}
0 & 0 & 0 & p_{1,5} & p_{1,6} & p_{1,7} & p_{1,8} \\
p_{2,1} & 0 & 0 & 0 & 0 & 0 & p_{2,8} \\
p_{3,1} & 0 & 0 & 0 & 0 & 0 & p_{3,8} \\
p_{4,1} & 0 & 0 & 0 & 0 & 0 & p_{4,8} \\
p_{5,1} & 0 & 0 & 0 & 0 & 0 & p_{5,8} \\
p_{6,1} & 0 & 0 & 0 & 0 & 0 & p_{6,8} \\
p_{7,1} & 0 & 0 & 0 & 0 & 0 & p_{7,8} \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad 1 \leq n < K, \quad (24)$$

and

$$p^{(K)} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad (25)$$

where

$$p_{i,j} \geq 0, \quad i, j \in I; \quad \sum_{j=5}^{8} p_{1,j} = 1, \quad p_{i,1} + p_{i,8} = 1, \quad i = 2, \ldots, 7.$$ 

Let $F_i(x)$, $i \in I$ be the d.f. of a sojourn time for $i$-state. Putting

$$Q_{i,j}^{(n)}(t) := p_{i,j}^{(n)} F_i(t), \quad i, j \in I, \quad t \geq 0, \quad n = 1, \ldots, K, \quad (26)$$

and

$$Q^{(n)}(t) = [Q_{i,j}^{(n)}(t)], \quad t \geq 0, \quad n = 1, \ldots, K, \quad (27)$$

we have a $K$-terminating MRP $(p, Q)$, where $Q = \{Q^{(n)}\}_{1 \leq n \leq K}$. Remark that if we put $P^{(n)} = P^{(K)}$, $n > K$, then the $K$-terminating MRP thus defined is not substantially different from MRP $(p, Q)$, because both of the processes will be stayed at state “8″ after the $K$-th transition.

### 3.2.1. Examples

**Example 3.1. (Non retread case)** Firstly, we consider no retread case, which corresponds to $K = 1$. A tire fitted to a motorcar will be disposed when it becomes bald. This can be expressed in terms of a Markov renewal process with one transition. The sojourn probability in the $i$-state at $t \geq 0$ is given by

$$P_i(1; t) = P_i^0(t) = \begin{cases}
p_i(1 - F_i(t)), & i = 2, 3, 4, \\
0, & i = 1, 5, 6, 7, \\
\sum_{i_0=2}^{4} p_{i_0} F_{i_0}(t), & i = 8
\end{cases} \quad (28)$$
Example 3.2. (Once retreaded case) As stated above in the Japanese truck tires market, 15% of the truck tires are retreaded up to once. So, three cases are considered; (1) a tire is disposed when it becomes bald, (2) a tire is retreaded when it becomes bald, and it is refitted to some axis and is disposed when it becomes bald again, and (3) a tire is disposed when it becomes bald, and if it is not passed the quality test it will be disposed. In this case, \( K = 3 \) and the sojourn probability in the \( i \)-state at \( t \geq 0 \) is given by

\[
P_i(3, t) = \sum_{n=0}^{3} P_i^n(t) = \begin{cases} P_i^1(t), & i = 1, \\ P_i^0(t), & i = 2, 3, 4, \\ P_i^2(t), & i = 5, 6, 7, \\ P_i^3(t) + P_i^2(t) + P_i^1(t), & i = 8, \end{cases} (29)
\]

where

\[
P_i^0(t) = p_i(1 - F_i(t)), \quad i = 2, 3, 4, (30)
\]

\[
P_i^1(t) = \sum_{i_0=2}^{4} p_{i_1} P_i^{(1)}(F_{i_0} - F_{i_1}, t), \quad i = 1, 8, (31)
\]

\[
P_i^2(t) = \sum_{i_0=2}^{4} p_{i_1} P_i^{(2)}(F_{i_0} - F_{i_1}, t), \quad i = 5, 6, 7, (32)
\]

\[
P_i^3(t) = \sum_{i_0=2}^{4} P_i^{(1)}(F_{i_0} - F_{i_1}, t), \quad i = 1, 8, (33)
\]

\[
P_i^4(t) = \sum_{i_0=2}^{4} P_i^{(2)}(F_{i_0} - F_{i_1}, t), \quad i = 5, 6, 7,
\]

Let us set up a numerical example of this case as follows. Put \( p = (0, 0.2, 0.7, 0.1, 0, 0, 0, 0, 0, 0, 0) \), and

\[
p^{(n)} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0.15 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.10 \\
0.15 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.10 \\
0.15 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.10 \\
0.10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.10 \\
0.10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.10 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad n = 1, 2,
\]
and \( p^{(3)} \) is equal to the matrix in (25). The sojourn times for \( i \in I \) follow the normal distributions with parameters in Table 1. Figure 1 shows the graph of sojourn probabilities of this case.

Table 1: Parameters for \( N(\mu_i, \sigma_i^2) \)

<table>
<thead>
<tr>
<th>( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_i )</td>
<td>0.5</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1000</td>
</tr>
<tr>
<td>( \sigma_i^2 )</td>
<td>0.3^2</td>
<td>0.5^2</td>
<td>0.5^2</td>
<td>0.5^2</td>
<td>0.5^2</td>
<td>0.5^2</td>
<td>0.5^2</td>
<td>0.5^2</td>
</tr>
</tbody>
</table>

Figure 1: Sojourn probabilities

4. Terminating MRP’s of \( D(\alpha, \beta, k) \) type

In this section, we introduce a termination rule for such a MRP, which will be called \( D(\alpha, \beta, k) \) type, and consider its termination time and give simple numerical examples in view of a replacement problem of truck tires. Hereafter, a MRP \((p, Q)\) is assumed to be homogeneous, namely, whose semi-Markov kernel does not depend on steps; \( Q^{(n)} = Q \), \( n \geq 1 \).

4.1. Definition

Before introduction of a terminating MRP of \( D(\alpha, \beta, k) \) type, some types of termination are reviewed in order. In the following, to avoid cumbersome notations, we do
not distinguish in notation between the subsets \( \alpha, \beta \) and \( \gamma \) of the set \( I = \{1, 2, \ldots, m\} \) and their cardinal numbers, \( \alpha, \beta \) and \( \gamma \), respectively.

**Definition 4.1.** (Becker (1982)) The MRP will be of type \( A(\alpha) \) if it terminates on first transition to any one of a particular subset of \( \alpha \) states.

The MRP will be of type \( B(\alpha; k_1, k_2, \ldots, k_\alpha) \) if it terminates when the first time transition is made for the \( k_1 \)-th consecutive time to the \( i \)-th state in a subset of \( \alpha \) states. Special case of type \( B \) termination which will be considered is type \( B(\alpha; k) \) in which \( k_1 = k_2 = \cdots = k_\alpha = k \) and \( \alpha < m \).

The MRP will be of type \( C(\alpha; k_1, k_2, \ldots, k_\alpha) \) if it terminates when the first time transition is made for the \( k_1 \)-th times (not necessarily consecutively) to the \( i \)-th state in a subset of \( \alpha \) states. Special case are defined as in type \( B \) processes. Thus type \( C(\alpha; k) \) means that \( k_1 = k_2 = \cdots = k_\alpha = k \) and \( \alpha < m \).

**Definition 4.2.** Let \( I = \{1, 2, \ldots, m\} \) be the state space, and the subsets \( \alpha, \beta, \gamma \) constitute a partition of \( I \), such that \( \gamma = \{1, 2, \ldots, \gamma\} \), \( \alpha = \{\gamma + 1, \gamma + 2, \ldots, \gamma + \alpha\} \) and \( \beta = \{\gamma + \alpha + 1, \gamma + \alpha + 2, \ldots, m\} \). The MRP will be of type \( D(\alpha, \beta, \gamma, k) \), \((k = 2, 3, \ldots)\), if it terminates when the first time transition is made for the \( k \)-th times to the state of \( \gamma \), which starts from a state in \( \alpha \) firstly and translate to a state in \( \gamma \), then translate a state in \( \beta \), and translate to a state in \( \gamma \) again, for example
\[
Z_0 = \alpha_0 \longrightarrow \gamma_1 \longrightarrow \beta_1 \longrightarrow \gamma_2 \longrightarrow \beta_2 \longrightarrow \cdots \longrightarrow \beta_{k-1} \longrightarrow \gamma_k = Z_{2k-1},
\]
in which, \( \alpha_0 \in \alpha \), \( \gamma_1, \gamma_2, \ldots, \gamma_k \in \gamma \), and \( \beta_1, \beta_2, \ldots, \beta_{k-1} \in \beta \).

In the Definition 4.2, if the subset \( \gamma \) only has one state, that is \( \gamma = \{1\} \), then this type termination will denoted by \( D(\alpha, \beta, k) \) for short. Notice that the terminating MRP of type \( D(\alpha, \beta, \gamma, k) \) will stop just after the \( 2k - 1 \) transitions if the stopping rule is satisfied, otherwise it will not stop forever.

Whatever the form of termination, two random variables associated with termination, will be important, i.e., (a) the variable \( N_\tau = k \), where \( k \) is the number of transitions to termination, and (b) the variable \( \tau = X_1 + X_2 + \cdots + X_k \) which is the actual time to termination. Let the Laplace-Stieltjes Transform (L-S.T.) of a semi-Markov kernel \( Q = Q(x) = [Q_{ij}(x)]_{m \times m} \) be denoted by \( q(s) = [q_{ij}(s)]_{m \times m} \), where
\[
q_{ij}(s) = \int_0^\infty e^{-sx}dQ_{ij}(x), \quad s \geq 0. \tag{35}
\]
We also denote the corresponding transition matrix by \( p_0 = [p_{ij}]_{m \times m} \). Then, we see that
\[
I - q(s) = I - p_0 + sp_1 - \frac{s^2}{2!}p_2 + \frac{s^3}{3!}p_3 - \cdots, \quad s \geq 0, \tag{36}
\]
in which
\[
p_k = \int_0^\infty x^k dQ(x), \quad k = 0, 1, 2, \ldots, \tag{37}
\]
assuming all moments exist.
REMARC. It follows from (4) and (37) that
\[ p_k = \left[ p_{i,j} \int_0^\infty x^k e^{-sx} dF_i(x) \right]_{m \times m}, \quad k = 0, 1, 2, \ldots, \]  
(38)

and
\[ p_0 = \left[ p_{i,j} u_i \right]_{m \times m}, \]
\[ p_1 = \left[ p_{i,j} u_i u_j \right]_{m \times m}, \]
\[ p_2 = \left[ p_{i,j} (u_i^2 + \sigma_i^2) \right]_{m \times m}, \]
\[ p_3 = \left[ p_{i,j} (u_i^3 + 3\sigma_i^2 u_i + \nu_i) \right]_{m \times m}, \]
(39) (40) (41) (42)

where \( u_i, \sigma_i^2 \) and \( \nu_i \) are the mean, variance and the third central moment (all assumed to be finite) for the d.f. \( F_i \), respectively.

The \( m \times 1 \) column vector of zero elements except for one in the \( i \)-th position will be represented by \( a_i \). Also, \( b_i = \sum_{i=1}^a a_i \).

Some cases of type \( A(\alpha), B(\alpha;k), \) and \( C(\alpha;k) \) MRP\s were discussed by Becker (1982).

The following discussion is mainly of type \( D(\alpha, \beta, k) \) termination.

4.2. Termination time of type \( D(\alpha, \beta, k) \)

Of interest in these MRP\s are the time \( \tau \) until termination and the number of transition \( N_\tau \) until termination. For type \( D(\alpha, \beta, k) \) termination occurs at the \( N_\tau = 2k - 1 \) (\( k = 2, 3, \ldots \)). In this subsection, we try to obtain the distribution and moments of \( \tau \).

THEOREM 4.3. For the type \( D(\alpha, \beta, k) \), the mean time to termination, conditional on \( Z_0 = i \), is
\[ u_{\tau | i} = a_i' \left[ \sum_{i=0}^{k-2} (\pi_0 a_0 p_0)^{k-1-2} (\pi_1 a_0 p_0 + \pi_0 a_0 p_1) (\pi_0 a_0 p_0)^{l-1} (\pi_0 a_0 p_0)^{k-1-1} a_1, \right. \]
\[ \left. k = 2, 3, \ldots, \right] \]

and the variance of the time to termination, conditional on \( Z_0 = i \), is
\[ \sigma_{\tau | i}^2 = a_i' \left[ \sum_{i=0}^{k-2} \left( \sum_{m=0}^{k-1} (\pi_0 a_0 p_0)^{k-1-3} (\pi_1 a_0 p_0 + \pi_0 a_0 p_1) (\pi_0 a_0 p_0)^{l} (\pi_1 a_0 p_0 + \pi_0 a_0 p_1) \right. \right. \]
\[ \times (\pi_0 a_0 p_0)^{l+1} (\pi_0 a_0 p_0)^{k-2} (\pi_2 a_0 p_0 + 2\pi_1 a_0 p_1 + \pi_0 a_0 p_2) (\pi_0 a_0 p_0)^{l+1} \]
\[ + \sum_{m=0}^{l-1} (\pi_0 a_0 p_0)^{k-1-2} (\pi_1 a_0 p_0 + \pi_0 a_0 p_1) (\pi_0 a_0 p_0)^{l} \left( \pi_1 a_0 p_0 + \pi_0 a_0 p_1 \right) \]
\[ \times (\pi_0 a_0 p_0)^{l+1} \left. \left. \right) (\pi_0 a_0 p_0)^{k-1-1} a_1 - u_{\tau | i}^2, \right. \]
\[ \left. k = 3, 4, \ldots, \right] \]
\[ \sigma^2_{t_1} = a_i' [\bar{p}_{2i0}p_{01}\bar{p}_0 + \bar{p}_{0i}p_{21}\bar{p}_0 + \bar{p}_{0i}p_{01}\bar{p}_2 + 2(\bar{p}_{2i0}p_{11}\bar{p}_0 + \bar{p}_{1i}p_{01}\bar{p}_0)]a_1 - a^2_{t_1}, \quad k = 2, \]

where \( a_p e \) is the matrix \( p_e \) with the first \( \alpha + 1 \) columns replaced by zeros, and \( \bar{p}_e \) is the matrix \( p_e \) with the last \( m - 1 \) columns replaced by zeros.

**Proof:** By considering the various paths to termination, the joint distribution function of \((\tau, N_\tau)\), conditional on \( Z_0 = i \), is given by

\[
L_i(u, k; \alpha) := \mathbb{P}\{\tau \leq u, N_\tau = 2k - 1 | Z_0 = i\} = \sum_{j_1=0+2}^{m} \cdots \sum_{j_{k-1}=0+2}^{m} Q_{j_1} * Q_{j_2} * Q_{j_3} \cdots * Q_{j_{k-1}} * Q_{j_{k-1}}(u),
\]

where \( i = 2, 3, \ldots, \alpha + 1. \) The L-S.T. of this function, with respect to \( u \), is also given by,

\[
l_i(s, k; \alpha) = \sum_{j_1=0+2}^{m} \cdots \sum_{j_{k-1}=0+2}^{m} q_{j_1}q_{j_2}q_{j_3} \cdots q_{j_{k-1}}q_{j_{k-1}}(s), \tag{43}
\]

where \( q_\alpha \) is the matrix \( q \) with the first \( \alpha + 1 \) columns replaced by zeros, and \( \tilde{q}_1 \) is the matrix \( q \) with the last \( m - 1 \) columns replaced by zeros. By the multiplication of matrices, in matrix notation, we can rewrite (43) as

\[
l_i(s, k; \alpha) = a_i' \left[ \tilde{q}_1q_\alpha \tilde{q}_1q_\alpha \cdots \tilde{q}_1q_\alpha \tilde{q}_1 \right] a_1 = a_i' \left[ (\tilde{q}_1q_\alpha)(\tilde{q}_1q_\alpha) \cdots (\tilde{q}_1q_\alpha) \tilde{q}_1 \right] a_1 = a_i' \left[ (\tilde{q}_1q_\alpha)^{k-1} \tilde{q}_1 \right] a_1, \tag{44}
\]

which means the L-S.T. of the d.f. of time to termination \( \tau \), conditional on \( Z_0 = i \).

Let \( \tilde{q}_1 := f(s), q_\alpha := g(s) \) and \( F_1(s) := (f(s)g(s))^{k-1}, \) then

\[
F'_1(s) = \sum_{l=0}^{k-2} (f(s)g(s))^{k-l-2}(f(s)g(s))'(f(s)g(s))' \]

\[
F''_1(s) = \sum_{l=0}^{k-2} \left( \sum_{m=0}^{k-l-3} (fg)^{k-l-m-3}(fg)'(fg)''(fg)' + (fg)^{k-l-2}(fg)''(fg)'' \right)
+ \sum_{m=0}^{l-1} (fg)^{k-l-2}(fg)'(fg)'(fg)'(fg)'^{m}. \]

Let \( F(s) := (\tilde{q}_1q_\alpha)^{k-1} \tilde{q}_1 = (f(s)g(s))^{k-1}f(s) = F_1(s)f(s), \) then

\[
F'(0) = F'_1(0)f(0) + F_1(0)f'(0), \tag{45}
\]

\[
F''(0) = F''_1(0)f(0) + 2F'_1(0)f'(0) + F_1(0)f''(0), \tag{46}
\]
and
\[ f(0) = i\overline{p}_0, \quad f'(0) = i\overline{p}_1, \quad f''(0) = i\overline{p}_2, \]  
\[ g(0) = \alpha p_0, \quad g'(0) = \alpha p_1, \quad g''(0) = \alpha p_2. \]  
(47, 48)

It follows that the mean time to termination, conditional on \( Z_0 = i \), is
\[
\begin{align*}
  u_{r|i} &= \left. \frac{d}{ds} l_i(s, k; \alpha) \right|_{s=0} = a_i' \left( \frac{d}{ds} F(s) \right)_{s=0} a_1 = a_i' F'(0) a_1, \\
  &= a_i' \left[ \sum_{k=0}^{k-2} (fg)^{k-l-2} (f'g + fg')(fg)^l f + (fg)^{k-1} f \right] a_1, \\
  &= a_i' \left[ \sum_{k=0}^{k-2} (i\overline{p}_0 a_0)(i\overline{p}_0 a_1)(i\overline{p}_0 a_0)^l i\overline{p}_0 + (i\overline{p}_0 a_0)^{k-1} i\overline{p}_1 \right] a_1, \\
  &= a_i' \left[ \sum_{k=0}^{k-2} (i\overline{p}_0 a_0)(i\overline{p}_0 a_1)(i\overline{p}_0 a_0)^l i\overline{p}_0 + (i\overline{p}_0 a_0)^{k-1} i\overline{p}_1 \right] a_1, \\
  &= k = 2, 3, \ldots, 
\end{align*}
\]  
(49)

and
\[
\begin{align*}
  \sigma^2_{r|i} &= \left. \frac{d^2}{ds^2} l_i(s, k; \alpha) \right|_{s=0} - u^2_{r|i} = a_i' F''(0) a_1 - u^2_{r|i}, \\
  &= a_i' \left[ \sum_{k=0}^{k-2} \sum_{m=0}^{k-3} (fg)^{k-l-2} (f'g + fg')(fg)^m (f'g + fg')(fg)^l f + (fg)^{k-1} f \right] a_1 - u^2_{r|i}, \\
  &= a_i' \left[ \sum_{k=0}^{k-2} \sum_{m=0}^{k-3} (i\overline{p}_0 a_0)(i\overline{p}_0 a_1)(i\overline{p}_0 a_0)^l i\overline{p}_0 + (i\overline{p}_0 a_0)^{k-1} i\overline{p}_1 \right] a_1 - u^2_{r|i}, \\
  &= k = 3, 4, \ldots, 
\end{align*}
\]  
(50)

for \( k = 2 \),
\[
\begin{align*}
  \sigma^2_{r|i} &= a_i' \left[ (i\overline{p}_2 a_0)(i\overline{p}_0 a_0)(i\overline{p}_0 a_1)(i\overline{p}_0 a_1)(i\overline{p}_0 a_0)^{l-1} i\overline{p}_1 + (i\overline{p}_0 a_0)^{k-2} (i\overline{p}_1 a_0 + i\overline{p}_0 a_1)(i\overline{p}_0 a_0)^l i\overline{p}_1 \right] a_1 - u^2_{r|i}, \\
  &= k = 3, 4, \ldots, 
\end{align*}
\]  
(51)

which completes the proof of Theorem 4.3.  
\( \square \)
Remark. From Definition 4.1 and Definition 4.2, the type $D(\alpha, \beta, k)$ can be look as a special kind of type $C(\alpha; k)$. The various kind of type $C$ terminating processes lead to cumbersome expressions for the joint distribution of $(\tau, N_\tau)$. These do not facilitate calculation of the moments, so Becker (1982) just discussed about the case of type $C(1,2)$, only. But for the type $D(\alpha, \beta, k)$, Theorem 4.3 gives the moments for every $k$, explicitly.

To illustrate one of the result of above Theorem 4.3 for the type of $D(\alpha, \beta, k)$, we give an example bellow.

Example 4.4. Consider the simple model of $D(\alpha, \beta, 2)$ with $I = \{1,2,\ldots,5\}$ states. Let $\alpha = \{2,3\}$, $\beta = \{4,5\}$, and $Z_0 = 2$. By definitions (39)–(42) we see that

$$p_0 = \begin{bmatrix} 0 & 0 & 0 & a & b \\ 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad p_1 = \begin{bmatrix} 0 & 0 & 0 & a \cdot u_1 & b \cdot u_1 \\ u_2 & 0 & 0 & 0 & 0 \\ u_3 & 0 & 0 & 0 & 0 \\ u_4 & 0 & 0 & 0 & 0 \\ u_5 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad (52)$$

$$p_2 = \begin{bmatrix} 0 & 0 & 0 & a(u_1^2 + \sigma_1^2) & b(u_1^2 + \sigma_1^2) \\ u_2^2 + \sigma_2^2 & 0 & 0 & 0 & 0 \\ u_3^2 + \sigma_3^2 & 0 & 0 & 0 & 0 \\ u_4^2 + \sigma_4^2 & 0 & 0 & 0 & 0 \\ u_5^2 + \sigma_5^2 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad (53)$$

$$2p_0 = \begin{bmatrix} 0 & 0 & 0 & a & b \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad 2p_1 = \begin{bmatrix} 0 & 0 & 0 & a \cdot u_1 & b \cdot u_1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad (54)$$

$$\tilde{p}_0 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad \tilde{p}_1 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ u_2 & 0 & 0 & 0 & 0 \\ u_3 & 0 & 0 & 0 & 0 \\ u_4 & 0 & 0 & 0 & 0 \\ u_5 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad (55)$$

$$2p_2 = \begin{bmatrix} 0 & 0 & 0 & a(u_1^2 + \sigma_1^2) & b(u_1^2 + \sigma_1^2) \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad (56)$$

and

$$\tilde{p}_2 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ u_2^2 + \sigma_2^2 & 0 & 0 & 0 & 0 \\ u_3^2 + \sigma_3^2 & 0 & 0 & 0 & 0 \\ u_4^2 + \sigma_4^2 & 0 & 0 & 0 & 0 \\ u_5^2 + \sigma_5^2 & 0 & 0 & 0 & 0 \end{bmatrix}. \quad (57)$$
From (49), (52)–(57), the mean time to termination is

\[ u_{\tau|2} = a_2 \left[ 1 \tilde{p}_1 \cdot 2 \tilde{p}_0 \cdot 1 \tilde{p}_0 + 2 \tilde{p}_1 \cdot 2 \tilde{p}_1 \cdot 1 \tilde{p}_0 \right] a_1 \]

\[ = a(u_2 + u_1 + u_4) + b(u_2 + u_1 + u_5) \]

\[ = u_2 + a(u_1 + u_4) + b(u_1 + u_5), \tag{58} \]

and the variance in the time to termination is

\[ \sigma_{\tau|2}^2 = a_2 \left[ 1 \tilde{p}_1 \cdot 2 \tilde{p}_0 \cdot 1 \tilde{p}_0 + 2 \tilde{p}_1 \cdot 2 \tilde{p}_1 \cdot 1 \tilde{p}_0 \right] a_1 - u_{\tau|2}^2 \]

\[ = u_2^2 + \sigma_2^2 + a(u_1^2 + \sigma_1^2) + b(u_1^2 + \sigma_1^2) + 2u_2[a(u_1 + u_4) + b(u_1 + u_5)] \]

\[ + 2(au_1u_4 + bu_1u_5) - u_{\tau|2}^2 \]

\[ = \sigma_2^2 + a(\sigma_1^2 + \sigma_1^2) + b(\sigma_1^2 + \sigma_1^2) + a(u_1^2 + u_4^2) + b(u_1^2 + u_5^2) \]

\[ + 2(au_1u_4 + bu_1u_5) - [a(u_1 + u_4) + b(u_1 + u_5)]^2. \tag{59} \]

### 4.3. An application for the replacement of truck tires and numerical examples

In this subsection we model a lifetime of a truck’s tire again by terminating MRP of \( D(\alpha, \beta, k) \) type, which stops at a finite \( k \) steps. We assumed that all tires fitted to trucks are retreaded once or twice, and we try to get the mean and variance of lifetime \( \tau \) of truck tires. Let \( I = \{1, 2, 3, 4, 5, 6, 7\} \) be a state space, in which the numbers designate the same states as in Section 3.2, without \( 8 \), respectively. Let \( p = (0, p_2, p_3, p_4, 0, 0, 0, 0) \) be the initial probability of a Markov process with \( p_i > 0, i = 2, 3, 4; p_2 + p_3 + p_4 = 1 \). This means a new tire is fitted to one of the axes S, D, and T. A transition probability matrices \( p_0 \) are given by

\[
p_0 = \begin{bmatrix}
0 & 0 & 0 & 0 & p_{1,5} & p_{1,6} & p_{1,7} \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \tag{60}
\]

where

\[ p_{i,j} \geq 0, \quad i, j \in I; \quad \sum_{j=5}^{7} p_{i,j} = 1. \]

Let \( F_i(x) \), \( i \in I \) be the d.f.s corresponding to the \( i \)-state. Putting

\[ Q_{i,j}(x) := p_{i,j} F_i(x), \quad t \geq 0, \ i, j \in I \]

we have a Markov renewal process \((p, Q)\), where \( Q := \left[ Q_{i,j} \right] \).
### Table 2: Parameters for $N(\mu_i, \sigma_i^2)$

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_i$</td>
<td>0.5</td>
<td>2</td>
<td>2.5</td>
<td>3</td>
<td>1.5</td>
<td>1.6</td>
<td>1.7</td>
</tr>
<tr>
<td>$\sigma_i^2$</td>
<td>0.3$^2$</td>
<td>0.5$^2$</td>
<td>0.6$^2$</td>
<td>0.7$^2$</td>
<td>0.35$^2$</td>
<td>0.4$^2$</td>
<td>0.45$^2$</td>
</tr>
</tbody>
</table>

**Example 4.5. (Numerical examples)** Let the subsets be $\alpha = \{2, 3, 4\}$, $\beta = \{5, 6, 7\}$ and the transition probabilities $p_{1,5} = 0.15$, $p_{1,6} = 0.65$, and $p_{1,7} = 0.2$, $p_{ij} = 0$ (otherwise). Assume that the sojourn time obeys normal distribution $N(\mu_i, \sigma_i^2), i = 1, \cdots, 7$ with parameters as in Table 2. Firstly, we consider once retread case $D(\alpha, \beta, 2)$ with $k = 2$ in Theorem 4.3. In Japanese market tires of trucks are retreaded up to once as stated above. The means and variances of lifetime $\tau$ of truck tires obtained by Theorem 4.3 and the numerical results are shown for each starting axis or state in Table 3. The means and the standard deviations are similar to the empirical data that are accepted to some demand prediction experts of truck tires in Bridgestone Company.

### Table 3: The mean and variance of lifetime $\tau$ of once retread case

<table>
<thead>
<tr>
<th>$i$ (state)</th>
<th>2 (steering axis)</th>
<th>3 (driving axis)</th>
<th>4 (trailing axis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{\tau</td>
<td>\mu}$</td>
<td>4.11</td>
<td>4.61</td>
</tr>
<tr>
<td>$\sigma_{\tau</td>
<td>\mu}^2$</td>
<td>0.71$^2$</td>
<td>0.79$^2$</td>
</tr>
</tbody>
</table>

Similarly, we consider twice retread case $D(\alpha, \beta, 3)$. Tires of trucks are retreaded up to twice or sometimes thrice in the north America. The means and variances of lifetime $\tau$ of truck tires obtained by Theorem 4.3 are shown for each starting axis in Table 4.

### Table 4: The mean and variance of lifetime $\tau$ twice retreaded case

<table>
<thead>
<tr>
<th>$i$ (state)</th>
<th>2 (steering axis)</th>
<th>3 (driving axis)</th>
<th>4 (trailing axis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{\tau</td>
<td>\mu}$</td>
<td>6.21</td>
<td>6.71</td>
</tr>
<tr>
<td>$\sigma_{\tau</td>
<td>\mu}^2$</td>
<td>0.87$^2$</td>
<td>0.93$^2$</td>
</tr>
</tbody>
</table>

5. **Concluding remarks**

In contrast to the motorcar case a tire fitted to a truck may be retreaded a few times, so we set up a lifetime model of a retreadable tire by a MRP which terminates up to the $K$-th transition. We illustrate the dynamical sojourn probability of this MRP for each Markov state shown in Figure 1. With using these probabilities we will be able to
Terminating Markov renewal processes in view of lifetime model of retreaded tires fitted to trucks

We set up a couple of prediction models for yearly demand of new truck tires, and retread tires as well.

We also introduce the $D(\alpha, \beta, k)$-terminating Markov renewal process, that includes the $K$-th terminating MRP as a special case. We study fundamental properties of the process such as the time $\tau$ until termination, the distribution and the moments of $\tau$. Theorem 4.3 for the type $D(\alpha, \beta, k)$ gives the mean $\mu_{\tau|i}$ and the variance $\sigma_{\tau|i}^2$ for any $k \geq 2$, explicitly. The MRP of type $D(\alpha, \beta, k)$ is a generalization of the type $C(\alpha; k)$, and Becker (1982) discussed about the type $C(1, 2)$ only.

We also give some numerical examples in order to check applicability to a lifetime model of retreadable tires fitted to trucks. Among others, Example 3.2 and Example 4.5 give us satisfactory results received recognition of some experts and specialists in Bridgestone Corporation, which is a major tire maker in Japan and in the world.

At the end we would like to add some comments on parameter identification of the MRP modeling a lifetime of truck tires in the markets. For a MRP $(p, Q)$, it suffices to set an initial vector $p$, a transition matrix $P$ of the corresponding embedded MC, and sojourn time distribution functions $F$’s. In Japanese market, the initial probabilities can be calculated by the yearly data of trucks registered in Ministry of Land, Infrastructure, Transport and Tourism, from which the numbers of tires fitted to each axes, i.e., steering axes, driving axes, and trailing axes, can be obtain, respectively. The transition probabilities and the sojourn time distribution functions are estimated statistically by sampling data conducting a follow-up for transitions of each tire until discarded. However, to collect such data it will take several years on account of Figure 1, so we might as well go some other way at the moment.
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