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It is possible to embed text into images using an image-editing software, and this can be
used to make misleading or unfounded claims in advertisements, which do not comply
with advertising standards. To monitor the large volume of advertising that now exists
on the Internet, it is desirable to automatically detect and read the text inserted into
images. Here we describe a technique to determine regions of images corresponding to
inserted text using the FAST algorithm, by finding corners in the image that lie along
a straight line, which we term a supercorner. We then create a graph by connecting
supercorners and apply cost functions describing the geometrical relations between the
corners. Using a graph cut algorithm, we can separate the text from the background.
Using this method in a sample set of 130 images with inserted text, we were able to
detect 81% of the inserted text with a false positive rate of only 4%.

1. Introduction

A large number of merchant sites advertise their services on the Internet. Some
merchant sites present images that do not conform to trading standards regulations,
such as advertising goods or services along with unfounded claims. Figure 1 presents
some examples, including a bogus weight-loss product (see the image on the right)
and claims that do not meet the standards of the Pharmaceutical Affairs Act (see the
image on the left). Internet site operators are responsible for detecting and removing
such images. Text regions in an image can be classified into two categories: one kind
appears on the goods directly, and the other kind is inserted into the image using some
kind of image-editing software (see Figure 2). Here, we propose a method to detect
text that has been inserted using image-editing software.

Figure 1. Illegal Image Examples

2. Method

Our strategy consists of two stages: first we extract the corners of the image using
the FAST[6] algorithm; then we determine whether each corner is part of the inserted
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2. Method

Our strategy consists of two stages: first we extract the corners of the image using
the FAST[6] algorithm; then we determine whether each corner is part of the inserted

text region. Corners in inserted text involving Japanese or Kanji characters are likely
to fall along a straight line: we refer to this distribution of corners as a supercorner.
Additionally, inserted text typically has a large color contrast with the background
image, and tends to have a simple color profile. Text that is included as part of the
image, such as the labeling on packaging, generally does not fall on a straight line and
may have a more complex color profile, making it harder to detect.

(Left) The locations of the
corners in an image located us-
ing FAST. The small pink cir-
cle indicates a FAST corner.
(Right) The extracted super-
corners.

Figure 2. Extracted FAST and Supercorner

We observed that the corners in inserted text exhibited the following trends:

(1) the supercorner is located along a line of text;
(2) supercorners are typically perpendicular to each other;
(3) the corners in a supercorner are of the same color.

We need to assign a label of ’inserted text’ or ’background’ to each supercorner. To
achieve this, a graph cut technique[1] can be used. We construct a graph G(V , E), where
V is the set of supercorners, E is a set of weighted edges between any two supercorners.

2.1. The Supercorner.
Corners located using FAST may appear anywhere in the image, but corners that lie
in a straight line are more likely to form a text region. We introduce a line segment
with a length that corresponds to the set of corners. We start to detect a supercorner
by selecting a FAST corner randomly. We then iteratively add the other corners to the
supercorner if the following four conditions are satisfied:

(1) all FAST corners lie on a line segment within a width δ;
(2) the length (λ) of the line is longer than the threshold (λmin);
(3) the gap (�) between two FAST corners is shorter than the given threshold(�max);
(4) all FAST corners in a set have the same color cluster.

This is illustrated in Figure 3.

A bounding box including
corners.

Figure 3. Extracted FAST and Supercorner

2.2. Minimizing Energy Function using Graph Cuts[4].
To apply the graph cut algorithm to the problem, we define an energy function on
the graph G(V , E). The energy function E(L) is composed of a data term

∑
D̂(lp) and

a smoothness term
∑

V̂ (si, sj). The graph is based on Potts interaction energy model
as follows:
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E(L) = µ
∑
p∈V

D̂(lp) +
∑

si,sj∈V

V̂ (si, sj)(1)

This energy function can be optimally solved using max-flow[7]. Where L is a label
set that indicates whether each supercorner is contained in the text region, so that
lp denotes label of p-th supercorner(∈ V), and µ is parameter of the data term. And
label = {”txt”, ”bkg”}.

2.3. Definition of Graph.
We construct a graph as shown in Figure 4, where the n-link edges(∈ E) (which span
between two supercorners) have been omitted for clarity. but n-link is spanned between
all two supercorners. The graph is a complete graph. In Figure 4, the long rectangle
represents the supercorner. The t-link edges(∈ E) span between each terminal node
and supercorner. A t-link corresponds to a data term and an n-link corresponds to a
smoothness term.

Figure 4. Supercorner and Graph Structure

2.3.1. Cost of t-links.
We ascribe a cost D̂(lp) to an edge between a supercorner p(∈ V) and terminal

{T, S}. The cost is computed using an aligned length λ(see Figure 3). The length λ̄p

of supercorner p is normalized to the dimensions of the image size (i.e., the width plus
the height). The cost of edges is defined as:

D̂(lp) =

{
D̂(”txt”) = −lnP (λ̄p|”txt”)(2a)

D̂(”bkg”) = −lnP (λ̄p|”bkg”)(2b)

where the labels txt and bkg denote text and background regions of the
image, respectively.

2.3.2. Cost of n-links.
If two supercorners are parallel and in close proximity, then the edge cost is low. The
function eval(si, sj) is minimized when two supercorners are in close proximity and
parallel to each other as follows:

A(si, sj) = exp(−
eval(si, sj)

2σ2
ang

)(3)
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If two supercorners are parallel and in close proximity, then the edge cost is low. The
function eval(si, sj) is minimized when two supercorners are in close proximity and
parallel to each other as follows:

A(si, sj) = exp(−
eval(si, sj)

2σ2
ang

)(3)

If two supercorners are (nearly) orthogonal, then the edge cost is low. The function
orth(si, sj) reflects mutually orthogonal relation between si and sj, as follows:

B(si, sj) = exp(−
orth(si, sj)

2σ2
orth

)(4)

If two supercorners are determined to be in same color cluster, then the edge cost
is low. The function cdist(si, sj) describes the color distance between si and sj, as
follows:

C(si, sj) = exp(−
cdist(si, sj)

2σ2
color

)(5)

The sum of these terms describes the smoothness of equation (1).

V̂ (si, sj) = A(si, sj) + B(si, sj) + C(si, sj)(6)

3. Result

We applied the algorithm to 130 images sampled from Rakuten Mart. The method
identified 81% of inserted text with a false positive rate of only 4%. Therefore, the
algorithm is effective as a filter tool to detect inserted text in images. Figure 5 provides
some sample images with the inserted text identified.

Figure 5. Some Results
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