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ABSTRACT

In recent years, more e�cient and cleaner energy utilization technology has become a

research hotspot due to the rising prices of fossil fuels and environmental problems. These

lead to the development of hybrid electric vehicles (HEVs) and plug-in hybrid electric vehi-

cles (PHEVs). HEVs combine the traditional internal combustion engine, the battery, and

the motor/generator as their power plant. Compared with HEVs, PHEVs have an enlarged

battery pack and can charge the battery using electricity from an electric grid with a plug.

HEVs and PHEVs (referred as hybrid vehicles later) seem to be the main transitional prod-

ucts from internal combustion engine vehicles to battery electric vehicles (BEVs) in the near

future. Hybrid vehicles can regenerate dissipation kinematic energy during deceleration and

use the redundancy of hybrid vehicle power sources of the engine and the battery to regulate

the engine operation to avoid low e�ciency engine operating points. If the control method

is properly designed, hybrid vehicles can get much more fuel economy improvements than

those using conventional internal combustion engine vehicles (ICEVs). However, the engine

optimal operating point depends on the property of the engine, the surrounding tra�c con-

ditions, the road slopes till the destination, and so on which change every moment. Also, if

the battery is operated beyond the battery state of charge limits, this will lead the battery

degradation and a�ect the battery longevity. In the conventional approach, feedback control
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methods are presented with a formulation of the optimal control problem for known driving

patterns till the destination. In this dissertation, the proposed method can optimize both the

engine operating point and the driving pro�le with 30%-50% of fuel economy improvements

by predicting future driving cycles, slopes, and tra�c information. The topic is addressed

in three phases according to the access level of knowledge of future loads.

First, fuel economy improvements in the HEV are con�rmed by predicting daily commut-

ing driving cycle information using the proposed nonlinear real-time optimal control method.

The apparent relationship between the battery power and the future road load is addressed

in the cost function of the fuel economy optimal control problem with a simpli�ed HEV

energy management system model. The fuel economy improvements using the proposed ap-

proach were con�rmed quantitatively compared with those using the rule-based approach.

The entire vehicle operating modes: idle stop, engine charge, engine start, electric vehicle,

motor assist and electric continuously variable transmission, and regenerative braking, can

be realized using the proposed real-time optimal control approach for HEVs.

Second, fuel economy optimization of HEVs is proposed by predicting future road slopes

and tra�c information. Considering the HEV physical constraints like the speed and torque

limits of the engine and motor/generators, and the battery state of charge beforehand makes

the optimization and the fuel improvements trustworthy. The real-time optimal control can

consider constraints in advance. The performance index can be systematically designed.

This systematic design process can be applicable to other fuel optimization problems. Using

the HEV property, the desired battery state of charge is designed according to the road slopes

for better recuperation of free regenerative braking energy. The fuel economy is improved

due to this desired battery state of charge adaption. The proposed method gives the freedom

of vehicle spacing between the preceding vehicle and the host vehicle. The vehicle spacing is
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kept above the minimum value, and this gives the freedom of control for vehicle speed variety

to get battery fuel economy. This freedom can improve the fuel economy. The superiority

of the proposed nonlinear real-time optimal control approach was con�rmed compared with

the rule-based approach.

Third, the proposed method is extended when the driving distance is unknown. The

fuel economy improvements for the PHEV are con�rmed with driving distance uncertainty

in reality using the proposed nonlinear real-time optimal control method. The proposed

controller can be constructed without the trip distance information which is required in the

conventional control method.

In total, this dissertation proposed a nonlinear real-time optimal control algorithm for

energy management in HEVs and PHEVs. The main contribution is a systematic real-

time optimal control approach for energy management in HEVs and PHEVs by predicting

future road loads. This systematic design process is useful for signi�cant fuel economy

improvements in the energy management control unit application with minimal hardware

cost. The conclusion is that the nonlinear real-time optimal control approach is e�ective for

the energy management problem of the HEV/PHEV system.
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CHAPTER I

Introduction

This dissertation addresses nonlinear real-time optimal control algorithms that utilize

preview information of driving cycles, road slopes, and surrounding vehicles aiming at fuel

economy optimization for hybrid electric vehicles (HEVs) and plug-in hybrid electric vehi-

cles (PHEVs). This research subject is motivated by the need to develop more e�cient and

cleaner hybrid vehicles due to the energy de�cit and stricter and stricter emission regula-

tions. The method is the usage of the redundancy of HEV/PHEV power sources to optimize

both the engine operating point and the driving pro�le. However, the hybrid vehicle system

is nonlinear because of nonlinearity of battery, engine, motor/generator dynamics, and the

performance index. Also, the future road loads due to road slopes, surrounding tra�c sit-

uations, and so on, change every moment. Therefore, Real-time optimal control is needed

for on-line computation due to the unknown of future road loads and the constraints of the

power-train components. On-line control of hybrid vehicles was not emphasized in the past

because of di�culty of prediction of future loads. In the last few decades, vehicle naviga-

tion technology using GPS, digital map databases, and laser sensors have been developed

quickly. This promotes information usage in the energy management of HEVs and PHEVs.

This dissertation focuses on software design using preview information like road slopes, trip
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information, and tra�c information to optimize fuel economy. The proposed real-time op-

timal control algorithms have the potential for real-time implementation of hybrid vehicle

control with only software changes. The proposed algorithms computed on-line addresses the

energy management problem with predicted driving behavior instead of prede�ned driving

cycles. This problem has not been generally explored in the literature.

The remainder of this introduction is structured as follows. First, the research back-

ground and motivation are presented. Second, the existing literature concerning this work

is reviewed. Third, key issues and main features of the approach are presented. Fourth,

the contributions and objective of this work are summarized. Finally, the outline of this

dissertation is provided.

1.1 Research Background and Motivation

In recent years, more e�cient and cleaner energy utilization technology has become a

research hotspot due to the rising prices of fossil fuels and environmental problems. The

price of crude oil increases very much in the past (Fig. 1.1.1). The transportation sector

accounts for a big part of all the crude oil use. The carbon dioxide emission increases a�ect

the global environment a lot. The monthly mean atmospheric carbon dioxide at Mauna Loa

Observatory, Hawaii, is shown in Fig. 1.1.2. To solve the above problems, it is required to

develop more e�cient and cleaner vehicles.

Concurrent with fuel economy improvement requirements is the more and more strin-

gent emission standards. Fig. 1.1.3 shows the progression of European emission standards.

The automotive industry faces challenges of improving vehicle fuel economy and reducing

emissions.
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Figure 1.1.1: U.S. crude oil �rst purchase price (U.S. Energy Information Administration).

Figure 1.1.2: Monthly mean atmospheric carbon dioxide at Mauna Loa Observatory, Hawaii
(National Oceanic & Atmospheric Administration).
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Figure 1.1.3: Progression of European emission standards (European Commission).

These lead to the development of more fuel e�cient hybrid vehicles. Fig. 1.1.4 shows the

prediction of vehicle transition in the near future [1]. Hybrid electric vehicles and plug-in

hybrid electric vehicles seem to be the transitional products from internal combustion engine

vehicles to battery electric vehicles (BEVs). HEVs are promising short-term solutions due

to their independence from charging stations. Charging infrastructure has been developed

quickly recently. Plug-in hybrid electric vehicles may be a long-term solution to the above

problems in the future 40 years from today's viewpoint. PHEVs have been on sale for years.

Hadley and Tsvetkova [2] estimate that by 2030 the market share of BEVs/PHEVs could

reach 25%. Compared with traditional HEVs, BEVs/PHEVs have an enlarged battery pack

and an intelligent converter [3]. Intelligent converter is a kind of converter to regulate the

battery voltage to control the speed of the motor according to some intelligent control algo-
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Figure 1.1.4: Prediction of vehicle transition in the near future, ICEV represents internal
combustion engine vehicle, BEV represents battery electric vehicle (Graphic: [1].

rithms. Using a plug, BEVs/PHEVs can charge the battery using electricity from an electric

power grid, also referred to as "grid-to-vehicle" (G2V) operation, or discharge it to an electric

power grid during the parking hours, also referred to as "vehicle-to-grid" (V2G) ( [4]� [5]) op-

eration. With the introduction of a smart garage, which represents an interface between the

transportation network and electric power system, the vehicle charging/discharging infras-

tructure and control system can be available widely making the proposed vehicle to building

(Fig. 1.1.5) idea viable and economically attractive [6]. A PHEV uses a battery to add

an extra degree of freedom for the power sources. It can downsize the internal combustion

engine, optimize the engine operating point, use the battery electricity obtained by plugging

into the electric grid, and regenerate dissipation kinematic energy during deceleration, which

help to improve fuel economy and reduce emissions [7], [8].

There are three kinds of hybrid vehicles. They are parallel hybrid vehicles, series hybrid
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Figure 1.1.5: Graphic depiction of PHEV communication system (Graphic: Business Wire).

vehicles and power-split hybrid vehicles (Fig. 1.1.6). Parallel hybrid vehicles have mechani-

cal and electric paths to drive the vehicle. Series hybrid vehicles use the engine to generate

electricity to drive the vehicle. Power-split hybrid vehicles combine parallel hybrid vehicles

and series hybrid vehicles with a power-split device. The main drawback of the parallel con-

�guration is that it has only a single electrical machine. The battery assisting vehicle driving

or the engine charging battery must be selected. As for series hybrid vehicles, since the en-

gine operation is independent of the vehicle speed and road loads, it can be operated near its

optimal condition. A disadvantage of such a con�guration is that the electric machines will

reduce the overall power-train e�ciency. The power-split hybrid vehicle has functionality of

both series and parallel hybrid vehicles, and it has more modes to get better fuel economy.

It can split the engine power into a mechanical path and an electrical path. Assuming the

vehicle speed is constant, using the generator, the engine speed can be adjusted according

to the engine optimal operating line. Using the generator the power split device can move
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Figure 1.1.6: Hybrid vehicle con�gurations (Graphic: [9])

the engine operating point to the engine optimal operating line.

The key technology of PHEVs is its energy management. There are two kinds of control

strategies for PHEVs: charge depletion and all-electric charge depletion followed by charge

sustenance (see Fig. 1.1.7). The charge sustenance strategy for PHEVs is similar to that

for HEVs. The authors of [10] proposed a charge depletion strategy. This strategy can

get better fuel economy compared with the all-electric charge depletion followed by charge

sustenance control strategy. However this fuel economy improvement is possible if the trip

distance has been predetermined for the strategy through either user input or algorithmic

prediction. In order not to use the trip distance information, this study presents a control

algorithm to operate the engine near the engine best e�ciency line. When the trip distance

and the driving cycle are known, the charge depletion strategy may be the best control

strategy. When the trip distance and the driving cycle are not known, the all-electric charge
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Figure 1.1.7: PHEV control strategies.

depletion followed by charge sustenance strategy may be the best control strategy. PHEVs

are extension products of hybrid electric vehicles. Although a PHEV is similar to an HEV, it

needs to have a high capacity battery and a new control strategy that manage the connection

with the smart home and the smart grid. To make good use of the smart grid and the smart

home, the PHEV battery state of charge needs to be scheduled properly to deplete the

battery charge to the expected values, when the PHEV reaches the home or the charging

station. Since PHEVs have two energy sources i.e. gasoline energy and battery energy that

is larger than BEVs' to be planned. PHEVs have more �exibility to be controlled than

BEVs. Therefore PHEVs can match for the smart grid use and the smart home use. Using

the real-time optimal control algorithm, PHEVs can get better fuel economy with causality,

and can deal with uncertainties like destination changes, road slopes, tra�c conditions, and

so on. An HEV maintains the battery's state of charge (SOC) in a narrow operating band

during the whole trip. However, in a PHEV maximum energy e�ciency is achieved if the

batteries are depleted to their minimum allowable charge by the end of the trip [11].
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1.2 Literature review

A lot of works have been published on the energy management problem of HEV systems.

These approaches are typical in a family of optimal control techniques [12]� [24]. They can be

subdivided into four categories: numerical optimization, analytical optimal control theories,

instantaneous optimization, and heuristic control techniques [25]. The most representative

of numerical optimization is dynamic programming (DP) [25]� [34]. However DP is based

on �xed speed patterns which are impossible to get in reality. A kind of analytical optimal

control techniques is Pontryagin's minimum principle [35]� [39]. It gives necessary condi-

tions that the optimal solution must satisfy. It also needs to know the entire driving cycle in

advance. The instantaneous optimization includes the equivalent consumption minimization

strategy (ECMS) [40]� [43]. It is based on instantaneous optimization and is easy to imple-

ment in real-time. However it cannot guarantee the optimality over the whole driving cycle.

Heuristic control techniques like rule-based control strategies [44] are robust, but they are

impossible to guarantee the optimality. In [45], dynamic programming, quadratic program-

ming, and model predictive control (MPC) [46]� [53] solutions of HEV energy management

problems were presented. A model predictive control approach was used to investigate the

energy management problem of a power-split HEV over standard driving cycles in [54]� [57].

A new charge/discharge control system for hybrid electric vehicles based on the use of car

navigation information was proposed in [58].

The literature related to PHEV energy management problems provides a lot of approaches

using the ideas to model and control the powertrain components for better fuel economy. A

stochastic optimal control approach for power management in plug-in hybrid electric vehicles

was proposed by [8]. A comparison of plug-in hybrid electric vehicle control strategies EV
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and charge-depleting was presented by [10]. Energy-optimal control of plug-in hybrid electric

vehicles for real-world driving cycles was proposed by [59]. The Gipps car following model was

applied to the local road trip modeling of plug-in hybrid electric vehicle power management

using historical tra�c data on �at roads in [60]. The authors of [61] proposed a new approach

to optimal power management of plug-in hybrid electric vehicles in the charge-depletion

mode with driving cycle modeling based on the historic tra�c information. Both dynamic

programming and the equivalent consumption minimization strategy (see [62]� [71]) were

utilized to optimize the battery state of charge pro�le with terrain, vehicle speed, and trip

distance information for a PHEV power management problem in [11].

Although model predictive control is also in the numerical optimization class, its ad-

vantage is its predictive nature. The method can use road tra�c information in the near

future [58] and be applicable to the un�xed speed pattern [72]� [80]. Based on a simple and

accurate model of the system, MPC can provide real-time control for the system. This work

refers the model predictive control which has the ability for on-line computation as real-time

optimal control. This dissertation examines energy management problems of both HEVs and

PHEVs. The fuel economy optimization results of HEVs/PHEVs rely strongly on the future

road load. The battery SOC can be scheduled optimally using the future road load. The

main part of future road loads in cities is relevant to the car following situation. The main

part of future road loads between cities depends on the road slope.

When the slope information in advance is predicted, the battery can be depleted slowly in

the PHEV case, or be charged up in the HEV case, before the upslope. So the HEV/PHEV

can make best use of the battery charged power to assist the vehicle driving. Then the

battery SOC is reduced to be prepared for the upcoming downhill battery charging. At last

the battery is charged up by the free regenerative braking energy. These make better use of
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the high e�ciency points of the engine and the regenerative braking energy. The preceding

vehicle is assumed to be equipped with an ecological driver-assistance system developed by

the authors of [73], and is controlled by a nonlinear model predictive controller proposed by

the authors of [81], [82]. Since ordinary drivers have some intelligence, it is more reasonable

to assume an eco-driving preceding vehicle (PV) than a conventional proportional-integral

controlled preceding vehicle. For example, a driver will accelerate the vehicle before the up

slope, and decelerate the vehicle before the down slope to make good use of the vehicle inertia

kinetic energy. This intelligent driver behavior was realized by [81]. When this preceding

vehicle eco-driving behavior is predicted, the following vehicle can schedule the speed and the

vehicle spacing optimally using a nonlinear real-time optimal control approach. Especially

for MPC, the future road load can be incorporate in the predictive model to better optimize

the future speed pro�le and energy use. In other words, a decentralized nonlinear real-time

optimal control system can be developed to model more real vehicle driving situations to get

better fuel economy.

Recently, the vehicle GPS-based navigation technology, digital map databases, and laser

sensors have been developed quickly. Prediction of future vehicle road loads like road slopes,

and preceding vehicle position and speed is becoming realistic, which was impossible in three

decades ago. Research on look-ahead control using the GPS road slope information for the

fuel optimization of a conventional powertrain heavy truck was accomplished in [83]. A novel

development of an ecological driving system for an internal combustion engine vehicle with a

continuously variable transmission (CVT) on roads with up-down slopes using a digital map

database was presented in [73]. Both dynamic programming and the equivalent consumption

minimization strategy were utilized to optimize the battery state of charge pro�le with

terrain information for an HEV power management problem in [40]. For adaptive cruise
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control (ACC), the emphasis is on safely increasing driving comfort rather than increasing

road capacity. Therefore normally a constant headway or other safe following policies is used

to determine the following distance [84]. In [85], two di�erent longitudinal control policies

for automatically controlled vehicles were investigated. One was based on maintaining a

constant spacing between the vehicles while the other was based upon maintaining a constant

headway (or time) between successive vehicles. In the work [81], a nonlinear model predictive

control algorithm using a simpli�ed model for a power-split HEV was proposed to optimize

the vehicle speed pro�le and the fuel economy. The engine is assumed always worked along

its optimal operating line which was an industrial traditional energy management strategy

for commercially available HEVs in [86]. Instead of the above general rule, searching whole

areas of the engine fuel consumption map for better fuel economy is also investigated in this

work.

Eco-driving involves such things as accelerating moderately (with shift ups between 2000

and 2500 revolutions for those with manual transmissions), anticipating tra�c �ow and sig-

nals, thereby avoiding sudden starts and stops; maintaining an even driving pace (using

cruise control on the highway where appropriate), driving at or safely below the speed limit;

and eliminating excessive idling de�ned by [87]. As for this work, the eco-driving is rep-

resented by the fuel reduction. The fuel economy is calculated using the fuel consumption

during a certain time interval.

1.3 Key issues and main features of the approach

Three key issues of nonlinear real-time optimal controller design to save energy for HEV

and PHEV powertrains are addressed in this dissertation.
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The �st issue is the fuel economy optimization problem for the daily commuting driving

cycle. Much of vehicle use is for commuters. The daily commuting driving cycle is usually

known. Fuel economy optimization of this kind of vehicles can save much energy. Especially

for hybrid vehicles which have the redundancy of power sources using the engine and the

battery, the fuel economy can be much better by operating the engine optimally. Also,

the battery can regenerate dissipation kinematic energy during deceleration for better fuel

economy using the known driving pattern. However, there is a problem that if the battery

works beyond the SOC bounds, this will cause the degradation of the battery and a�ect the

longevity of the battery. The feature of the proposed approach is the consideration of the

battery SOC constraint in advance and the adaptation of the battery power according to the

vehicle power demand. The nonlinear real-time optimal control approach has the advantage

for dealing with constraints in a predictive control structure. A new cost term is designed

to make best use of the battery for better fuel economy.

The second issue is the fuel economy optimization problem for the unknown driving

pattern. In reality, the driving pattern is always unknown. Even in the daily commuting

driving cycle, there is some deviation between the prescribed vehicle speed and the real

vehicle speed. The power �uctuations because of road slopes, surrounding tra�c conditions,

and other uncertain situations make the fuel economy optimization di�cult. The feature of

the proposed approach is that both the driving cycle pro�le and the engine operating point

are optimized. Another new feature of the proposed is that the proposed control has the

freedom of vehicle spacing between the preceding vehicle and the host vehicle. The vehicle

spacing is kept above the minimum value, and this gives the freedom of control for vehicle

speed variety to get battery fuel economy. Also, the proposed approach has the feature that

using the HEV property, the desired battery state of charge is designed according to the road
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Figure 1.3.1: The concept of the nonlinear real-time optimal control for HEV powertrains
with slope and tra�c information.

slopes for better recuperation of free braking energy using digital maps (see Fig. 1.3.1).

The third issue is the fuel economy optimization problem for the uncertain driving dis-

tance for PHEVs. The driving distance a�ects the large battery energy usage. However,

in reality, the driving distance is always uncertain. This makes the engine operating point

optimization di�cult. This work proposes a new control approach which makes usage of trip

distance information unnecessary. The feature of the proposed approach is that the proposed

controller can be constructed without the trip distance information which is required in the

conventional control method. This is realized by optimizing the engine optimal operating

point near the engine optimal operating line.

1.4 Contributions and research objective

This dissertation provides the solution to the problem based on JSAE-SICE Benchmark

problem 2: fuel economy optimization of a commuter vehicle with a hybrid powertrain [88]

and [89] provided by the Technical Committee on Automotive Control and Model Research
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(JSAE and SICE Joint). Research on known and unknown vehicle speed patterns is investi-

gated in this work. This paper extends HEV/PHEV energy management research by adding

�ve novel contributions.

First, all of the vehicle operating modes: idle stop, engine charge, engine start, elec-

tric vehicle, motor assist and electric continuously variable transmission, and regenerative

braking [88] and [89], can be realized using the proposed real-time optimal control approach

compared with parts of vehicle operating modes using conventional algorithms [90] and [91].

Vehicles need to adapt to various road loads, therefore, a systematic and causal process of

vehicle modeling and control which can be applied to the various vehicle operating modes is

necessary.

Second, considering the HEV/PHEV physical constraints like the speed and torque limits

of the engine and motor/generators, and the battery state of charge beforehand makes the

optimization and the fuel improvements trustworthy. The proposed approach uses logarithm

functions to deal with the state constraints and the state variant control input constraint

which are required to be dealt in real-time. The nonlinear real-time optimal control approach

can consider constraints in real-time.

Third, the modeling and control method can be systematically designed. By analyzing

the con�guration of the power-split hybrid electric vehicle system, a 3 degrees of freedom

control oriented model is developed. The controller is constructed considering just the control

objectives and the system constraints which is a nature and causal design process. This

systematic design process can be applicable to other fuel optimization problems for HEVs

and PHEVs.

Fourth, the proposed method gives the freedom of vehicle spacing between the preceding
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vehicle and the host vehicle. The vehicle spacing is kept above the minimum value, and

this give the freedom of control for vehicle speed variety to get battery fuel economy. This

freedom can improve the fuel economy. This freedom can be obtained by the real-time

optimal control.

Fifth, using the HEV property, the desired battery state of charge is designed according

to the road slopes for better recuperation of free regenerative braking energy. It is not good

for the HEV fuel economy if the HEV reaches the top of a hill with a fully charged battery.

It is di�cult to obtain the desired battery state of charge pro�le from the optimization view.

The fuel economy is improved due to this desired battery state of charge adaption.

The objective of this work focuses on developing systematic utilization of nonlinear real-

time optimization control methods for HEVs and PHEVs over known and predicted vehicle

speed patterns including preview information such as trip information, road slopes, and

tra�c information.

1.5 Dissertation Organization

The organization of this dissertation is as follows. Chapter I presents the introduc-

tion. Chapter II presents the modeling, control, and simulation of hybrid electric vehicles

for known daily commuting driving patterns. This model is control oriented for future road

load predictions. Chapter III introduces the modeling, control, and simulation of hybrid elec-

tric vehicles for unknown driving patterns with both driving cycle optimization and engine

operating point optimization. Chapter IV provides the modeling, control, and simulation of

plug-in hybrid electric vehicles with uncertain driving distance. Chapter V summarizes the

conclusions and possible future research directions.
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CHAPTER II

Fuel economy optimization for known daily commuting

driving patterns

This chapter presents the modeling, control, and simulation of hybrid electric vehicles for

known daily commuting driving patterns. This chapter is organized as follows. Section 2.1

introduces the features of the approach. Section 2.2 presents the modeling and control for

the 1 degree of freedom model. Section 2.3 provides the simulation results for known daily

commuting driving patterns. Section 2.4 presents the discussion.

2.1 Features of the approach for known daily commuting

driving patterns

There are three new features of the nonlinear real-time optimal control approach in the

hybrid electric vehicle for known driving patterns.

First, the apparent relationship between the battery power and the future road load is

addressed in the cost function of the fuel economy optimal control problem with a simpli�ed

HEV energy management system model. The �xed vehicle speed pattern can be predicted.
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The battery charge can be adapted to the future road load to �nd better engine operating

points and regenerate more free braking energy.

Second, the battery SOC constraint can be considered in advance in the nonlinear real-

time optimal control approach. The nonlinear real-time optimal control approach has the

advantage for dealing with constraints in a predictive control structure.

Third, it examines quantitatively the e�ects of operating the engine at the best e�ciency

operating points of the engine with a continuously variable transmission using a commercially

available HEV hybrid electric vehicle energy management electronic control unit simulator.

The power-split architecture addressed in this work can regulate engine operating points

near it best e�cient line.

The engine dynamics a�ects fuel consumption, therefore the engine dynamics needs to be

considered for accuracy. Since the system may become too complex, an approach neglecting

the engine dynamics is presented. When the controller is designed, it is assumed that the

engine dynamics is neglected compared to the much slower dynamics of the battery [7].

As for the fuel consumption veri�cation, the GT-SUITE engine model is used; the engine

dynamics is not neglected. The GT-SUITE engine model contains the cam valve, thermo,

intake air, throttle valve, exhaust gas dynamics.

2.2 Modeling and control for the 1 degree of freedom

model

A conceptual diagram of the hybrid electric vehicle model is shown in Fig. 2.2.1. The

driving condition is a driving pattern of three weeks based on real driving from Honda R&D
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Figure 2.2.1: Model of the hybrid electric vehicle. Diagram adapted from [9]

Company to the employee's house. The design speci�cations require that driver's satisfaction

parameter that is a function of the di�erence between the required vehicle speed and the

real speed is above 90%. The HEV in this study has the power-split device which has both

functionality of a speed coupler and CVT. There are �ve dynamic components: the engine,

the battery, two motor/generators (M/Gs), and the wheels in this power-split HEV system.

The MG1 is utilized to shift engine operating points to the engine best e�ciency line during

various road loads.

Since the battery dynamics is the slowest in the power plant, the dynamics of other

components in the power plant can be neglected, the system dynamics is dominated by the

battery dynamics. Therefore the system dynamics can be reduced to the battery dynamics.

This can simplify the energy management scheme. This approach can also be seen in [7].

This simpli�cation is possible because four constraints are introduced : the road load; the

torque and speed relation of the speed coupler; the power �ow relation among the �ve

dynamic components; and the engine optimal operating line (OOL) using CVT. The power

plant dynamics can be decomposed to the slow dynamics of the battery model, and the quick

dynamics of the engine model and M/G model.
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The property of the power-split device, which reveals the torque and speed relationships

among the engine, M/Gs, and the road load, can be expressed as follows [92]:

τeng(t) = −(1 +
R

S
)τM/G1(t)

= −(1 +
S

R
)(τM/G2(t)−

τreq(t)

gf
)

SωM/G1(t) +RωM/G2(t)− (S +R)ωeng(t) = 0 (2.2.1)

where S and R are the number of the sun gear and the ring gear teeth, respectively; τM/G1,

τM/G2, τreq, and τeng are the torque of M/G1, M/G2, the road load, and the engine, respec-

tively; ωM/G1, ωM/G2, and ωeng are the angular velocities of M/G1, M/G2, and the engine,

respectively; and gf is the �nal drive gear ratio.

The power �ow relationships among the �ve dynamic components at the inverter and the

power-split device are given as

Pbatt(t) = PM/G1(t) + PM/G2(t)

Preq(t) = PM/G1(t) + PM/G2(t) + Peng(t) (2.2.2)

where Pbatt, PM/G1, PM/G2, Peng, and Preq are the power of the battery, M/G1, M/G2, the

engine, and the road load, respectively.

The engine is assumed to work always along its OOL using CVT which can also be

considered as a constraint. When the engine power is known, by looking up the table of

OOL, the engine optimal speed and torque can be obtained.

The fuel consumption is approximated using the Willan's line method to reduce the

complexity of the engine fuel consumption model. The HEV con�guration in this work
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can realize idle stop using the electric CVT. It was found that a good approximation was

obtained using the Willan's line method [93]. The fuel consumption rate can be expressed

as

ṁf (t) = cf (Preq(t)− Pbatt(t))/(1 + e−β(Preq(t)−Pbatt(t))) (2.2.3)

where cf is a constant. The parameter β decides the shape of the sigmoid function. The

sigmoid function is chosen to evaluate the fuel consumption in case of making the vehicle

slow down. So the vehicle is near to fuel cut when it slows down. The detailed explanation

of this fuel consumption model is included in Appendix A.

The road load is known when the vehicle speed pattern is �xed. From the con�guration

of the power-split HEV system, the M/G2 speed is also known as

ωM/G2(t) =
gf
rw
vreq(t) (2.2.4)

where rw is the wheel radius; and vreq is the required vehicle speed by the driving speed

pattern. This driving cycle required vehicle speed is the desired value of the nonlinear real-

time optimal controller.

When the driving speed pattern is �xed, the engine and motor/generator dynamics can

be neglected, therefore the system dynamics is reduced to the battery dynamics. The only

optimization objective is the vehicle fuel economy. The only state variable is the battery

SOC, xSOC, and the control input is the battery power. The nonlinear battery model can be
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described as follows [35]:

ẋ(t) = f(u(t)) x(t) = xSOC(t) u(t) = Pbatt(t)

f(u(t)) = −
VOC −

√
V 2
OC − 4Pbatt(t)Rbatt

2RbattQbatt
(2.2.5)

where x and u are the state and the control input, and VOC, Rbatt, and Qbatt are the battery

open circuit voltage, the battery internal resistance, and the battery capacity, respectively.

As stated in [35], in general, the SOC range of the battery usage is limited between 0.2 and

0.9, but in charge-sustaining problems, the battery mainly operates in a narrower range, e.g.

from 0.5 to 0.7; hence, the voltage and the resistance may not vary so much in the range.

Since an approximate continuous and di�erentiable mathematical engine model is needed

for the real-time optimal control algorithm, the linear engine model is used as above. How-

ever, as for the fuel economy evaluation in the ultimate simulation, the high �delity engine

model which is a lookup table that provides the engine fuel rate and e�ciency as a function

of instantaneous engine speed and engine torque is used. The other components of the HEV

system like the CVT, the power electronics, the two motor/generators are modelled as a lot

of lookup tables considering component e�ciency in the benchmark simulator HEV model.

These lookup tables are measured in a test bench. The approximate models of the engine

and the battery for optimal control are used to integrate with the high �delity models in the

benchmark simulator HEV model.

The simpli�ed modeling method is derived from the power relationships among the en-

gine, the battery, and the road load. Since these relationships are general in an HEV con�gu-

ration, this modeling approach explained above can be applied to other HEV con�gurations.

The optimal controller is divided into two levels. The high-level controller �nds the
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Figure 2.2.2: The proposed HEV energy management approach

optimal battery power, and the low-level controller determines the optimal torque and speed

of the engine and the motor/generators (see Fig. 2.2.2).

The optimal control problem is formulated as

Minimize: J =
1

2
(xSOC − xf (t+ T ))TSf (xSOC − xf (t+ T ))

+

∫ t+T

t

L(xSOC(τ |t), Pbatt(τ |t))dτ (2.2.6)

Subject to:Pbattmin ≤ Pbatt(τ |t) ≤ Pbattmax (2.2.7)

where T is the prediction horizon; xf is the desired �nal state value; and Pbattmin and Pbattmax

denote the minimum battery power and the maximum battery power.

The objective of this optimal control problem is to minimize the fuel consumption, while

the battery SOC is maintained between the thresholds. This is achieved by minimizing

the cost function L, which includes four terms: the fuel consumption, the engine use and

the mechanical brake use, the deviation of battery SOC from the reference value, and the
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penalization of state constraint violations. The cost function L is de�ned as follows:

L = w1cf(Preq − Pbatt)/(1 + e−β(Preq−Pbatt))

+w2(Preq − Pbatt)
2 + w3

(
1

2
(xSOC − SOCd)

)2

+w4(− ln(xSOC − SOCmin)− ln(SOCmax − xSOC)) (2.2.8)

where SOCd is the desired battery SOC value; w1, w2, w3 and w4 are the weights; SOCmin

and SOCmax denote the minimum battery SOC and the maximum battery SOC. The log

barrier function is introduced as a penalizing term for violations of state constraints which

are hard to be dealt with. The performance index value becomes very large when the state

constraint is being violated. By doing so, the state constraint of the nonlinear system is

satis�ed automatically.

The two terms containing Preq−Pbatt have di�erent roles. The �rst Preq−Pbatt term is for

fuel economy evaluation using the Willan's line method. The sigmoid function in the term

will lead the fuel consumption to 0 when the vehicle slows down. Since the motor/generator

is much more e�cient than the engine, the quadratic penalty Preq −Pbatt term is introduced

to make best use of the battery energy and avoid using engine power.

Since the future road load is known a priori, the authors believe that it is natural and

simple to adapt the battery power to the future road load to obtain better fuel economy.

This relationship is clearly formulized as the second term of the cost function of the optimal

control problem. It can make best use of the battery energy bu�er. The battery can assist

the vehicle driving during the acceleration process, and recuperate the free brake energy

during the deceleration process. The engine operating points can also be shift to the engine

OOL by this adaption.
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At each time t, the optimal control input is computed by solving the above optimal

control problem during the prediction horizon T . Only the �rst element of the optimal

control sequence is applied. At the next time step, the prediction horizon moves forward

and the process is repeated [95].

2.3 Computer simulation results of the nonlinear real-

time optimal control algorithm with daily commuting

driving patterns for HEVs

E�ectiveness of the above proposed approach is validated by the benchmark simulator,

which was provided by the Technical Committee on Automotive Control and Model Re-

search (JSAE and SICE Joint) in SIMULINK R⃝ and GT-SUITE R⃝ [89]. The GT-SUITE

engine model which contains the cam valve, thermo, intake air, throttle valve, exhaust gas

dynamics has high �delity. The fuel economy veri�cation uses the GT-SUITE high �delity

engine model. In this simulation, vehicle parameters are obtained from the benchmark simu-

lator. Fig. 2.3.1 gives the engine OOL of the HEV system. The driving condition is a driving

pattern of three weeks based on real driving from Honda R&D Company to the employee's

house. The total simulation time is 80456 [s] by the three week HEV driving patterns. The

sampling time h is 0.01 [s]. The vehicle parameters are m=1460 [kg], ρ=1.23 [kg/m3],

CD=0.33, A=1.746 [m2], g=9.8 [m/s2], µ=0.015, VOC=201.6 [V], Rbatt=0.3192 [Ω] and

Qbatt=6.5 [Ah], cf=0.076. The control parameters are β=0.5, SOCd=0.6, SOCmin=0.5,

SOCmax=0.7, Pbattmin=−20 [kW], Pbattmax=20 [kW], xf=0.6, Sf=5× 1011, w1=920, w2=5×

104, w3=3.5×105, and w4=0.001. The nonlinear real-time optimal control problem is solved
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using the numerical computation method: the continuation and generalized minimum resid-

ual (C/GMRES) method [96]. A brief description of the solution of the proposed nonlinear

real-time optimal control problem is included in Appendix B. The C/GMRES method uses

forward di�erence approach (shown below), and discretizes the HEV plant with a sampling

interval h to implement the nonlinear real-time optimal control algorithm.

dx

dτ
≈ x(t+ τ)− x(t)

τ
. (2.3.1)

The rule-based control for HEVs introduces a set of rules to decide the power split between

the engine and the battery after the vehicle states are observed. The benchmark problem

rule-based control approach is used as a comparison for the proposed nonlinear real-time

optimal control approach. The nonlinear real-time optimal control algorithm is realized by

utilizing the C MEX S-function builder in MATLAB/SIMULINK. First, the optimal battery

power is calculated by the high-level controller. Next, this optimal value is fed into the low-

level controller where the optimal torque and speed of the engine and M/Gs are determined.

Finally, these actual control input signals are applied to the commercially available Toyota

Prius HEV energy management ECU simulator. The fuel economy is calculated using the

benchmark simulator which is based on the GT-SUITE high �delity HEV model.

Fig. 2.3.2 shows the simulation results of the benchmark problem rule-based approach.

The battery SOC constraint is violated at about 30000 [s] of the simulation. Fig. 2.3.3 shows

the simulation results of the nonlinear real-time optimal control approach. The battery SOC

constraint is satis�ed during the whole 80456 [s] simulation. In addition, the power of the

engine and M/Gs are reasonable according to the commercially available Toyota Prius HEV

energy management ECU.
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Figure 2.3.1: The engine OOL of the HEV system

A signi�cant bene�t of the power-split architecture is the fact that it decouples the engine

crankshaft from the road, and allows the electric machines to move the engine speed where

fuel e�ciency is maximized [97]. This is identi�ed by the engine operating points distribution

in Fig. 2.3.4 and Fig. 2.3.5. As shown in Fig. 2.3.5 the nonlinear real-time optimal control

approach operates the engine at fairly low speed and high torque, which means high engine

e�ciency and low brake speci�c fuel consumption values. The nonlinear real-time optimal

control approach forces the engine to work regularly, above and close to the engine OOL. In

contrast, the benchmark problem rule-based approach operates the engine at fairly high speed

and low torque, which means low engine e�ciency and high brake speci�c fuel consumption

values. By adapting the battery power to the future road load, the nonlinear real-time

optimal control approach develops the ability of the power-split architecture to shift the

engine operating points to the engine OOL.

The detailed power-split characteristics of the benchmark problem rule-based approach
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Figure 2.3.2: Simulation results of the benchmark problem rule-based approach

and the nonlinear real-time optimal control approach is shown in Fig. 2.3.6 and Fig. 2.3.7.

As shown in Fig. 2.3.6, the benchmark problem rule-based approach cannot split the power

properly according to the future road load. In contrast, the nonlinear real-time optimal

control approach assists the engine when signi�cant power is requested from the road load,

recuperates the free regenerative braking energy during the deceleration period, and runs

the HEV in all-electric mode during the cruise period. All of these lead to the improvement

of the fuel e�ciency by making best use of the battery energy bu�er.

Table 2.3.1 presents the overall fuel economy comparison results. The initial battery

SOC of all the cases is 0.6. The �nal battery SOC of the benchmark problem rule-based

approach is 0.653. The �nal battery SOC of the nonlinear real-time optimal control ap-

proach is 0.654. Driver's satisfaction parameter is 100% in all the cases. We can see that the

nonlinear real-time optimal control approach can improve fuel economy by 34.6% compared

to the benchmark problem rule-based approach. The proposed vehicle tracking nonlinear
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Figure 2.3.3: Simulation results of the nonlinear real-time optimal control approach

real-time optimal control algorithm is fast for computation. The simulation is run in a Mat-

lab/Simulink environment using a laptop with an Intel processor at 2.27 [GHz] processing

speed and 2 [GB] of RAM. The sampling interval is 10 [ms]. From Table 2.3.1, it is concluded

that the proposed vehicle tracking nonlinear real-time optimal control algorithm has the po-

tential for real-time vehicle control. A shorter prediction horizon leads to less computational

complexity and computation time. Since the battery dynamics is very slow, there are not

many fuel economy improvements when a longer prediction horizon is considered. However,

the short prediction horizon is enough for predicting future vehicle acceleration/deceleration

to prepare the battery for discharging/charging. The nonlinear real-time optimal control

approach can keep the �nal battery SOC above the initial battery SOC, which is important

to the HEV charge sustainability. These results are promising because the fuel economy

is calculated by GT-SUITE high �delity HEV model of a real engine, which is the most

accurate evaluation method in the computer simulation environment.
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Figure 2.3.4: Engine operating point distribution using the benchmark problem rule-based
approach

Figure 2.3.5: Engine operating point distribution using the nonlinear real-time optimal con-
trol approach
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Figure 2.3.6: Detailed simulation results of the benchmark problem rule-based approach

Figure 2.3.7: Detailed simulation results of the nonlinear real-time optimal control approach
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Table 2.3.1: Fuel economy comparison results for daily commuting driving patterns, where T
is the prediction horizon, ACT represents average computation time per sampling interval,
and MCT represents max computation time per sampling interval.

Method T ACT MCT Fuel economy
[s] [s] [s] [km/l]

Proposed method 0.01 7.7× 10−5 0.012 25.17(+34.5%)
Proposed method 0.02 8.5× 10−5 0.013 25.18(+34.6%)
Proposed method 0.1 1.9× 10−4 0.012 25.17(+34.5%)
Proposed method 1 0.014 0.045 25.18(+34.6%)
Proposed method 5 0.0064 0.046 25.17(+34.5%)
Proposed method 10 0.0125 0.06 25.18(+34.6%)
Benchmark - - - 18.71

2.4 Discussion for the simulation with known daily com-

muting driving pattern

Since the engine and motor/generators dynamics is assumed to be neglectable, the pro-

posed controller calculates the optimal power of the engine and motor/generators as manip-

ulating variables. Ordinarily, the inertia of the engine is not negligible. In the fuel economy

veri�cation, the engine inertia is considered using the GT-SUITE high �delity engine model.

From the engine operating point distribution using the proposed approach, it is shown that

the engine operating points deviate from the engine optimal operating line because of the

delay of the engine. However in the real-time optimal controller, in order to reduce the

computation cost, the dynamics of the engine is neglected.

After the optimal battery power is determined by the optimal control algorithm, the

engine power can be decided. When the engine power is known, by looking up the table of

OOL in the low-level controller, the engine optimal speed and torque reference values can

be obtained. The real-time optimal control approach which can use future information can
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improve the track ability compared with ordinary feedback control.
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CHAPTER III

Driving cycle and engine operating point optimization

for unknown driving patterns

This chapter presents the modeling, control, and simulation of hybrid electric vehicles

for unknown driving patterns with slope and tra�c information. This chapter is organized

as follows. Section 2.1 introduces the features of the approach. Section 2.2 presents the

modeling and control for the 3 degrees of freedom model. Section 2.3 provides the simulation

results for the unknown driving pattern with slope information. Section 2.4 provides the

simulation results for the unknown driving pattern with slope and tra�c information. Section

2.5 presents the discussion.
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3.1 Features of the approach for unknown driving pat-

terns

There are �ve new features of the nonlinear real-time optimal control approach in the

hybrid electric vehicle for unknown driving patterns.

First, both the driving cycle pro�le and the engine operating point are optimized using

the approach.

Second, considering the HEV physical constraints like the speed and torque limits of

the engine and motor/generators, and the battery state of charge beforehand makes the

optimization and the fuel improvements trustworthy. The nonlinear real-time optimal control

approach can consider constraints in real-time.

Third, the performance index can be systematically designed. The controller is con-

structed considering just the control objectives and the system constraints which is a nature

and causal design process. This systematic design process can be applicable to other fuel

optimization problems for HEVs and PHEVs.

Fourth, the proposed method gives the freedom of vehicle spacing between the preceding

vehicle and the host vehicle. The vehicle spacing is kept above the minimum value, and

this gives the freedom of control for vehicle speed variety to get battery fuel economy. This

freedom can be obtained by the real-time optimal control.

Fifth, using the HEV property, the desired battery state of charge is designed according

to the road slopes for better recuperation of free braking energy. It is not good for the HEV

fuel economy if the HEV reaches the top of a hill with a fully charged battery. It is di�cult

to obtain the desired battery state of charge pro�le from the optimization view. The fuel
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economy is improved due to this desired battery state of charge adaption.

In [98]- [100], the authors stated that the conventional engine optimal operating line idea

is valid only if the power transmission loss is negligible or if it shows only a mild change

throughout the operation condition. However, HEVs have far more complicated and irregular

power transmission mechanisms and characteristics than conventional vehicles do. This

complexity is mainly due to the electrical power transmission paths which involve non-linear

power conversion losses in M/Gs. In other words, HEVs have an energy bu�er like batteries

whose e�ciency is highly nonlinear to the input road loads. The battery can utilize the

free regenerative braking energy to improve fuel economy signi�cantly. The engine optimal

operation for HEVs corresponding to the system optimality needs to be reconsidered. The

engine and the motor/generator dynamics is considered for accuracy and global optimality

instead of operating the engine near its optimal operating line.

3.2 Modeling and control for the 3 degrees of freedom

model

The power-split device property which reveals the torque and speed relationships among

the engine, M/Gs, and the road load can be expressed as follows [92], [9]:

IM/G1ω̇M/G1 = τM/G1 + fS

(IM/G2 +
Iw
g2f

+m
r2w
g2f

)ω̇M/G2 = τM/G2 −
τresist + τbrake

gf
+ fR

Iengω̇eng = τeng − f(R + S) (3.2.1)

τresist = rwmg(µ cos(θ) + sin(θ)) +
1

2
ρCDArwv

2 (3.2.2)
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where S and R are the number of the sun gear and the ring gear teeth, respectively; τM/G1,

τM/G2, τresist, τbrake, and τeng are the torque of M/G1, M/G2, the vehicle resistance, the

friction brake, and the engine, respectively; ωM/G1, ωM/G2 and ωeng are the angular velocities

of M/G1, M/G2, and the engine, respectively; gf is the �nal drive gear ratio; v is the vehicle

speed; IM/G1, IM/G2, Iw, and Ieng are the inertia of M/G1, M/G2, the wheels, and the

engine, respectively; rw is the wheel radius; f is the internal force of the power-split device

on the pinion gears; ρ, CD, A, m, g, µ and θ are the air density, the air drag coe�cient, the

frontal area of the vehicle, the vehicle mass, the gravity acceleration, the rolling resistance

coe�cient, and the road grade, respectively.

The relationships among the speed of the powertrain components are given as

SωM/G1 +RωM/G2 − (S +R)ωeng = 0 (3.2.3)

ωM/G2 =
gf
rw
v. (3.2.4)

The power-balancing constraint needs to be considered. Since the power is a multipli-

cation of the toque and the speed, the torque balance is presented in Equation (3.2.1), the

power-balancing constraint is addressed identically. The power-balancing can is implicitly

considered.

Using (3.2.1), (3.2.3), and (3.2.4) and eliminating the internal force f , the dynamics of
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the engine and M/G2 is obtained:

Ieng + (
S+R
S

)2
IM/G1 −R(S+R)

S2 IM/G1

−R(S+R)
S2 IM/G1 IM/G2 +

Iw
g2f

+
(
R
S

)2
IM/G1 +m r2w

g2f


 ω̇eng

ω̇M/G2


=

 τeng +
S+R
S
τM/G1

τM/G2 − R
S
τM/G1 − τresist+τbrake

gf

 . (3.2.5)

The fuel consumption rate is evaluated using the Willan's line method [101]. It uses the

function of the engine speed and torque to approximate the engine fuel consumption rate

map directly, which leads to more accurate results than those of polynomial approximations.

The fuel consumption rate can be expressed as follows [102]:

ṁf =
aτengωeng + bωeng + cω3

eng

h+ kωeng + lω2
eng

(3.2.6)

where ṁf is the fuel consumption rate; a, b, c, h, k, and l are constant parameters.

Based on the previous analysis, the system dynamics is reduced to the battery dynam-

ics, the engine dynamics, and the vehicle dynamics. The nonlinear system model is then
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represented by

ẋ = f(x, u)

x =

[
ωeng p ωM/G2 xSOC

]T
u =

[
τeng τM/G2 τM/G1 τbrake

]T
f(x, u) =
Mτeng +NτM/G2 + (M S+R

S
−N R

S
)τM/G1 −N τresist+τbrake

gf

rw
gf
ωM/G2

Nτeng + PτM/G2 + (N S+R
S

− P R
S
)τM/G1 − P τresist+τbrake

gf

−VOC−
√

V 2
OC−4PbattRbatt

2RbattQbatt


M N

N P

 =

Ieng + (
S+R
S

)2
IM/G1 −R(S+R)

S2 IM/G1

−R(S+R)
S2 IM/G1 IM/G2 +

Iw
g2f

+
(
R
S

)2
IM/G1 +m r2w

g2f


−1

(3.2.7)

where p is the vehicle position. xSOC is the battery SOC; VOC , Rbatt, andQbatt are the battery

open circuit voltage, the battery internal resistance, and the battery capacity, respectively;

and M , N , and P ∈ R. We use the vehicle position and the vehicle speed to represent the

vehicle dynamics. The battery power Pbatt is governed by

Pbatt = τM/G1ωM/G1η
n
M/G1 + τM/G2ωM/G2η

n
M/G1. (3.2.8)
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where ηM/G1 and ηM/G2 are the average e�ciency of M/G1 and M/G2, and

n =


1, if generating

−1, if motoring.

(3.2.9)

The nonlinear model of the power-split HEV with slope information includes the vehicle

speed dynamics. The vehicle speed pro�le can be optimized with this nonlinear model.

The optimal control problem is de�ned as

min
u

J =

∫ t+T

t

L(x(τ |t), u(τ |t))dτ

subject to τM/G2min ≤ τM/G2(τ |t) ≤ τM/G2max

τM/G1min ≤ τM/G1(τ |t) ≤ τM/G1max

0 ≤ τbrake(τ |t) ≤ τbrakemax (3.2.10)

where T is the prediction horizon; τM/G2max, τM/G2min, τM/G1max, τM/G1min, and τbrakemax

denote the bounds of the control inputs.

The following objectives are considered in this optimal control problem.

Lx: the fuel consumption is minimized.

Ly: the vehicle deceleration or acceleration is moderated.

Lz: the vehicle speed is kept near to its desired value.

Ld: the battery SOC is kept near to its desired value. This is one of the cores of the

proposed approach. The battery energy is adapted to the vehicle future energy requirements

by setting the desired battery SOC as a function of road slopes which represent the main
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part of the future road load.

Le: the battery SOC constraint is kept satis�ed.

Lf : the engine speed constraint is kept satis�ed.

Lg: the M/G2 speed constraint is kept satis�ed.

Lh: the mechanical brake use is minimized.

Li: the M/G1 speed constraint is kept satis�ed.

Lj: the battery power constraint is kept satis�ed.

Lk: the engine torque constraint is kept satis�ed.

Ll: the following distance constraint is kept satis�ed. This is also one of the cores of

the proposed approach. The following distance constraint is kept in a predictive controller

structure. The host vehicle maneuvers are independent of the preceding vehicle. The pro-

posed approach does not require inter-vehicle communication. The following distance is

changed above the minimum following distance, which improves the freedom of eco-driving

car following control to optimize the driving pro�le for better fuel economy.
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The cost function L is de�ned as follows:

L = wxLx + wyLy + wzLz + wdLd + weLe + wfLf

+wgLg + whLh + wiLi + wjLj + wkLk + wlLl + wmLm

Lx = ṁf

Ly =
1

2
(
rw
gf
ω̇M/G2 + g sin(θ))2

Lz =
1

2
(v − vd)

2

Ld =
1

2
(xSOC − SOCd(p))

2

Le = − ln(xSOC − SOCmin)− ln(SOCmax − xSOC)

Lf = − ln(ωeng)− ln(ωengmax − ωeng)

Lg = − ln(ωM/G2)− ln(ωM/G2max − ωM/G2)

Lh =
1

2
(τbrake)

2

Li = − ln(ωM/G1 − ωM/G1min)− ln(ωM/G1max − ωM/G1)

Lj = − ln(Pbatt − Pbattmin)− ln(Pbattmax − Pbatt)

Lk = − ln(τeng)− ln(τengmax − τeng)

Ll = − ln(pp(t) + vp(t)(τ − t)− p(t)− lp − dmin) (3.2.11)

where SOCd(p) is the desired battery SOC value. The parameter vd is the desired vehicle

speed. It is chosen as the best constant speed fuel economy speed. The parameters wx, wy,

wz, wd, we, wf , wg, wh, wi, wj, wk, wl are the weights. The parameters SOCmin, SOCmax,

ωengmax, ωM/G2max, ωM/G1min, ωM/G1max, Pbattmin, Pbattmax, and τengmax denote the bounds of

the parameters. The parameter τengmax is a state variant control input. It is a function of

the engine speed. The parameters pp, vp, lp, and dmin denote the preceding vehicle position,
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the preceding vehicle speed, the preceding vehicle length, and the minimum vehicle spacing.

The preceding vehicle speed in the prediction horizon is assumed to be constant, and its

value is the same as the observed preceding vehicle speed at the beginning of the nonlinear

real-time optimal control algorithm. In this way, the vehicle spacing can be kept above the

minimum vehicle spacing in the prediction horizon.

The log barrier functions are introduced as penalizing terms for violations of the state

constraints and the state variant control input constraint. The value of the performance

index becomes very large when the constraints are being violated. By doing so, the state

constraints and the state variant control input constraint of the system are satis�ed. The

general rule that the engine always works along its optimal operating line does not promise

optimal fuel economy. Due to lack of future road load information, the engine may work in

the low e�ciency parts of the engine optimal operating line. The industrial tradition which

assumes that the engine always works along its optimal operating line in the commercially

available HEV energy management strategy is not followed. The fuel economy is optimized

using the only term concerning the fuel consumption rate in the cost function. It will search

the whole areas of the engine fuel consumption map for better fuel economy. In this way we

want to develop the full strength of HEVs.

The inequality constraint in the optimal control problem is converted to an equality

constraint by introducing a dummy input ud for computation simplicity as follows:

C(x(t), u(t)) = u2(t) + u2d(t)− u2max = 0 (3.2.12)

where umax denotes the bound of the control input.

To solve this optimal control problem with the calculus of variation method [94], the
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Hamiltonian function is de�ned by

H(x, u, λ, ψ) = L(x, u) + λTf(x, u) + ψTC(x, u) (3.2.13)

where λ denotes the co-state, and ψ denotes the Lagrange multiplier associated with the

equality constraint.

The �rst-order necessary conditions for the optimal control input u, the multiplier ψ, and

the co-state λ are obtained using the calculus of variation as

ẋ = f(x, u) x(t0) = x0

λ̇ = −∂H
∂x

λ(t+ T ) = 0

∂H

∂u
= 0

C(x, u) = 0 (3.2.14)

where t0 is the initial time, and x0 is the initial state.

The derivative of the co-state λ concerning the slope information and the battery SOC

is obtained as

λ̇2 = −λ1
∂ω̇eng

∂p
− λ3

∂ω̇M/G2

∂p
− wy

∂Ly

∂p
− wl

∂Ll

∂p
− wd

∂Ld

∂p

λ̇4 = −wd(xSOC − SOCd)

−we

(
1

SOCmax − xSOC

− 1

xSOC − SOCmin

)
. (3.2.15)

It reveals that the co-state of the vehicle position is related to the two power devices, the

terms concerning the vehicle acceleration or deceleration, the desired battery SOC, and the
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Figure 3.2.1: Structure of the nonlinear real-time optimal control system.

vehicle spacing in the cost function. The battery SOC co-state is a�ected by the battery

desired SOC and the bounds of the battery SOC. A large co-state will lead to the small

variation of the battery SOC. A small co-state will lead to the large variation of the battery

SOC. A well tuned performance index and weights can lead to a better system.

The structure of the nonlinear real-time optimal control system is shown in Fig. 3.2.1.

The system inputs contain the control inputs. The system outputs consist of the vehicle

states. The preceding vehicle position and speed can be measured using digital maps and

vehicle laser devices. The real-time optimal controller uses terrain information from digital

maps to calculate SOCd(p) and θ(p). The energy management problem can be viewed as an

optimal control problem which is addressed here using a nonlinear real-time optimal control

approach.
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3.3 Simulation results for the unknown driving pattern

with slope information

In this simulation, vehicle parameters are used from ADVISOR 2002 [91]. The vehicle pa-

rameters are m=1504 [kg], ρ=1.23 [kg/m3], CD=0.3, A=1.746 [m
2], g=9.8 [m/s2], µ=0.015,

VOC=307.85 [V], Rbatt=1.004 [Ω], Qbatt=6 [Ah], rw=0.287 [m], gf=3.93, Ieng=0.18 [kgm2],

IM/G1=0.0226 [kgm
2], IM/G2=0.0226 [kgm

2], Iw=3.3807 [kgm
2], a=40.88, b=1576, c=−0.004051,

h=1032000, k=365.7, l=−2.401, S=30, and R=78. The control parameters are T=10 [s],

the sampling period h=0.1 [s], SOCd=0.7, SOCmin=0.6, SOCmax=0.8, τM/G2max=305 [Nm],

τM/G2min=−305 [Nm], τM/G1max=55 [Nm], τM/G1min=−55 [Nm], τbrakemax=2655 [Nm],

Pbattmin=−23.684 [kW], Pbattmax=23.684 [kW], vd=60 [km/h], ωengmax=418.8790 [rad/s],

ωM/G2max=628.3185 [rad/s], ωM/G1min=−575.9587 [rad/s], ωM/G1max=575.9587 [rad/s],

wx=42000, wy=9000, wz=800, wd=30000000, we=120000, wf=10000, wg=50000, wh=10,

wi=0.1, wj=0.1, wk=1000, and wl=0. The optimal control problem is solved using the numer-

ical computation method: the continuation and generalized minimum residual (C/GMRES)

method [96]. The rule-based control for HEVs introduces a set of rules to decide the power

split between the engine and the battery after the vehicle states are observed. The ADVISOR

rule-based control approach is used as a comparison for the proposed approach. The driving

pattern used in ADVISOR is obtained from the automatic speed control device (ASCD).

ASCD is a kind of proportional-integral control method without slope previews. The real-

time optimal control algorithm is realized by utilizing the C MEX S-function builder in

Matlab/Simulink. Direct control input torque of the engine, the two M/Gs, and the me-

chanical brake are given by the real-time optimal controller. The fuel economy is calculated

using the engine maps which are obtained from ADVISOR 2002. The simulation is con-
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ducted using a typical up-down slope in Case 1 �rstly, and then the results of a typical road

of 6.2 [km] in Japan are observed in Case 2. The typical up-down slopes which have long

and constant steep slopes are utilized to validate the full strength of the proposed approach.

Since the prediction horizon cannot be lengthened enough for the battery dynamics, the de-

sired battery SOC value is set according to the road elevation which represents the main part

of the future road load information. It is reasonable to utilize the road elevation information

since this future road load information is known already.

3.3.1 Case 1

The up slope of this road is 5% and the down slope of this road is -5%. The simulation

results of Case 1 are presented in Fig. 3.3.1, Fig. 3.3.2, Fig. 3.3.3, and Fig. 3.3.4. Fig.

3.3.1 gives the comparison simulation results of the driving pro�le based on the proposed

algorithm and the ASCD algorithm. The �rst column of Fig. 3.3.1 is the vehicle control

input. The next two columns show the optimized vehicle speed and the road elevation. The

real-time optimal control vehicle predicts the upcoming uphill and accelerates in advance to

avoid the abrupt acceleration at the beginning of the uphill. The real-time optimal control

vehicle can also predict the upcoming downhill and decelerate in advance to avoid the abrupt

deceleration at the beginning of the downhill. In this way the proposed algorithm helps to

improve the fuel economy.

Fig. 3.3.2 shows the power-split pro�le of the proposed algorithm. The desired battery

SOC is assumed using the function as

SOCd(p) = 0.1 sin(
π

2000
p) + 0.695. (3.3.1)
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The columns of Fig. 3.3.2 from the top are the speed of the engine and the two M/Gs,

the torque of the engine and the two M/Gs, the power of the engine and the two M/Gs,

the battery SOC, and the road elevation. The real-time optimal control vehicle predicts

the upcoming uphill and charges the battery in advance. When the vehicle comes to the

uphill, the battery can assist the vehicle driving properly and reduce the battery SOC for

the upcoming downhill charging. The battery is charged up during the downhill process

using the energy recovered from the regenerative braking. By using the slope information in

advance to better use the battery energy, the real-time optimal control algorithm helps to

reduce the fuel consumption. Fig. 3.3.3 shows the power-split pro�le of the vehicle using the

ADVISOR algorithm. We can see that without slope previews, the engine and the M/Gs

work abruptly, especially at the beginning of the simulation; and the link parts of di�erent

slopes. The battery SOC decreases continually. The vehicle does not get the regenerative

braking energy properly.

Fig. 3.3.4 shows the distribution of the engine operating points using the real-time

optimal control algorithm and the ADVISOR algorithm. The crosses and the circles denote

the engine operating points using the real-time optimal control algorithm and the ADVISOR

algorithm, respectively. The line at the top left corner is the engine max torque line. The

engine operating points cannot go beyond the line. We can see that the engine operating

points of the real-time optimal control algorithm are distributed in better areas than those

of the ADVISOR algorithm.
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Figure 3.3.1: Driving pro�le of the real-time optimal control algorithm and the ASCD algo-
rithm in Case 1.

3.3.2 Case 2

The e�ectiveness of the proposed energy management system of the power-split HEV is

evaluated using the slope information of a real road. It is a road from the Imajuku tra�c

light position to the Hatae tra�c light position which is 6.2 [km] located at Route 202,

Fukuoka, Japan. The maximum slope of this road is 3.65% and the minimum slope of this

road is -3.46%. Compared with the only big up-down slope in Case 1, there are a few small

up-down slopes and a big up-down slope in Case 2. This real terrain is typical in Japan

where there are many hilly areas.

The simulation results of Case 2 are presented in Fig. 3.3.5, Fig. 3.3.6, Fig. 3.3.7, and

Fig. 3.3.8. Fig. 3.3.5 gives the comparison simulation results of the driving pro�le between

the proposed algorithm and the ASCD algorithm. The proposed algorithm shows roughly

the same control characteristics as those in Case 1. The real-time optimal control vehicle can
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Figure 3.3.2: Power-split pro�le of the vehicle using the real-time optimal control algorithm
in Case 1.

make good use of the predictive information of the road slopes and avoid abrupt accelerations

and decelerations to get better fuel economy. The real-time optimal control vehicle can also

utilize the advantage of the vehicle speed range, which can develop the possible energy

saving ability of the HEV better. For example, it does not use the mechanical brake much

to decelerate the vehicle during the downhill driving. A higher vehicle speed can produce

larger regenerative braking energy.

Fig. 3.3.6 shows the power-split pro�le of the vehicle using the real-time optimal control

algorithm. The desired battery SOC is assumed using the function as

SOCd(p) =

−2.5(
s1

1 + e(s3(p− s2))
+

s4
1 + e(s6(p− s5))

+ · · · ) + 0.71.

(3.3.2)
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Figure 3.3.3: Power-split pro�le of the vehicle using the ADVISOR rule-based algorithm in
Case 1.

The real-time optimal control vehicle performs roughly the same as that in Case 1. From

Case 1 and Case 2 we can see that there is some causality between the road elevation and the

battery SOC. The lowest point of the road elevation corresponds to the highest point of the

battery SOC. The highest point of the road elevation corresponds to the lowest point of the

battery SOC. By using the slope information in advance to better use the battery SOC range,

the real-time optimal control algorithm helps to reduce the fuel consumption e�ciently. Fig.

3.3.7 shows the power-split pro�le of the vehicle using the ADVISOR algorithm. The results

can be explained in the same way as that in Case 1.

Fig. 3.3.8 shows the distribution of the engine operating points using the real-time

optimal control algorithm and the ADVISOR rule-based algorithm. We can see from the

results of Case 1 and Case 2 that the real-time optimal control algorithm can make the

engine work in better areas rather than those along the best e�ciency line of the engine
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Figure 3.3.4: Engine operating point distribution using the real-time optimal control algo-
rithm and the ADVISOR rule-based algorithm in Case 1.

using the CVT. Working along the best e�ciency line of the engine does not promise best

fuel e�ciency. The fuel e�ciency depends on the real e�ciency of the engine, which makes

the point that a high e�ciency area is more pro�table than the area near the engine OOL.

We can see that better using of the battery SOC range results in better engine operating

points.

The overall fuel economy results in the two cases are presented in Table 3.3.1. We can see

that the real-time optimal control approach can improve fuel economy by 52.7% and 37.7%

in Case 1 and Case 2 compared to the ADVISOR approach, respectively. Since the slopes

in Case 2 are not longer and steeper than those in Case 1 the fuel economy improvement

is less signi�cant. The driving situation in Case 2 is not worse than that in Case 1, the

ADVISOR approach can get better fuel economy. Since the fuel economy is calculated by

the high �delity map of the real engine, which is the most accurate evaluating method in
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rithm in Case 2.

the computer simulation environment, these results are promising.

Table 3.3.1: Fuel economy comparison results for the unknown driving pattern with slope
information

Method Case Initial Final Fuel economy
SOC SOC [km/l]

Proposal Case 1 0.700 0.712 27.8(+52.7%)
ADVISOR Case 1 0.700 0.676 18.2
Proposal Case 2 0.700 0.695 29.2(+37.7%)
ADVISOR Case 2 0.700 0.677 21.2

The proposed algorithm is fast for computation. The computer simulation time for the

two cases is 360 [s]. The computation time of the proposed algorithm for Case 1 is 23.33 [s].

The computation time of the proposed algorithm for Case 2 is 28.10 [s]. The simulation is

run in a Matlab/Simulink environment using a laptop with an Intel processor at 2.27 [GHz]

processing speed and 2 [GB] of RAM. The sampling interval for the two cases is 100 [ms]. The
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Figure 3.3.6: Power-split pro�le of the vehicle using the real-time optimal control algorithm
in Case 2.

computation time per sampling interval of the proposed algorithm for Case 1 is 6.48 [ms]. The

computation time per sampling interval of the proposed algorithm for Case 2 is 7.81 [ms]. So

we can conclude that the proposed algorithm has the potential for real-time vehicle control.

3.4 Simulation results for the unknown driving pattern

with slope and tra�c information

3.4.1 Comparison controllers

There are �ve simulations in this work. They are the vehicle tracking nonlinear real-

time optimal control (TROC) approach which is the proposed method, the vehicle tracking

ADVISOR (TADVISOR) approach, the solitude real-time optimal control (SROC) approach,
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Figure 3.3.7: Power-split pro�le of the vehicle using the ADVISOR rule-based algorithm in
Case 2.

the solitude ADVISOR (SADVISOR) approach, and the �xed battery SOCd vehicle tracking

real-time optimal control (FTROC) approach. The rule-based control for HEVs introduces

a set of rules to decide the power split between the engine and the battery after the vehicle

states are observed. We used the ADVISOR rule-based control approach as a comparison

for the proposed vehicle tracking nonlinear real-time optimal control approach. The driving

pattern used in vehicle tracking ADVISOR approach is obtained from an adaptive cruise

control (ACC) method [85]. The control input of the tracking vehicle using the ACC method

is calculated as follows [85]:

uACC(t) =
vp(t)− v(t)− k

(
hv(t) + dmin − (pp(t)− p(t)− lp

)
h

(3.4.1)
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Figure 3.3.8: Engine operating point distribution using the real-time optimal control algo-
rithm and the ADVISOR rule-based algorithm in Case 2.

where k and h are constant parameters set as k = 0.08 and h = 0.15, respectively. The

preceding vehicle is controlled using the same algorithm as that in this chapter without the

vehicle spacing cost term. This method is denoted as a solitude real-time optimal control

method. It is a kind of eco-driving method using the real-time optimal control approach.

The driving pattern used in the solitude ADVISOR approach is obtained from the auto-

matic speed control device (ASCD). ASCD is a kind of proportional-integral control method

without slope previews.
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3.4.2 Test road slope pro�les and calculation of the road slopes and

the desired battery state of charge

The e�ectiveness of the proposed energy management system of the power-split HEV is

evaluated using the slope information of a real road. It is a road from the Imajuku tra�c

light position to the Hatae tra�c light position which is 6.2 [km] located at Route 202,

Fukuoka, Japan. The maximum slope of this road is 3.65%, and the minimum slope of this

road is -3.46%. This real terrain is typical in Japan where there are many hilly areas.

The slope information is approximated by the sigmoid functions as follows:

θ(p) =
s1

1 + e(s3(p−s2))
+

s4
1 + e(s6(p−s5))

+ · · · (3.4.2)

where s1, s2, s3, s4, s5, and s6 are slope shape parameters.

The desired battery SOC is assumed using the function as

SOCd(p) =

kSOC(
s1

1 + e(s3(p−s2))
+

s4

1 + e(s6(p−s5))
+ · · · ) + SOCk.

(3.4.3)

where kSOC and SOCk are constant parameters set as kSOC = −2.5 and SOCk = 0.71,

respectively.
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3.4.3 Simulation conditions

In this simulation, vehicle parameters are used from ADVISOR 2002 [91]. The vehicle pa-

rameters are m=1504 [kg], ρ=1.23 [kg/m3], CD=0.3, A=1.746 [m
2], g=9.8 [m/s2], µ=0.015,

VOC=307.85 [V], Rbatt=1.004 [Ω], Qbatt=6 [Ah], rw=0.287 [m], gf=3.93, Ieng=0.18 [kgm2],

IM/G1=0.0226 [kgm
2], IM/G2=0.0226 [kgm

2], Iw=3.3807 [kgm
2], a=40.88, b=1576, c=−0.004051,

h=1032000, k=365.7, l=−2.401, S=30, R=78, and lp=4.31 [m]. The control parame-

ters are T=10 [s], the sampling period h=0.1 [s], SOCd=0.7, SOCmin=0.6, SOCmax=0.8,

τM/G2max=305 [Nm], τM/G2min=−305 [Nm], τM/G1max=55 [Nm], τM/G1min=−55 [Nm],

τbrakemax=2655 [Nm], Pbattmin=−23.684 [kW], Pbattmax=23.684 [kW], vd=60 [km/h],

ωengmax=418.8790 [rad/s], ωM/G2max=628.3185 [rad/s], ωM/G1min=−575.9587 [rad/s],

ωM/G1max=575.9587 [rad/s], dmin=1 [m], wx=27000, wy=9000, wz=800, wd=50000000, we=260000,

wf=10000, wg=50000, wh=10, wi=0.1, wj=0.1, wk=1000, and wl=90. The nonlinear real-

time optimal control problem is solved using the numerical computation method: the con-

tinuation and generalized minimum residual (C/GMRES) method [96]. The C/GMRES

method uses forward di�erence approach, and discretizes the HEV plant with a sampling

interval h to implement the nonlinear real-time optimal control algorithm. The �owchart

of the nonlinear real-time optimal control algorithm implementation is shown in Fig. 3.4.1.

The nonlinear real-time optimal control control algorithm is realized by utilizing the C MEX

S-function builder in Matlab/Simulink. Direct control input torque of the engine, the two

M/Gs, and the mechanical brake are given by the nonlinear real-time optimal controller.

The fuel economy is calculated using the engine fuel consumption map which is obtained

from ADVISOR 2002.
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3.4.4 Simulation results

The �rst column of Fig. 3.4.2 is the road elevation. The next seven columns show

the vehicle control input, the optimized vehicle speed, and the vehicle spacing. The vehicle

tracking nonlinear real-time optimal control vehicle predicts the upcoming up-down hills, and

avoids the abrupt acceleration or deceleration as shown in the ACC method at the link parts

of di�erent slopes. The vehicle tracking nonlinear real-time optimal control algorithm gets

almost the same driving pro�le as the solitude real-time optimal control algorithm, which

validates the e�ectiveness of the car following model. The vehicle spacing is kept above

the minimum using both methods. Instead of converging to a value, the vehicle tracking

nonlinear real-time optimal control approach can make good use of the vehicle spacing range

to get better fuel economy with the predicted preceding eco-driving vehicle information. In

this way the vehicle tracking nonlinear real-time optimal control algorithm helps to improve

the fuel economy.

Fig. 3.4.3 shows the power-split pro�le of the solitude real-time optimal control algorithm.

The columns of Fig. 3.4.3 from the top are the road elevation, the battery SOC, the speed

of the engine and the two M/Gs, the torque of the engine and the two M/Gs, and the power

of the engine and the two M/Gs. Fig. 3.4.4 shows the power-split pro�le of the �xed battery

SOCd vehicle tracking real-time optimal control algorithm. The �xed battery SOCd is 0.7.

Fig. 3.4.5 shows the power-split pro�le of the vehicle tracking nonlinear real-time optimal

control algorithm. There is some causality between the road elevation and the battery SOC.

The lowest point of the road elevation corresponds to the highest point of the battery SOC.

The highest point of the road elevation corresponds to the lowest point of the battery SOC.

By using the slope information in advance to better use the battery SOC range, the vehicle
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tracking nonlinear real-time optimal control algorithm helps to reduce the fuel consumption

e�ciently.

Overall, the solitude real-time optimal control approach uses the M/Gs to drive the ve-

hicle compared with the vehicle tracking real-time optimal control approach, which helps to

improve the fuel economy. The vehicle tracking real-time optimal control approach uses the

engine fuel energy to drive the vehicle instead of the free energy recovered by the battery,

which results in worse fuel economy. The solitude real-time optimal control algorithm can

charge or discharge the battery more freely without the vehicle spacing constraint, so it does

not use the engine to drive the vehicle during the cruising low road load period when the

battery SOC is high. The power-split pro�le of the �xed battery SOCd vehicle tracking real-

time optimal control algorithm is roughly the same as the power-split pro�le of the vehicle

tracking nonlinear real-time optimal control algorithm with varied battery SOCd. Since the

slopes in this real case are short and gentle, the fuel economy improvement is not signi�cant

using the vehicle tracking nonlinear real-time optimal control algorithm with varied battery

SOCd compared with the �xed battery SOCd vehicle tracking real-time optimal control algo-

rithm. Fig. 3.4.6 shows the power-split pro�le of the vehicle tracking ADVISOR algorithm.

We can see that without slope previews, the engine and the M/Gs work abruptly, especially

at the beginning of the simulation; and the link parts of di�erent slopes. The battery SOC

decreases continually. The vehicle does not get the regenerative braking energy properly.
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Figure 3.4.1: Flowchart of the nonlinear real-time optimal control algorithm.

A signi�cant bene�t of the power-split architecture is the fact that it decouples the engine

crankshaft from the road, and allows the electric machines to move the engine speed where

fuel e�ciency is maximized [97]. This is identi�ed by the engine operating point distribution

in Fig. 3.4.7 and Fig. 3.4.8. Fig. 3.4.7 shows the distribution of the engine operating points of

the solitude real-time optimal control algorithm and the solitude ADVISOR algorithm. Fig.

3.4.8 shows the distribution of the engine operating points of the vehicle tracking nonlinear

real-time optimal control algorithm and the vehicle tracking ADVISOR algorithm. The line

at the top left corner is the engine max torque line. The engine operating points cannot go

beyond the line. Fig. 3.4.9 shows the distribution of the engine operating points of the �xed

battery SOCd vehicle tracking real-time optimal control algorithm.

As shown in Fig. 3.4.7 and Fig. 3.4.8 the nonlinear real-time optimal control approach
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operates the engine at fairly low speed and high torque, which means high engine e�ciency

and low brake speci�c fuel consumption values. The nonlinear real-time optimal control

approach forces the engine to work regularly near the engine low fuel consumption rate areas.

In contrast, the ADVISOR rule-based approach operates the engine at fairly high speed and

low torque, which means low engine e�ciency and high brake speci�c fuel consumption

values. By adapting the battery power to the future road load, the nonlinear real-time

optimal control approach develops the ability of the power-split architecture. We can see

that the engine operating points of the real-time optimal control algorithm are distributed

in better areas than those of the ADVISOR algorithm. Compared with the vehicle tracking

real-time optimal control approach, the solitude real-time optimal control engine operating

points are distributed closer to the left corner of the engine fuel consumption map that

consumes less fuel. The nonlinear real-time optimal control algorithm can make the engine

work in better areas rather than those along the best e�ciency line of the engine using the

CVT. The fuel e�ciency depends on the real e�ciency of the engine, which makes the point

that a high e�ciency area is more pro�table. The engine operating point distribution of the

�xed battery SOCd vehicle tracking real-time optimal control algorithm is roughly the same

as the engine operating point distribution of the vehicle tracking nonlinear real-time optimal

control algorithm with varied battery SOCd. This con�rms that the fuel model utilized in

this work is accurate, and the vehicle tracking nonlinear real-time optimal control algorithm

is e�ective to �nd the global optimal values.
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Figure 3.4.8: Engine operating point distribution using the vehicle tracking nonlinear real-
time optimal control algorithm and the car tracking ADVISOR rule-based algorithm. The
crosses and the circles denote the engine operating points of the vehicle tracking nonlinear
real-time optimal control algorithm and the vehicle tracking ADVISOR algorithm, respec-
tively.
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Figure 3.4.9: Engine operating point distribution using the �xed desired battery SOC vehicle
tracking real-time optimal control algorithm.

The overall fuel economy results are presented in Table 3.4.1. We can see that the

vehicle tracking nonlinear real-time optimal control approach can improve fuel economy by

47.24% compared to the solitude ADVISOR approach. Since the vehicle tracking ADVISOR

approach cannot avoid the acceleration or deceleration spikes at the link parts of di�erent

slopes, it gets worse fuel economy than that using the solitude ADVISOR approach. We can

see from Fig. 3.4.5 and Table 3.4.1 that better using of the battery SOC range results in

better fuel economy. This leads to better fuel economy using the solitude real-time optimal

control approach than the vehicle tracking real-time optimal control approach. By using the

predicted road slope information freely, the solitude real-time optimal control algorithm can

adapt the HEV battery SOC pro�le according to the known bounds of the parameters to get

better fuel economy. Although the slopes in this real case are short and gentle, the vehicle

tracking nonlinear real-time optimal algorithm with varied battery SOCd achieves better fuel

economy compared with the �xed battery SOCd vehicle tracking real-time optimal control

algorithm. The varied battery SOCd approach utilizes the future road load information,
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and can obtain desired actuator operation compared to the �xed battery SOCd approach.

Since the fuel economy is calculated by the high �delity map of the real engine, which is the

most accurate evaluating method in the computer simulation environment, these results are

promising.

Table 3.4.1: Fuel economy comparison results for the unknown driving pattern with slope
and tra�c information

Method Initial Final Fuel economy
SOC SOC [km/l]

Tracking ROC 0.7000 0.6938 31.23(+47.24%)
Tracking ADVISOR 0.7000 0.6768 21.00(-0.99%)
Fixed tracking ROC 0.7000 0.6965 30.66(+44.55%)
Solitude ROC 0.7000 0.6988 34.47(+62.52%)
Solitude ADVISOR 0.7000 0.6772 21.21(+0.00%)

The proposed vehicle tracking nonlinear real-time optimal control algorithm is fast for

computation. The computer simulation time is 360 [s]. The computation time of the pro-

posed vehicle tracking nonlinear real-time optimal control algorithm is 23.10 [s]. The sim-

ulation is run in a Matlab/Simulink environment using a laptop with an Intel processor at

2.27 [GHz] processing speed and 2 [GB] of RAM. The sampling interval is 100 [ms]. The

computation time per sampling interval of the proposed vehicle tracking nonlinear real-time

optimal control algorithm is 6.42 [ms]. So it is concluded that the vehicle tracking nonlinear

real-time optimal algorithm has the potential for real-time vehicle control.
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3.5 Discussion for the simulation for unknown driving

patterns

For real-time implementation, the fuel model needs to be continuous and di�erentiable.

The fuel model needs simpli�cations and also to be accurate enough. It is di�erent from the

engine map model which cannot be predictable and implemented in real-time. As for the

physical constraint, it is guaranteed by the second term of the cost function. The discontin-

uous jump of the engine speed will cause the discontinuous �y of the vehicle speed because

of the planetary set. This will lead a very large punitive value of the vehicle acceleration

which is included in the second term of the cost function.
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CHAPTER IV

Optimal energy management of plug-in hybrid electric

vehicles with uncertain driving distance

This chapter presents the modeling, control, and simulation of plug-in hybrid electric

vehicles with uncertain driving distance. This chapter is organized as follows. Section 2.1

introduces the features of the approach. Section 2.2 presents the modeling and control for

the 1 degree of freedom model. Section 2.3 provides the simulation results with uncertain

driving distance. Section 2.4 presents the discussion.

4.1 Features of the approach with uncertain driving dis-

tance

The proposed method is extended when the driving distance is unknown. The fuel econ-

omy improvements for the PHEV are con�rmed with driving distance uncertainty in reality

using the proposed nonlinear real-time optimal control method. The proposed controller can
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be constructed without the trip distance information which is required in the conventional

control method.

4.2 modeling and control for the 1 degree of freedom

model

The 1 degree of freedom model in Chapter II is also utilized in this PHEV system.

The optimal controller is also divided into two levels. The high-level controller �nds the

optimal battery power, and the low-level controller determines the optimal torque and speed

of the engine and the motor/generators.

This work proposes two control strategies: the charge depletion strategy and the all-

electric charge depletion followed by charge sustenance control strategy. There are two

PHEV operating modes to be optimized in the two proposed control strategies. They are

charge depleting (CD) mode and charge sustaining (CS) mode. The optimal control problem

corresponding to the charge sustaining mode is formulated as

Minimize: J =
1

2
(xSOC − xf (t+ T ))TSf (xSOC − xf (t+ T ))

+

∫ t+T

t

LCS(xSOC(τ |t), Pbatt(τ |t))dτ (4.2.1)

Subject to:Pbattmin ≤ Pbatt(τ |t) ≤ Pbattmax (4.2.2)

where T is the prediction horizon; xf is the desired �nal state value; Sf is the weight; and

Pbattmin and Pbattmax denote the minimum battery power and the maximum battery power.

The objective of this optimal control problem is to minimize the fuel consumption, while
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the battery SOC is maintained between the thresholds. This is achieved by minimizing the

cost function LCS, which includes four terms: the fuel consumption, the engine use and

the mechanical brake use, the deviation of battery SOC from the reference value, and the

penalization of state constraint violations. The cost function LCS is de�ned as follows:

LCS = w1cf (Preq − Pbatt)/(1 + e−β(Preq−Pbatt))

+w2(Preq − Pbatt)
2 + w3

(
1

2
(xSOC − SOCd)

)2

+w4(− ln(xSOC − SOCminlow)− ln(SOCmaxup − xSOC)) (4.2.3)

where SOCd is the desired battery SOC value; w1, w2, w3 and w4 are the weights; SOCminlow

and SOCmaxup denote the minimum battery SOC and the maximum battery SOC during

the charge sustaining mode. The log barrier function is introduced as a penalizing term

for violations of state constraints which are hard to be dealt with. The performance index

value becomes very large when the state constraint is being violated. By doing so, the state

constraint of the nonlinear system is satis�ed automatically.

The two Preq−Pbatt terms have di�erent roles. The �rst Preq−Pbatt term is for fuel economy

evaluation using the Willan's line method. The sigmoid function in the term will lead the

fuel consumption to 0 when the vehicle slows down. The quadratic penalty Preq −Pbatt term

is introduced to make best use of the battery energy bu�er and avoid using engine power.

This term can predict the future road load to adapt the battery power to the future road

load.

The optimal control problem corresponding to the charge depleting mode is formulated
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as

Minimize: J =

∫ t+T

t

LCD(xSOC(τ |t), Pbatt(τ |t))dτ (4.2.4)

Subject to:Pbattmin ≤ Pbatt(τ |t) ≤ Pbattmax (4.2.5)

The objective of this optimal control problem is to minimize the fuel consumption, while

the battery charge is depleted to the minimum. This is achieved by minimizing the cost

function LCD, which includes four terms: the fuel consumption, the penalization of state

constraint violations, the engine use and the mechanical brake use, and the battery power

use. The cost function LCD is de�ned as follows:

LCD = wxcf (Preq − Pbatt)/(1 + e−β(Preq−Pbatt))

+wd(− ln(xSOC − SOCminlow)− ln(SOCmax − xSOC))

+wy(Preq − Pbatt)
2 + wePbatt (4.2.6)

where wx, wy, wd, and we are the weights; SOCmax is the maximum battery SOC during the

charge depleting mode. The last term concerning the battery power use is inspired by the

equivalent consumption minimization strategy (see [62]� [71]). The equivalent consumption

minimization strategy assumes that the current battery energy use will cost the same amount

of fuel energy in the future as it does in the current driving conditions [7]. So this term can

control the speed of battery charge depleting.

Since the future road load is known in advance, the authors believe that it is natural and

simple to adapt the battery power to the future road load to obtain better fuel economy.

This relationship is clearly formulized as the term of the cost function to reduce the use of
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the engine or the mechanical brakes in the optimal control problem. It can make best use of

the battery energy bu�er. The battery can assist the vehicle driving during the acceleration

process, and recuperate the free brake energy during the deceleration process. The engine

operating points can also be shift to the engine optimal operating line by this adaption.

The inequality constraint in the optimal control problems is converted to an equality

constraint by introducing a dummy input ud for computation simplicity as follows:

C(x(t), u(t)) = u2(t) + u2d(t)− P 2
battmax = 0 (4.2.7)

where Pbattmax has the same absolute value but the opposite sign as Pbattmin.

To solve these optimal control problems with the calculus of variation method [94], the

Hamiltonian function is de�ned by

H(x, u, λ, ψ) = L(x, u) + λTf(x, u) + ψTC(x, u) (4.2.8)

where λ denotes the co-state, and ψ denotes the Lagrange multiplier associated with the

equality constraint.

The �rst-order necessary conditions for the optimal control input u, the multiplier ψ, and

the co-state λ are obtained using the calculus of variation as

ẋ = f(x, u) x(t0) = x0

λ̇ = −
(
∂H

∂x

)T

λCD(t+ T ) = 0 or λCS(t+ T ) = Sf (xSOC − xf (t+ T ))

∂H

∂u
= 0

C(x, u) = 0 (4.2.9)
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where t0 is the initial time, and x0 is the initial state.

The derivative of the co-state λ concerning the battery SOC is obtained as

λ̇ = −w3(xSOC − SOCd)

−w4

(
1

SOCmax − xSOC

− 1

xSOC − SOCmin

)
. (4.2.10)

The battery SOC co-state is a�ected by the battery desired SOC and the bounds of the

battery SOC. A large co-state will lead to the small variation of the battery SOC. And a

small co-state will lead to the large variation of the battery SOC. Well tuned performance

indices and weights can lead to a better system.

4.3 Simulation results with uncertain driving distance

4.3.1 Comparison controllers

There are four simulations in this work. They are the all-electric charge depletion followed

by charge sustenance control (CDCS) approach using the proposed real-time optimal control,

the charge depletion control (CD) approach using the proposed real-time optimal control,

CDCS using the stochastic dynamic programming control (SDP) approach [8], and CD using

the SDP approach [8]. The �rst two approaches are the proposed methods in this paper. The

driving distance of the 2 FTP-72 cycles simulated back-to-back for the four simulations is

24.14 [km]. The battery capacity for the proposed two approaches is 2.62 [kWh]. The battery

capacity for the two SDP approaches is 3.46 [kWh]. The stochastic dynamic programming

control approach proposed by the authors of [8] utilized the 2002 Toyota HEV Prius model
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with a double battery capacity. The two proposed real-time optimal control approaches used

the 2004 Toyota HEV Prius model with a double battery capacity. PHEV parameters are

not publicized in detail. The battery capacity of the Toyota Prius PHEV is about three times

as that of the Toyota Prius HEV. The battery capacity tends to be enlarged in PHEVs. If

possible, the author wants to use the Toyota Prius PHEV parameters; however, the author

had to use the parameter of the known Toyota Prius HEV. The battery capacity which

is 3 times as that of the original 2004 Toyota Prius HEV is not used to avoid too much

di�erence from the original HEV and unreality e.g. overweight or over voltage. The battery

parameters in this work are battery capacity of 2.62 [kWh], system voltage of 403.0 [V],

battery resistance of 0.638 [Ω]. The battery parameters in the SDP approach are battery

capacity of 3.46 [kWh], system voltage of 615.8 [V], battery resistance of 2.000 [Ω]. The

power loss of the battery is directly proportional to the square of the voltage and is inversely

proportional to the resistance. The fuel economy advantages of the propose system is at best

25% compared with that using the model in the SDP approach only considering the battery

e�ect. The fuel improvement using the proposed approach is 58%. The e�ectiveness of the

proposed approach is still preferable compared with the SDP approach. Since the model of

the two SDP approaches is similar as that in this work, the results are comparable.

4.3.2 Simulation conditions

E�ectiveness of the above proposed approach is validated by the benchmark simulator,

which was provided by the Technical Committee on Automotive Control and Model Re-

search (JSAE and SICE Joint) in SIMULINK R⃝ and GT-SUITE R⃝ [89]. The GT-SUITE

engine model which contains the cam valve, thermo, intake air, throttle valve, exhaust gas

dynamics has high �delity. In this simulation, vehicle parameters are obtained from the
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benchmark simulator. The only di�erence from the original benchmark simulator data is

that the battery capacity is doubled. Speci�cally, the author double the original 28 modules

of Ni-MH batteries in the benchmark simulator for 56 modules of Ni-MH batteries in the

experimental PHEV of this work.

The total simulation time is 2738 [s] of the 2 FTP-72 cycles simulated back-to-back.

The sampling time is 0.02 [s], and the prediction horizon T is 10 [s]. The vehicle param-

eters are m=1460 [kg], ρ=1.23 [kg/m3], CD=0.33, A=1.746 [m2], g=9.8 [m/s2], µ=0.015,

VOC=403.2 [V], Rbatt=0.6384 [Ω] and Qbatt=6.5 [Ah], cf=0.076. The control parameters are

β=0.5, SOCd=0.3, SOCminlow=0.2, SOCmaxup=0.4, SOCmax=0.95, Pbattmin=−30 [kW],

Pbattmax=30 [kW], xf=0.3, Sf=5×1011, the weights for the charge depletion strategy wx1=6,

wy1=300, wd1=0.001, and we1=2500, and the weights for the all-electric charge depletion

followed by charge sustenance control strategy wx1=6, wy1=300, wd1=0.001, and we1=1200,

w1=92, w2=5× 104, w3=3.5× 105, and w4=0.001.

The nonlinear real-time optimal control problem is solved using the numerical computa-

tion method: the continuation and generalized minimum residual (C/GMRES) method [96].

The nonlinear real-time optimal control algorithm is realized by utilizing the C MEX S-

function builder in MATLAB/SIMULINK. First, the optimal battery power is calculated by

the high-level controller. Next, this optimal value is fed into the low-level controller where

the optimal torque and speed of the engine and M/Gs are determined. Finally, these actual

control input signals are applied to the PHEV energy management ECU simulator. The fuel

economy is calculated using the benchmark simulator which is based on the GT-SUITE high

�delity vehicle model.
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4.3.3 Simulation results

Fig. 4.3.1 shows the simulation results of the SDP approach. Fig. 4.3.2 shows the simu-

lation results of the nonlinear real-time optimal control CD approach. The columns of Fig.

4.3.2 from the top are the required vehicle speed by the driving cycle, the power of M/G1,

the power of M/G2, the power of the engine, and the battery SOC. The battery is depleted to

its minimum allowable charge by the end of the trip. Fig. 4.3.3 shows the simulation results

of the nonlinear real-time optimal control CDCS approach. At �rst, the vehicle is driven by

M/G2 until the battery charge is depleted to its minimum at 2300 [s] of the simulation using

the charge depleting mode, and then the control is switched to the charge sustaining mode.

During the charge depleting mode in the above two proposed approaches, the engine can be

turned on to work along its OOL if the driving power or torque requests exceed the capabil-

ities of the battery or the motors. The battery SOC constraint is satis�ed in the above two

proposed simulations. The torque, speed, and power of the engine and M/Gs are reason-

able according to the commercially available Toyota Prius HEV energy management ECU

in the above two proposed simulations. Overall, the nonlinear real-time optimal control CD

and nonlinear real-time optimal control CDCS approach use the M/Gs to drive the vehicle,

which helps to improve the fuel economy. The two SDP approaches use the battery energy

to drive the vehicle �rstly not considering the engine optimal operating points, which results

in worse fuel economy. The power-split pro�le of the nonlinear real-time optimal control CD

algorithm is roughly the same as the power-split pro�le of the nonlinear real-time optimal

control CDCS algorithm.

A signi�cant bene�t of the power-split architecture is the fact that it decouples the engine

crankshaft from the road, and allows the electric machines to move the engine speed where
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Figure 4.3.1: State-of-charge response for the blended and CDCS control strategies on two
FTP-72 cycles simulated back-to-back. The blended control strategy is the same as the
charge depletion control strategy is this work. Figure referred to [8]

fuel e�ciency is maximized [97]. This is identi�ed by the engine operating point distribution

in Fig. 4.4.1, Fig. 4.4.2, Fig. 4.4.3, and Fig. 4.4.4. As shown in Fig. 4.4.1, Fig. 4.4.2, Fig. 4.4.3,

and Fig. 4.4.4, the nonlinear real-time optimal control CD and nonlinear real-time optimal

control CDCS approach operate the engine at fairly low speed and high torque, which means

high engine e�ciency and low brake speci�c fuel consumption values. The nonlinear real-

time optimal control CD and nonlinear real-time optimal control CDCS approach force the

engine to work regularly, above and close to the engine OOL. In contrast, the two SDP

approaches operate the engine at fairly high speed and low torque, which means low engine

e�ciency and high brake speci�c fuel consumption values. By adapting the battery power

to the future road load, the nonlinear real-time optimal control CD and nonlinear real-time

optimal control CDCS approach develop the ability of the power-split architecture to shift

the engine operating points to the engine OOL. As for the two SDP approaches, although

they operate the engine at fairly low speed, the engine torque is also low, which means

lower engine e�ciency and higher brake speci�c fuel consumption values than those using
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Figure 4.3.2: Simulation results of the nonlinear real-time optimal control CD approach

the nonlinear real-time optimal control CD approach and nonlinear real-time optimal control

CDCS approach.

The detailed power-split characteristics of the nonlinear real-time optimal control CD ap-

proach, and the nonlinear real-time optimal control CDCS approach are shown in Fig. 4.4.5

and Fig. 4.4.6. The nonlinear real-time optimal control CD approach and the nonlinear real-

time optimal control CDCS approach assist the engine when signi�cant power is requested

from the road load, recuperates the free regenerative braking energy during the deceleration

period, and runs the HEV in the all-electric mode during the cruise period. All of the plug-in

hybrid electric vehicle operating modes [88] and [89]: idle stop, engine charge, engine start,

electric vehicle, motor assist and electric continuously variable transmission, and regener-

ative braking, can be realized using the proposed two nonlinear real-time optimal control

approaches. All of these lead to the improvement of the fuel e�ciency by making best use
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Figure 4.3.3: Simulation results of the nonlinear real-time optimal control CDCS approach

of the battery energy bu�er.

Table 4.3.1 presents the overall fuel economy comparison results. We can see that the

nonlinear real-time optimal control CD approach and the nonlinear real-time optimal con-

trol CDCS approach can improve fuel economy by 58.0% and 58.0% compared with the

CDCS-SDP approach. The fuel economy improvements using the CD-SDP approach is less

signi�cant compared with those using the nonlinear real-time optimal control CD approach

and the nonlinear real-time optimal control CDCS approach. The battery is depleted near to

its minimum using the nonlinear real-time optimal control CD approach and the nonlinear

real-time optimal control CDCS approach, which improves the fuel economy signi�cantly.

The nonlinear real-time optimal control CD approach and the nonlinear real-time optimal

control CDCS approach get the same fuel economy but di�erent �nal battery SOC. Since
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Table 4.3.1: Fuel economy comparison results
Method Initial Final Fuel economy

SOC SOC [km/l]
CD-Proposed 0.900 0.314 44.7(+58.0%)
CDCS-Proposed 0.900 0.287 44.7(+58.0%)
CD-SDP [8] 0.900 � 30.7(+8.48%)
CDCS-SDP [8] 0.900 � 28.3

there is energy dissipated by the mechanical brake and regenerated by the battery, the phe-

nomenon does not violate the law of conservation of energy. These results are promising

because the fuel economy is calculated by the GT-SUITE high �delity HEV model of a real

engine, which is the most accurate evaluation method in the computer simulation environ-

ment.

The proposed two real-time optimal control algorithms is fast for computation. The

computer simulation time is 2738 [s]. The computation time of the proposed two real-time

optimal algorithms is 1800 [s]. The simulation is run in a Matlab/Simulink environment using

a laptop with an Intel processor at 2.27 [GHz] processing speed and 2 [GB] of RAM. The

sampling interval is 20 [ms]. The computation time per sampling interval of the proposed two

real-time optimal algorithms is 13 [ms]. So it is concluded that the proposed two real-time

optimal algorithms have the potential for real-time vehicle control.

4.4 Discussion

The input signals that are the road pro�les are basically unknown in advance. Therefore,

new modeling and control techniques are required when the trip distance is unknown. The

traditional requirement of knowing the trip distance for plug-in hybrid electric vehicles is
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needless by operating the engine at the best e�ciency operating points of the engine using

the proposed nonlinear real-time optimal control algorithm.
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Figure 4.4.1: Engine operating points for the blended strategy on a brake speci�c fuel con-
sumption map, for two FTP-72 cycles simulated back-to-back. The blended control strategy
is the same as the charge depletion control strategy is this work. Figure referred to [8]

Figure 4.4.2: Engine operating points for the CDCS strategy on a brake speci�c fuel con-
sumption map, for two FTP-72 cycles simulated back-to-back. Figure referred to [8]
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Figure 4.4.3: Engine operating point distribution using the nonlinear real-time optimal con-
trol CD approach
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CHAPTER V

Conclusions

6.1 Conclusions

In this dissertation, fuel economy real-time optimal control of HEVs and PHEVs was pre-

sented. The objective was to propose a systematic methodology for modeling, formulating,

solving, and analyzing power management problems over �xed and un�xed driving cycles.

First, fuel economy improvements in the HEV are con�rmed by predicting daily commut-

ing driving cycle information using the proposed nonlinear real-time optimal control method.

The apparent relationship between the battery power and the future road load is addressed

in the cost function of the fuel economy optimal control problem with a simpli�ed HEV

energy management system model.

Second, fuel economy optimization of HEVs is proposed by predicting future road slopes

and tra�c information. The proposed method can optimize both the engine operating point

and the driving pro�le with slope and tra�c information.

Third, the proposed method is extended when the driving distance is unknown. The

87



fuel economy improvements for the PHEV are con�rmed with driving distance uncertainty

in reality using the proposed nonlinear real-time optimal control method. The proposed

controller can be constructed without the trip distance information which is required in the

conventional control method.

The main contribution is a systematic real-time optimal control approach for energy

management in HEVs and PHEVs by predicting future road loads. This systematic design

process is useful for signi�cant fuel economy improvements in the energy management control

unit application with minimal hardware cost. The conclusion is that the nonlinear real-time

optimal control approach is e�ective for the energy management problem of the HEV/PHEV

system.

6.2 Future work

There are some future directions that advance this work.

First, instead of a rule-based control algorithm, other optimal control algorithms (ap-

plied to the whole driving cycle) like dynamic programming or Pontryagin's minimum prin-

ciple can be considered as comparison controllers for the proposed algorithm. The engine

maximum torque constraint should be considered. The state variant constraints like the

motor/generator torque and the engine speed should also be considered. Using those global

optimization algorithms, the best fuel economy can be found in case of attainment of all

the future driving information. The fuel economy gap between the proposed optimal control

algorithm and the global optimization algorithms can be investigated.

Second, the prediction horizon length e�ects can be considered. Since the model in this

work is complex, there is computation failure when the prediction horizon is lengthened. To
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solve this problem, a sliding mode controller between the real-time optimal control algorithm

and the instantaneous optimization algorithms like equivalent consumption minimization

strategy may be considered.

Third, new predictive models like tra�c congestion and tra�c light information can be

incorporated in the nonlinear real-time optimal control algorithm. The proposed real-time

optimal control algorithm can be applied to energy management problems for eco-vehicles

based on more realistic driving conditions instead of speci�ed driving cycles.

Fourth, additional costs or states like emissions can be considered in the real-time optimal

control algorithm. Emission reduction is another important advantage of hybrid vehicles.

By adding emission constraints, better fuel economy may be obtained.

Fifth, the driver model can be incorporated in the nonlinear real-time optimal control

algorithm. Since driver comfort is important recently, taking no account of the driver may

hinder the application of the proposed algorithm.
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APPENDIX A

ENGINE FUEL CONSUMPTION MODEL

The proposed engine fuel consumption modeling method is a special method using both

Willan's line method [93] and the assumption of operating the engine along the engine

optimal operating line, and is introduced as follows. The HEV parameters are used from the

ADVISOR 2002 Toyota Prius HEV data [81].

In [93], the Willan's line model consists of an a�ne representation relating the available

energy, that is, the energy that is theoretically available for conversion, to the useful energy

that is actually present at the output of the energy converter. Formally

Wout = eWin −Wloss (6.0.1)

Where the parameter e represents the peak intrinsic energy conversion e�ciency of the

converter, and Wloss represents external (parasitic) losses. In fact, this model of energy con-

version e�ciency is nonlinear, in that the parameters e and Wloss are represented as explicit

functions of the output �ow variable (e.g., engine speed) and are also implicit functions of

the e�ort variable.

The modelling method given above is for general engines. However, in this work, the

electric CVT can realize idle stop, soWloss becomes zero. When it is assumed that the engine

operating points are maintained at the best e�ciency, the parameters e can be approximated
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Figure 6.0.1: The engine e�ciency map to the best engine operating points

as a constant. In this case, the fuel consumption rate corresponding to the optimal operating

line can be �tted using a linear function.

The engine optimal operating line can be plotted on the engine map as shown in Fig. 6.0.1.

The engine optimal operating points provide the highest e�ciency for a given power level.

The engine best e�ciency related to the engine power according to the engine characteristics

is shown in Fig. 6.0.2.

The fuel consumption rate is estimated as (see Fig. 6.0.3)

ṁf =
Peng

Cη
≈ cfPeng (6.0.2)

where C is the calori�c value of the gasoline, which is equal to 34.5× 106 [J/l], and η is the

engine e�ciency.

92



5 10 15 20 25 30 35 40

0.33

0.335

0.34

0.345

0.35

0.355

0.36

0.365

0.37

0.375

Engie power [kW]

E
f
f
i
c
i
e
n
c
y

Figure 6.0.2: The engine e�ciency curve to the best engine operating points

0 10 20 30 40

0

0.5

1

1.5

2

2.5

3

3.5

Engine power [kW]

F
u
e
l
 
r
a
t
e
 
[
m
l
/
s
]

 

 

Original data

linear fit

Figure 6.0.3: The engine fuel consumption rate to the best engine operating points

93



APPENDIX B

SOLUTION OF THE REAL-TIME OPTIMAL

CONTROL PROBLEM

A brief description of the solution of the real-time optimal control problem is provided

as follows.

To implement the real-time optimal control algorithm, the horizon T is divided into N

steps, and the optimal control problem is discretized. The general discretized optimal control

problem is formulated as

min
u

J =
N−1∑
i=0

L(xi(τ |t), ui(τ |t))∆τ(t)

subject to

xi+1(τ |t) = xi(τ |t) + f(xi(τ |t), ui(τ |t))∆τ(t)

G(xi(τ |t), ui(τ |t)) ≤ 0 (6.1.3)

where u is the control input, x is the state, L is the cost function. f(x, u) is the state

equation. G(x, u) is the inequality constraint.

The inequality constraint in the optimal control problem is converted to an equality

constraint by introducing a dummy input ud for computation simplicity as follows:

C(x(t), u(t)) = u2(t) + u2d(t)− u2max = 0 (6.1.4)
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where umax denotes the upper bound of the control input.

To solve this optimal control problem with the calculus of variation method [94], the

Hamiltonian function is de�ned by

H(x, u, λ, ψ) = L(x, u) + λTf(x, u) + ψTC(x, u) (6.1.5)

where λ denotes the co-state, and ψ denotes the Lagrange multiplier associated with the

equality constraint.

The �rst-order necessary conditions for the optimal control input u, the multiplier ψ, and

the co-state λ are obtained using the calculus of variation as

xi+1(t) = xi(t) + f(xi(t), ui(t))∆τ(t) x0(t) = x(t)

λi(t) = λi+1(t) +Hx(xi(t), ui(t), λi+1(t), ψi(t))∆τ(t) λN(t) = 0

Hu(xi(t), ui(t), λi+1(t), ψi(t)) = 0

C(x(t), u(t)) = 0 (6.1.6)

where x0 is the initial state.

To solve this optimal control problem, the continuation and GMRES (C/GMRES) method

is employed for computation cost reduction. The necessary conditions of optimality for the
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constrained control input can be expressed as the following equation

F (U(τ |t), x(τ |t), t)

:=



Hu(u0(τ |t), x0(τ |t), λ1(τ |t), ψ0(τ |t))

C(u0(τ |t), x0(τ |t))
...

Hu(uN−1(τ |t), xN−1(τ |t), λN(τ |t), ψN−1(τ |t))

C(uN−1(τ |t), xN−1(τ |t))


= 0 (6.1.7)

U(t) := [uT0 (τ |t), ψT
0 (τ |t), · · · , uTN−1(τ |t), ψT

N−1(τ |t)]T . (6.1.8)

F (U(t), x(t), t) = 0 is identical to

F (U(0), x(0), 0) := 0

Ḟ (U, x, t) = −AsF (U(t), x(t), t) (6.1.9)

where As is a stable matrix introduced to stabilize F = 0. If FU is nonsigular, a di�erential

equation for U(t) can be obtained as

U̇ = −F−1
U (AsF − Fxẋ− Ft) (6.1.10)

The above di�erential equation can be solved by the GMRES method. The presented ap-

proach is also a kind of continuation method. The solution curve U(t) is traced by integrating

the above di�erential equation. Because there is no need to calculate the Jacobians and the

linear equation iteratively, C/GMRES method assures the real time optimal control abil-

ity because of small computational cost. The detailed description of the solution for the
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real-time optimal control algorithm can be found in [96].
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