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ABSTRACT 
The penetration of renewable energy in power system significantly increases. 

However it causes some issues on power systems such as frequency deviation due to 
unstable power outputs of renewable energy generation units, and rotor angle 
instability (low frequency oscillation) caused by decrease in the total inertia constant of 
conventional generating plants when the electric grid receives a large amount of power 
from the renewable energy generation units. This thesis proposes control system design 
by considering robustness and adaptivity to overcome the problem. In this method, the 
existing controllers, most of which are PID or lead-lag controllers, are optimized, so 
that they can exhibit better performance and that if this alone cannot attain desirable 
performance, new devices will be installed. The proposed control design will be 
applied to solve frequency deviation in isolated power systems, and rotor angle 
stability in interconnected power systems with high renewable energy penetration.  In 
isolated power systems, robust control design is enough to handle frequency deviation. 
However, in interconnected power system, when the variations of total inertia constants 
are large, giving robustness to the controllers is not enough. The controllers adaptive to 
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the changes in operating conditions due to the high penetration of renewable energy 
(RE) sources are needed. In the proposed adaptive control, the controller parameters 
are changed depending on the situations. Here a system identification technique and the 
robust controller design method are combined into an indirect adaptive controller 
design. The identified model is used to monitor discrepancy between the actual power 
system output and the expected output (model output). When a large discrepancy is 
detected, a new set of controller parameters is determined to adapt to the new situation. 
The simulation studies have been done to evaluate the effectiveness of proposed 
control design. The results show the proposed adaptive control scheme is able to 
stabilize power system under the changeable operation conditions and system 
uncertainties due to high penetration of renewable energy sources. 
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CHAPTER 1 
INTRODUCTION 

 

1.1 Background of Smart Grid Power Systems 

The conventional structure of electrical power systems consist of large generating 
stations, transmission, distribution, and utilization of electrical energy [1]. These 
conventional large electric power systems have existed for more than 50 years, have 
been improved over the years and offered a number of advantages. However, over the 
last few years, the operations of power system are more challenging in security, 
reliability, efficiency and quality of the electric power supply due to economic, 
political, environmental, and social constraints. To answer the challenges in power 
system, transforming from the conventional structure of power systems to smart grid 
power systems has been started. The objective of transforming the current power 
grids into smart grids is to provide high quality electric power to customers in an 
environmentally friendly and sustainable way. This objective will be achieved 
through the application of combination of existing and emerging technologies for 
energy efficiency, renewable energy integration, demand response, monitoring and 
control, flexible ac transmission systems (FACTS), and so on [2].  
The key differences between existing grids and smart grids are illustrated in Fig. 1.1 
and 1.2.  It can be observed that there is a fundamental shift in the design and 
operational paradigm of the grid: from central to distributed resources, from 
predictable power flow directions to unpredictable directions, from passive grid to an 
active grid. The smart grid should be accessible to distributed renewable energy 
generations (DREGs), comply with different forms of generation, enable local energy 
demand management through smart metering systems and facilitate dynamic control 
techniques [3]. In this context, the grid will be more dynamic in its configuration and 
its operational condition, which will present many opportunities not only for 
optimization but also many new technical challenges. 
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Figure 1.1 Conventional Electric Grid (illustration) 

(Source: www.kennisinbeeld.nl) 

 
Figure 1.2 Concept of Smart Grid (illustration) 

(Source: www.kennisinbeeld.nl) 

1.1.1 Renewable Energy Integration 
Extensive use of renewable energy for electrical power generation is expected to 
mitigate the environment and resources problems. Due to the variable nature of most 
renewable energy sources, either over seasons or within minutes, cost-effective 
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integration into electricity supply has proven to be challenging. It will require many 
fundamental changes in the ways that electric power systems are planned and 
operated to maintain reliability and quality of energy service. The operation 
challenges related to stability issues due to high DREGs penetration into electricity 
grid are listed as follows, 

1. Voltage instability 
Voltage problems typically occur in power systems which are heavily loaded 
faulted and/or have reactive power shortages [4]. Among the various factors 
which affect voltage stability issues, there is a special correlation between 
voltage instability problems and insufficient reactive power reserves [5]. Voltage 
collapse is related to reactive power demands of loads not being met because of 
limitations on the available reactive power reserves and transmission of reactive 
power [6]. It has been proved that inadequate reactive power compensation 
during stressed operating condition can lead to voltage instability. In the case of 
DREGs penetration, the voltage instability is caused by excess power output 
from individual renewable energy generation in the feeder.  
2. Power excess 
A large amount of unstable power output of DREGs at short periods may cause 
power excess in power systems. The condition occurs when output from photo 
voltaic panels is on peak power at day time and/or all wind generations receive 
the optimal wind speed. This power excess is likely to raise the other instability.  
3. Frequency deviation   
The frequency in power systems represents the balance between generated power 
and demand. In normal operation, small load variations occur spontaneously. In 
addition, more severe power imbalances might occur from power plant outages 
or line tripping and result in larger frequency deviations. Moreover, large 
intermittency of DREGs on electricity grid makes frequency control more 
difficult. In order to avoid these large deviations and secure a stable electrical 
grid, a frequency control mechanism must be implemented in power systems. 
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4. Rotor angle instability (low frequency oscillation) 
Disturbances in an interconnected power system lead to low frequency 
oscillation in the grid. In the period immediately following a disturbance, the 
frequency deviation is primarily characterized by the amount of inertia in the 
system. This initial reaction of the power system to a disturbance is called 
inertial response of the system. It can be described as a stabilizing effect in 
response to a change from the equilibrium condition in the power system. Such 
an inertial response has long been treated as given in power systems due to the 
prevalence of synchronous generators. But with the increasing penetration of 
DREGs, often connected to the grid through power electronic devices, the 
overall inertial response of the system is decreasing [7] ‐ [12].  

Among the issues above, this thesis addresses (a) frequency deviation due to unstable 
power outputs of renewable energy generation units, and (b) rotor angle instability 
(low frequency oscillation) caused by decrease in the total inertia constant of 
conventional generating plants when the electric grid receives a large amount of 
power from the renewable energy generation units. In order to overcome the 
problems, the implementation of smart technologies and control mechanism are 
highly needed. 

1.1.2 Smart Grid Technologies 

Smart grid technologies and renewable energy technologies are important issues in 
regard to the global climate change problem and energy security for this century. 
Integrating DREGs to power systems causes several technical issues, such as power 
system stability and power quality. However, with the presence of smart grid 
technologies such as information and communication system, control system, energy 
storage and FACTS devices etc., there are high possibilities that these issues can be 
solved and minimized. The key smart grid technologies are described as follows: 
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 Information and communication systems 
Advanced communications are essential for enabling smart grid applications 
such as grid visualization, real-time load monitoring, automated demand 
response, advanced protection, asset monitoring, smart metering, and 
consumer load control. 
As one of the enabling technologies, a fast, reliable and secure 
communication network plays a vital role in the power system management. 
The network is required to connect the magnitude of electric devices in 
distributed locations and exchange their status information and control 
instructions. The system-wide intelligence is feasible only if the information 
exchange among the various functional units is expedient, reliable and 
trustable. The current communication capabilities of the existing power 
systems are limited to small-scale local regions that implement basic 
functionalities for system monitoring and control, such as power-line 
communications [13–16] and the Supervisory control and data acquisition 
(SCADA) systems [17–20], which do not yet meet the demanding 
communication requirements for the automated and intelligent management 
in the next-generation electric power systems. The future power systems 
comprise of a diversity of electric generators and power consumers that are 
located distributive over vast areas and connected all together into the same 
management network. Real-time bidirectional communications are the 
foundations to support the comprehensive power system management tasks 
which, in certain cases, require time-sensitive and data-intensive information 
exchange. 
When we develop the smart grid, it is critical to take advantage of the 
advancements in networking technologies to enable the automated and 
intelligent system management. Although the currently available networking 
technologies have greatly satisfied our personal communication needs, 
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applying them to power systems and addressing the specific requirements for 
power communications are challenging by all means. 

 Energy storage (ES) 
Primarily, ES units are aimed to store energy during the off-peak load period 
and release it in the peak load period. However, energy storages also are able 
to supply both active and reactive powers simultaneously and quickly, to 
compensate the fluctuation of DREGs, and to damp the inter-area low-
frequency oscillation [21-26]. The applications of the ES also include load 
regulation, transmission stabilization, uninterruptible power supply, power 
compensation, voltage control and improving customer power quality, etc. 
[27-29]. Moreover, the ES also has been successfully applied to solve many 
problems in power systems such as an improvement of power system 
dynamics [30,31], a frequency control in interconnected power systems 
[32,33], an improvement of power quality [34], a stabilization of sub-
synchronous oscillation in the turbine-generator [35], a load leveling [36] etc.  

 FACTS devices. 
Recent development of power electronics introduces the use of flexible ac 
transmission system (FACTS) controllers in power systems. FACTS 
controllers are capable of controlling the network condition in a very fast 
manner and this feature of FACTS can be exploited to improve the voltage 
stability, and steady state and transient stabilities of a complex power system 
[37]-[42]. This allows increased utilization of existing network closer to its 
thermal loading capacity, and thus avoiding the need to construct new 
transmission lines.  
Static VAR Compensator (SVC) is a first generation FACTS device that can 
control voltage at the required bus thereby improving the voltage profile of 
the system. The primary task of an SVC is to maintain the voltage at a 
particular bus by means of reactive power compensation [43]. SVCs have 
been used for high performance steady state and transient voltage control 
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compared with classical shunt compensation. SVCs are also used to dampen 
power swings, improve transient stability, and reduce system losses by 
optimized reactive power control [44]-[45].  
Thyristor Controlled Series Capacitor (TCSC) is one of the important 
members of FACTS family that is increasingly applied with long transmission 
lines by the utilities in modern power systems. It can have various roles in the 
operation and control of power systems, such as scheduling power flow; 
decreasing unsymmetrical components; reducing net loss; providing voltage 
support; limiting short-circuit currents; mitigating sub synchronous resonance 
(SSR); damping the power oscillation; and enhancing transient stability [46]-
[48].  
A Static Synchronous Series Compensator (SSSC) is a member of FACTS 
family which is connected in series with a power system. It consists of a solid 
state voltage source converter which generates a controllable alternating 
current voltage at fundamental frequency. When the injected voltage is kept 
in quadrature with the line current, it can emulate as inductive or capacitive 
reactance so as to influence the power flow through the transmission line [49]. 
While the primary purpose of a SSSC is to control power flow in steady state, 
it can also improve transient stability of a power system. 
Among the available FACTS devices, the Unified Power Flow Controller 
(UPFC) is the most versatile one that can be used to improve steady state 
stability, dynamic stability and transient stability [50]. The UPFC can 
independently control many parameters since it is the combination of Static 
Synchronous Compensator (STATCOM) and SSSC [51-53].  

 Control System 
High DREGs penetration into power network delivers a number of technical 
issues in power system. To overcome the technical issues effectively, control 
is one of the key enabling technologies for the deployment of renewable 
energy systems. Moreover, information technology, energy storage and 
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FACTS devices require effective use of advanced control techniques. In 
addition, smart grids cannot be achieved without extensive use of control 
technologies at all levels. 

1.1.3 Control System in Power System 

In this thesis, the author focuses on control system. The reasons are twofold: control 
plays a very significant role in power system operations; and many of power system 
components are already equipped with controllers whose improvement can be 
performed with a smaller cost comparing to installing new apparatuses. 
Several approaches based on modern control theories have been successfully applied 
to design controllers in power systems [54-57]. In [54], the application of optimal 
state-feedback control has been presented, while an eigenvalue shifting technique for 
determining the weighing matrix in the performance index has been proposed [55]. In 
[56], a sequential eigenvalue assignment algorithm for selecting the parameters of 
controllers in multi-output/multi-input systems has been presented. In sequential 
tuning, the controller parameters are computed using repeated application of single-
input/single-output (SISO) analysis. In [57], the eigenvalue assignment has been 
proposed to design the optimal controller. Besides, the new optimal linear quadratic 
regulator (LQR) based design has been presented [58]. It is superior to previously 
reported LQR approaches. However, since these techniques [54-58] do not take the 
presence of system uncertainties such as system nonlinear characteristics, variations 
of system configuration due to unpredictable disturbances, loading conditions etc. 
into consideration in the system modeling, the robustness of these controllers against 
uncertainties cannot be guaranteed. 
To overcome these problems, controller designs based on self tuning control [59-61], 
fuzzy-logic systems [62, 63], artificial neural networks (ANN) [64-66] have been 
presented. Moreover, H control has been applied to design of robust controllers [67, 
68]. In these works, the designed H controller via mixed sensitivity approach has 
confirmed the significant performance and high robustness. In this approach, 
however, due to the trade-off relation between sensitivity function and 
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complementary sensitivity function, the weighting functions in H  control design 
cannot be selected easily. Moreover, the order of H controller depends on that of 
the plant which is different from the conventional lead/lag controller. Despite the 
significant potential of control techniques mentioned above, power system utilities 
still prefer the conventional controller structure, PID or lead-lag controllers. This is 
due to the ease of implementation, the long-term reliability, etc.  

On the other hand, much research on existing/conventional controller structure design 
has paid attentions to tuning of controller parameters. The parameters of controllers 
are optimized under various operating conditions by heuristic methods such as tabu 
search [69], genetic algorithm [70], and simulated annealing [71] etc. Using these 
approaches, the controller parameters are obtained so that all of the dominant mode 
eigenvalues may be placed at the prescribed locations in the s-plane. In these designs, 
however, the uncertainty model is not embedded in the mathematical model of the 
power system. Furthermore, the robust stability against system uncertainties is not 
taken into consideration in the optimization process. Therefore, the robust stability 
margin of the system in these works may not be guaranteed in the face of several 
uncertainties. 

To tackle the problem, a technique that enhances the robustness of 
existing/conventional controllers is necessary. The principle underlying the research 
described in the thesis is that we optimize the existing controllers, most of which are 
PID or lead-lag controllers, so that they can exhibit better performance and that if this 
alone cannot attain desirable performance, new devices will be installed. In other 
words, we do not throw away the existing controllers to replace them with new but 
expensive ones which the field operators may not be familiar with but enhance their 
performance. 
The author first proposes a technique that enhances robustness of the conventional 
type (PID or lead-lag) controllers in power systems. The control performance is 
guaranteed by specifying the poles of the closed-loop systems within a desirable 
region, while the robustness index is optimized. This constrained optimization 
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problem cannot be solved analytically. Thus a meta-heuristic optimization technique 
(genetic algorithm) is employed. This technique is applied to both of frequency 
deviation problem and the rotor angle instability problem. The results show the 
controller can guarantee performance and robustness of its control. 
Then a technique is proposed that gives adaptivity as well as robustness to the 
conventional type of controllers. In adaptive control, the controller parameters are 
changed depending on the situations. However, it is not desirable that the parameters 
are changed too frequently. It is preferable that the parameter alteration is done at the 
right moment. This demand for a method that can detect when to change the 
parameters and a method that determines how they should be changed. Here a system 
identification technique and the robust controller design method described above are 
combined into an in-direct adaptive controller design. The identified model is used to 
monitor discrepancy between the actual power system output and the expected output 
(model output). When a large discrepancy is detected, a new set of controller 
parameters is determined to adapt to the new situation. The effectively of the 
proposed control design is evaluated by simulation studies in both isolated and 
interconnected smart grid power systems. 

1.2 Research Methodologies and Techniques. 

This research aims to find out the performance of smart grid power systems, 
especially to examine power system stability when large DREGs are coupled to the 
grids. The research was done by designing power system configuration of both 
isolated and interconnected smart grid power systems with renewable energy 
generation and simulated using Simulink/Matlab and ObjectStab/Dymola Software. 
The details of proposed methods and techniques to investigate the impact of high 
renewable energy penetration on smart grids power system are as follows:  

1. Study of high renewable energy penetration impact on power system 
network: This part of the study was intended to collect information and 
review the impact of high renewable energy penetration on power system 
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networks, such as in terms of an isolated smart grid and an interconnected 
smart grid power system.  

2. Developing the configuration of isolated smart grid power system and 
interconnected power system with high renewable penetration: Isolated 
and interconnected smart grid power system configuration was developed 
through the use of control devices. The system simulation work allows 
measurement of the frequency and primary grid parameters and analysis of 
the system‘s behavior at particular points in normal and extreme conditions, 
especially when small and large output power of DREGs are connected to the 
smart grid power system.  

3. Designing the controller by considering robustness and adaptivity: First, 
this part proposes a technique that enhances robustness of the conventional 
type (PID or lead-lag) controllers in power systems. Then a technique is 
proposed that gives adaptivity as well as robustness to the conventional type 
of controllers.  

4. Performance analysis: The final system configuration was performed to 
obtain results. The simulation results were validated by several case studies 
on both isolated and interconnected smart grid power systems through the 
following scenarios:  
 Parameter system variations analysis, which is used to investigate the 

potential impact of renewable energy generation penetrations on 
network performance, particularly to check the frequency deviation 
and rotor angle pattern. Moreover, it is used to evaluate the robustness 
of controller, especially to identify and determine whether the 
development of adaptive control design is necessary or not.  

 Smart grid power system stability analysis to check whether the 
system remains stable or not after sudden changes in large power 
output of renewable energy and load. The system stability analysis 
also has been done by examining sudden faults in the system.  
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1.3 Summary of Contribution/Originality of The Thesis 

This research will contribute to the knowledge in renewable energy penetration on 
both distributed generation and interconnected smart grid power system areas, as it 
addresses major concerns in smart grid stability.  
The summary of contributions and originalities of this research are mentioned below:  

1. Designing existing structure (PID or Lead/lag) of controller by considering 
robustness and adaptivity.  The existing structure of controller is easy to be 
implemented in utility and costless. In adaptive control, the controller 
parameters are changed depending on the situations. By considering the 
robustness, it is not desirable that the parameters are changed too frequently. 
It is preferable that the parameter alteration is done at the right moment.  

2. The identified model is equipped with virtual controller. The advantage of the 
feature is the parameters tuning of the controller can be done without 
disturbing the real controller. The virtual controller is modeled by 
mathematical model for more flexibility and low cost.  

3. The proposed control design method is able to store several good models and 
corresponding controller parameter sets in memory, and re-uses them in the 
similar situations without model identification and controllers parameters re-
tuning, then we have "Model and Controller Bank". 

4. The each control device is able to identify and tune controller parameters 
independently. As a result, no communication system is necessary and cost of 
investment can be reduced.  

5. Further, this research will contribute to knowledge since smart grids have 
become a leading concern in the field of power systems, in particular with its 
development in industry.  
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1.4 Outline of The Thesis 

This section presents an outline of the thesis. 

Chapter 1 - A brief description of smart grid power systems is provided and 
challenges of smart grid application on power systems are discussed. The challenge 
of smart grids on control scheme is specially highlighted. Furthermore, robustness 
and adaptivity of control system design due to renewable energy penetration on smart 
grid power systems to improve performance in power system stability are introduced.   

 Chapter 2 - The general theories of conventional robust control design are 
presented. The classification of system uncertainties modeling is provided. Then the 
conventional control system design considering system uncertainties to guarantee 
robustness of controller are given. The example of application of conventional 
control design on a single machine infinite bus power system is presented.  

Chapter 3 - This chapter introduces conventional adaptive control designs. First, 
direct adaptive control design, especially MIT rule, to adjust parameters of controller 
is explained. The example of MIT rule direct adaptive control design in simple plant 
is presented. Then, this chapter presents indirect adaptive control systems using 
iterative identification and control design method, and multi model adaptive control 
scheme. The several methods for identification and control system design are briefly 
explained.  

Chapter 4 - This chapter shows the proposed robust control design and adaptive 
control scheme. The proposed robust control design using conventional control 
structure is described. Furthermore, the example of application of the proposed robust 
control design to a single machine infinite bus power system is presented to shows 
comparison results of both the proposed robust control and the conventional robust 
control. The weakness of robust control design due to high renewable energy 
penetration in power system is discussed. Next, the proposed indirect adaptive robust 
control design is described.   
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Chapter 5 - This chapter presents the robustness and adaptivity enhanced 
controller design in isolated smart grid power systems. The details of power system 
model, pitch controller model and principal operation of energy storage are given. To 
check the performance and robustness of proposed energy storage controller in 
comparison with that of conventional energy storage controller, eigenvalues analysis 
and non linear simulation using Simulink/Matlab are applied.  

Chapter 6 - This chapter concentrates on the application of proposed method to 
design of adaptive robust power system stabilizer (PSS) in two areas four machines 
power system. First, system modeling such as generator model, exciter model, and 
power system equipped with PSS is described. Then non-linear simulation studies 
using ObjectStab are applied to evaluate damping performance and robustness of the 
proposed PSS in comparison with those of PSSs designed without considering 
robustness and adaptivity against several system uncertainties. 

Chapter 7 - General conclusion and recommendations for further research are 
given. 
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CHAPTER 2 
CONVENTIONAL ROBUST CONTROL DESIGN 

 
We know that a primary objective of a control is to make the output of a dynamic 
process behave in a certain manner. The design procedure of a control system usually 
involves a mathematical model of dynamic process, the plant model or nominal 
model. Consequently, many aspects of the real plant behavior cannot be captured in 
an accurate way with the plant model leading to uncertainties. Usually, high 
performance specifications are given in terms of the plant model. For this reason, 
model uncertainties characterization should be incorporated to the design procedure 
in order to provide a reliable control system capable to deal with the real process and 
to ensure the fulfillment of the performance requirements. The term robustness is 
used to denote the ability of a control system to cope with the uncertain scenario.  
With robust control, we want to develop a controller which can deal with predefined 
process uncertainties in an explicit manner. That is, we can still guarantee certain 
performance objectives, regardless of these uncertainties. In this chapter, we 
introduce the robustness of control design method. 

2.1 Feedback Configuration 

 
Figure 2.1 Feedback control configuration. 

Figure 2.1 shows the basic feedback control configuration [1]. Based on the figure, 
we can derive the following: 
 SdrTy  )(  ,        (2.1) 

 TdrSyre 


)( ,      (2.2) 
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 )( drRu   ,       (2.3) 
where 
 1)(  GKIGKT ,       (2.4) 
 1)(  GKIS ,       (2.5) 
 1)(  GKIGR .       (2.6) 
Here T, S and R are the complementary sensitivity, the sensitivity, and the control 
sensitivity functions, respectively. By minimizing sensitivity function (S), the good 
disturbance error reduction will be achieved. To get a good measurement error 
reduction, the complementary sensitivity functions should be small, and for the 
"disturbances" r-d and the noise  to affect the control input u to the least extent, R 
should be small. As a result, we have to minimize S, T and R to get good performance.  

2.2 System uncertainties 

The uncertainty can be classified into two categories: disturbances signals and 
dynamic perturbations [2]. The disturbances signal includes input and output 
disturbance, sensor noise and actuator noise, etc. The dynamic perturbation 
uncertainty represents the discrepancy between the mathematic model and the actual 
dynamics of the system in operation. It is well known that a mathematical model of 
any system is always just an approximation of the true system. Modeling errors may 
adversely affect the stability and performance of a control system. Here we will 
discuss how to model the dynamic perturbations uncertainty in the control design. 
The uncertainty of dynamic perturbations can be represented into single perturbation 
block ∆. This uncertainty representation is referred to as "unstructured" uncertainty. 
The unstructured dynamic uncertainty in a control system can be described in many 
ways as follows, 
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 Additive perturbation 

 
Figure 2.2 Additive perturbation configuration. 

Figure 2.2 shows the configuration of additive perturbation. Therefore, the 
perturbed system dynamics can be written as follows: 
   )()()( 0 ssGsGP  .    (2.6) 
where Gp(s) is the actual perturbed system dynamic, G0(s) is a nominal model, 
and ∆(s) is unstructured uncertainty.  

 Inverse additive perturbation 

 
Figure 2.3 Inverse additive perturbation configuration. 

The following equation is perturbed system of inverse additive perturbation 
configuration in Fig. 2.3, 
   )())(())(( 1

0
1 ssGsGP   .    (2.7) 

 Input multiplicative perturbation 

 
Figure 2.4 Input multiplicative perturbation configuration. 



 25 

The perturbed system of input multiplicative perturbation configuration in Fig. 
2.4 can be derived as 
    )()()( 0 sIsGsGP  .    (2.8) 

 Output multiplicative perturbation 

 
Figure 2.5 Output multiplicative perturbation configuration. 

Figure 2.5 depicts output multiplicative perturbation configuration, the 
following equation is the perturbed system dynamics of the configurations, 
     )()()( 0 sGsIsGP  .    (2.9) 

 Inverse input multiplicative perturbation 

 
Figure 2.6 Inverse input multiplicative perturbation configuration. 

The perturbed system of inverse input multiplicative perturbation 
configuration in Fig. 2.6 can be derived as 
     1

0
1 ))(()())((   sGsIsGP .   (2.10) 

 Inverse Output multiplicative perturbation 

 
Figure 2.7 Inverse output multiplicative perturbation configuration. 
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The perturbed system of inverse output multiplicative perturbation 
configuration in Fig. 2.7 can be calculated as follows: 
    )())(())(( 1

0
1 sIsGsGP   .   (2.11) 

 Left coprime factor perturbations 

 
Figure 2.8 Left coprime factor perturbation configuration. 

Figure 2.8 shows the configuration of left coprime factor perturbation. 
Therefore, the perturbed system dynamics can be written as follows: 
   )~()~()( ~

1
~ NMP NMsG   .   (2.12) 

where )~,~( NM  is left coprime factorization of the nominal system model 
G0(s); and   ),( ~~ NM  is the perturbation on the corresponding factors. 

 Right coprime factor perturbations 

 
Figure 2.9 Right coprime factor perturbation configuration. 

Figure 2.9 describes the configuration of right coprime factor perturbation, 
and the perturbed system dynamic can be derived as follows: 
   1))(()(  MNP MNsG .   (2.13) 
where  ),( NM is right coprime factorization of the nominal system model 
G0(s); and   ),( NM  is the perturbations on the corresponding factors. 
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2.3 Robust Control Design 

Robustness of controller can be achieved by considering system uncertainties, and 
the system with unstructured uncertainty has been discussed in section 2.2. This 
section introduces robust control design; it means how to find a controller by 
considering system uncertainties into account, for a given system, such that the 
closed loop system is robust. But, in this thesis, we only focus on the H∞ 
optimization approach to design robust control for each model of system uncertainty. 
To design robust control using the H∞ optimization approach, the small gain theorem 
is an important role in the derivation of many stabilization tests.  
Let us consider a closed loop feedback control with each system uncertainties in the 
previous section.  
1. Closed loop feedback control with additive perturbation. 

 
Figure 2.10 Configuration of closed loop feedback control with additive perturbation. 

Controller K is robustly stable if the controller remains stable for nominal plant G 
and perturbation ∆.  In the case of additive perturbation as shown in Fig. 2.10, the 
transfer function from signal v  to u  is 1)(  GKIKTuv . Based on small gain 
theorem, for stable ∆(s), the closed loop system is robustly if K stabilizes the nominal 
plant G and the following holds 
   1)( 1 



GKIK .      (2.14) 
 then 
  1)( 1 



GKIK .      (2.15) 
We can derive the equation (15) as 
  









1)( 1GKIK .      (2.16) 



 28 

The robust controller K(s) can be achieved in the largest possible set of perturbations 
∆(s), in the sense of ∞-norm by the following minimization problem, 
  



 1)(min GKIK
ngKstabilizi

.      (2.17) 

2.  Closed loop feedback control with inverse additive perturbation. 

 
Figure 2.11 Configuration of feedback control with inverse additive perturbation. 

Fig. 2.11 shows the feedback control with inverse additive perturbation. Transfer 
function from signal v  to u  is 1)(  GKIGTuv . Therefore, the closed loop 
system is robustly if K(s) stabilizes the nominal plant G(s) and the following holds 
  









1)( 1GKIG .      (2.18) 

The robust controller K(s) can be achieved in the largest possible set of perturbations 
∆(s) by the following minimization problem: 
  



 1)(min GKIG
ngKstabilizi

.      (2.19) 

 
3.  Closed loop feedback control with input multiplicative perturbation. 

 
Figure 2.12 The configuration of feedback control with input multiplicative 

perturbation. 
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Same as the previous calculation, the robustness of controller in the case of feedback 
control with input multiplicative perturbation in Fig. 2.12 can be achieved by the 
following minimization problem: 
  









1)( 1GKIKG ,     (2.20) 

then 
  



 1)(min GKIKG
ngKstabilizi

.      (2.21) 

4.  Closed loop feedback control with output multiplicative perturbation. 

 
Figure 2.13 The configuration of feedback control with output multiplicative 

perturbation. 
We can get a robust control of output multiplicative perturbation in Fig. 2.13 by the 
minimization problem as follows: 
  









1)( 1GKIGK ,     (2.22) 

and 
  



 1)(min GKIGK
ngKstabilizi

.      (2.23) 

5.  Closed loop feedback control with inverse input multiplicative perturbation. 

 
Figure 2.14 Configuration of feedback control with inverse input multiplicative 

perturbation. 
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In the case of additive perturbation as shown in Fig. 2.14, the robust controller K(s) 
can be achieved in the largest possible set of perturbations ∆(s), in the sense of       
∞-norm by the following minimization problem: 
  









1)( 1KGI ,      (2.24) 

then 
  



 1)(min KGI
ngKstabilizi

.      (2.25) 

6.  Closed loop feedback control with inverse output multiplicative perturbation. 

 
Figure 2.15 Configuration of feedback control with inverse output multiplicative 

perturbation. 

Fig. 2.15 shows the feedback control with inverse output multiplicative perturbation. 
The closed loop system is robust if K(s) stabilizes the nominal plant G(s) and the 
following holds 
  









1)( 1GKI .      (2.26) 

Then the minimization problem can be constructed by the following equation, 
  



 1)(min GKI
ngKstabilizi

.      (2.27) 

2.4 Conventional Robust Control Design Application to Power System 

 This section presents a conventional robust control design of power system stabilizer 
(PSS) for enhancement of power system dynamic stability. The normalized coprime 
factorization is used to represent unstructured uncertainties in the system such as 
variations of system parameters, system generating and loading conditions etc. The 
H∞ loop shaping technique is applied to design robust PSS controllers.  
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2.4.1 System Modeling 

 
Figure 2.16 Single machine infinite bus (SMIB) system. 

A single machine infinite bus (SMIB) system as shown in Fig. 2.16 is used in this 
study. The automatic voltage regulator (AVR), an excitation system, and the PSS are 
installed in the Generator G1. A detailed linearized model for an exciter, power 
system stabilizer, and overall power system model are explained below. 

2.4.1.1 SMIB System 

Figure 2.17 depicts a linearized power system model in Fig. 2.16. It is represented by 
the Heffron-Phillips model [3]. This system is modelled by a forth-order model with 
the small deviation of the power angle  , the rotor speed  , the internal voltage 
of generator '

qe  and the field voltage fdE , as the state variables. The initial 
condition used as the design condition of the proposed PSS is eP  = 0.8 p.u., ex = 0.2 
p.u. from [4]. 

 
Figure 2.17 Linearized model of SMIB system. 
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2.4.1.2  Exciter 

The linearized excitation system model that is used in this study is shown in figure 
2.18 below, 

 

Figure 2.18 Exciter model 

The exciter is modeled by the first-order transfer function with gain KA = 50, and 
time constant TA =0.05 s. 

2.4.1.3 Power System Stabilizer (PSS) 

The block diagram of PSS is shown in Fig. 2.19. In this study, the PSS is modeled by 
two block diagram. The first block is wash out with time constant TW = 2 s, the 
second block is controller which is represented by H∞ controller.  

 
Figure 2.19 PSS model with H∞ controller. 

Here   is angular velocity deviation as input signal of PSS and PSSu  is the control 
output signal of the PSS controller.  

2.4.1.4 State Space Equation 

The state equation of the overall power system model in Fig. 2.17 can be expressed 
as 

pssX A X B u     ,     (2.28) 

pssuDXCY  ,     (2.29) 
 )(sKupss ,     (2.30) 
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Here   is angular velocity deviation as input signal of PSS and PSSu  is the control 
output signal of the PSS controller.  

2.4.1.4 State Space Equation 

The state equation of the overall power system model in Fig. 2.17 can be expressed 
as 

pssX A X B u    X A X B u    X A X B u ,     (2.28) 
pssuDXCY  ,     (2.29) 

 )(sKupss ,     (2.30) 
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where the state vector  Tfdq EeX  ' , the output vector  Y    , pssu is 
the control output signal of the PSS ( )(sK ), which uses only the angular velocity 
deviation (  ) as a feedback input signal. Note that the system (28) is a single-
input single-output (SISO) system. The proposed method is applied to design a robust 
PSS. 

The state equation of system in Fig. 2.17 can be expressed as 
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  PSSsKu )( .                                  (2.33) 

Here, the H∞ loop shaping approach is applied to design a robust PSS in (2.31) that is 
referred to as the nominal plant G. 
2.4.2 Robust PSS Design 
The robust PSS is designed based on H∞ loop shaping control [5, 6]. The design 
procedure is divided into 3 steps as follows. 

Step 1 Loop shaping 

As shown in Fig. 2.20, a pre compensator (W1) and a post compensator (W2) are 
employed to form the augmented plant Gs=W2GW1, which is enclosed by a solid line. 
The designed robust stabilizer K=W1K∞W2 is enclosed by a dotted line where K∞ is 
the H∞ controller. The weighting function can be selected as W1 = W and W2 = 1. 
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Figure 2.20  Shaped plant sG and designed robust controller K. 

Step 2  Formulation of H∞ robust stabilization problem 

A shaped plant sG  is expressed in form of normalized left coprime factor 

sss NMG 1 , when the perturbed plant G
 is defined as  

    /1:)()( 1 




 ssssss MNNNMMG .  (2.34) 

where sM and sN are stable unknown transfer functions which represent 
uncertainties in the nominal plant model G.  Based on this definition, the 

H  robust 
stabilization problem can be established by G  and K as depicted in Fig. 2.21. The 
objective of robust control design is to stabilize not only the nominal plan G but also 
the family of perturbed plantG

. In (2.34), 1/   is defined as the robust stability 
margin.  

The maximum stability margin in the face of system uncertainties is given by the 
lowest achievable value of  , i.e. min . Hence, min  implies the largest size of system 
uncertainties that can exist without destabilizing the closed-loop system in Fig. 2.21. 
The value of min  can be easily calculated from  

                             )(1 maxmin XZ  .                         (2.35) 

Where )(max XZ denotes the maximum eigenvalue of XZ . For minimal state-space 
realization (A, B, C, D) of sG ,  the values of X and Z are unique positive solutions to 
the generalized control algebraic Riccati equation 

    1 1 1 1( ) ( ) 0T T T T TA BS D C X X A BS D C XBS B X C R C         ,  (2.36) 
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and the generalized filtering algebraic Riccati equation  

    1 1 1 1( ) ( ) 0T T T T TA BS D C Z Z A BS D C ZC R CZ BS B         ,  (2.37) 

where TDDIR   and DDIS T . Note that no iteration on  is needed to solve for min . 
To ensure the robust stability of the nominal plant, the weighting function is selected 
so that 0.4min   [6]. If min  is not satisfied, then we adjust the weighting function. 

K
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Designed Robust Controller 
Figure 2.21 

H robust stabilization problem. 
Step 3 Determination of Robust controller. 

The K∞ controller in Fig. 2.21 can be determined by 
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1212 )()()(  ,      (2.38) 

Where )(1 XBCDSF TT    and XZIL  )1( 2 .  

Next, find robust controller 21)( WKWsK   that satisfies the necessary condition   

                          1( )s s

I
I G K I G

K




 

 
  

 

.                   (2.39) 

2.4.3 Simulation Studies 

In this section, simulation studies in an SMIB system are carried out. The weighting 
functions are appropriately selected as 

  
19
161681






s
sW , IW 2 .                  (2.40) 

Consequently, the shaped plant GS can be established by (34). As a result, the sixth-
order of robust controller of PSS is obtained as follows,  
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Figure 2.22 System with and without robust PSS. 

Fig. 2.22 depicts the bode plot of the plant (system without PSS) and robust PSS. 
Without PSS, the peak resonance of the oscillation mode occurs at frequency about 1 
Hz. For system with robust PSS, the peak resonance is reduced significantly. This 
signifies the stabilizing effects of robust PSS.  

The performance and robustness of the proposed controller is compared with that of 
the conventional lead-lag controller (CPSS) obtained from [4], that is 

   
 2

2

0577.01
1732.015.5)()(

s
ssKCPSS




 .                 (2.42) 

In simulation studies, the limit on each PSS output ( pssu ) is ±0.05 p.u and the limit 
on fdE  is ±6.0 p.u. The system responses with PSSs are examined under three case 
studies as in Table 2.1, while a small disturbance of  5 % (0.05 p.u.) step response of 

refV  is applied to the system at   t = 0 s.  
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Table 2.1 Operating Conditions. 
System Parameters P(p.u) Q(p.u) xe (p.u) 
Case 1 : Normal Condition 0.8 0.4 0.2 
Case 2 : Weak Line 0.8 0.4 0.8 
Case 3 : Heavy Load &Weak line 0.95 0.4 0.8 

 
Figure 2.23 shows the responses of electrical power output deviation in case 1. CPSS 
and the robust PSS are able to damp power oscillations. Nevertheless, the overshoot 
and setting time of power oscillations in the cases of the robust PSS are much lower 
than those of CPSS. 
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Figure 2.23 Simulation results of case 1. 

In case 2 as shown in Fig. 2.24, the damping effect of CPSS is deteriorated by the 
increase in transmission line reactance. On the other hand, the power oscillation is 
effectively stabilized by the robust PSS. The robust PSS is rarely sensitive to the 
weak line condition. 
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Figure 2.24 Simulation results of case 2. 
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Figure 2.25 Simulation results of case 3. 

In addition to the weak line condition in case 2, the electrical power output is 
increased in case 3. Fig. 2.25 shows that the CPSS fails to damp power system. The 
power oscillation gradually increases and diverges. In contrast, the robust PSS can 
tolerate this situation. The power oscillations are significantly damped.  
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Figure 2.26 Variation of IAE against variations of power. 

 
Figure 2.27 Variation of IAE against variation of reactance. 

Next, the robustness of the proposed PSS against the variations of system parameters 
is evaluated by an integral absolute error (IAE). For 3 s. of simulation study, the IAE 
of electrical power output deviation 

eP is defined as, 

  IAE of  
3

0
dtPP ee .                        (2.43) 

Fig. 2.26 shows the variation of IAE when the electrical power is varied from 0.4 to 
1.0 p.u. The IAE in the case of CPSS considerably increases as the electrical power 
becomes larger. This shows that the CPSS is very sensitive to variations of electrical 
power output. On the other hand, the IAE in case of the robust PSS is much lower 
than that of CPSS and rarely change. This signifies that the robust PSS is able to 
guarantee the robustness of the system against the heavy loading condition.  
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Fig.  2.27 shows the variation of IAE when the line reactance xe is increased from 0.2 
p.u to 1.0 p.u. Clearly, the CPSS is very sensitive to the variation of reactance. The 
values of IAE become larger when the reactance increases. On the contrary, the value 
of IAE in the case of robust PSS is much lower and almost constant. These results 
confirm that the robust PSS has very high robustness to weak line condition. 
However, the order of H controller depends on that of the plant. This leads to the 
complex structure PSS which is different from the conventional lead/lag PSS. 
Despite the significant potential of control techniques mentioned above, power 
system utilities still prefer the conventional lead/lag PSS structure. This is due to the 
ease of implementation, the long-term reliability, etc. To overcome the problem, new 
technique that gives robustness to conventional structure of controller is needed. 
With the simple structure and easy implementation, the robustness of controller is 
guaranteed. The technique will be discussed in chapter 4. 
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CHAPTER 3 
ADAPTIVE CONTROL DESIGN 

 
This chapter introduces adaptive control systems. An adaptive control system is an 
automatic (process) control system that uses adaptation as part of its prediction of 
process behavior in order to optimize the control [1]. It means a system will modify 
its control algorithm as the system’s operating conditions change so that optimal 
performance can be achieved. This chapter explains briefly two different approaches 
of adaptive control system, direct adaptive control and indirect adaptive control. In 
the direct adaptive control configuration, the system parameters result directly from 
calculations of the controller parameters. On the other hand, indirect adaptive control 
allows different algorithms to calculate the system parameters from the plant or the 
controller signals.   

3.1 Direct Adaptive Control. 
This section uses model reference adaptive control to explain a direct adaptive 
control. Model reference adaptive control (MRAC) attempts to match the output of a 
plant to a given reference model output representing the desired output of the 
controlled plant.  Briefly, the output of the controlled plant is compared to the 
reference model output.  The difference between the two outputs becomes the error 
that control engineers aim to minimize.  This error and the control signal drive the 
adjustment mechanism to optimally adjust the controller parameters to force the 
controlled plant to exactly match the desired reference model output [2].  

3.1.1 Model Reference Adaptive Control (MRAC) Configuration. 
A MRAC configuration is shown in Figure 3.1. This technique was first introduced 
by Whitacher in 1958. Initial examination of this design scheme begins with the 
reference model, normally represented as a second order system for ease in modeling 
and analysis.  This equation is very popular in control systems and is shown below in 
(1) [3].  
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Figure 3.1 Block diagram for conventional model reference adaptive control. 
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where Wref is the reference model transfer function, Y and R are numerator and 
denominator of reference model, respectively, and n and ζ are natural frequency and 
damping ratio of reference model, respectively. The reference model equation in (1) 
is the basic form that the plant’s output will be forced to match.  The industry 
standard for the value of damping ratio is 0.707 since this value has been proven to 
be optimum for performance.   
Then an adjustment mechanism compares the real plant output y(t) with the reference 
model output ym(t), and correctly reevaluates the controller parameters.  MRAC 
begins by defining the tracking error (e), where the error can be expressed as follow: 
   )()( t

m
ytye  ,     (3.2)  

Then a cost function of theta (J(θ)) can be constructed by the error as the following 
equation: 
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where theta (θ) is the parameter that will be adapted inside the controller. To find out 
how to update the parameter theta, the derivative of theta is equal to the negative 
change in J. Then the result for the cost function chosen above is: 
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By finding the minimum of the expected value, the next control signal calculated in 
(3.4) minimizes the time for the error to become zero. 
The core problem of adaptive control is parameter estimation. To estimate parameter 
of controller, the several methods can be applied. Here, we give example of 
parameter estimation by gradient method or MIT Rule. 

3.1.2 MIT rule for Direct Adaptive Control. 
The MIT rule is a scalar parameter adjustment law which was proposed around 1960 
for the adaptive control of a linear system modeled as a cascade of a linear stable 
plant and a single unknown gain [4, 5]. The adjustment law involves approximating a 
gradient-descent procedure seeking the minimum of an integral-squared performance 
criterion. The initial intended application was to the control of aircraft dynamics 
where the single unknown parameter was related to dynamic pressure. 
In the history of adaptive control, the MIT Rule represented a watershed; it offered 
the possibility of adaptation for a useful application, the method was simply 
formulated, and apparently straightforward to apprehend in an intellectual sense. 
Performance however turned out to be unpredictable; explanations (as opposed to 
mere reporting of the performance) took some time to be achieved [6].  

 
Figure 3.2 MIT rule. 

The basic set up of MIT rule is shown in Figure 3.2 The plant is kpZp(s), where kp is 
unknown apart from its sign, and Zp(s) is a known stable transfer function. The basis 
of identification is that a cascade adjustable positive known gain kc is introduced as 
shown, and the output of the upper arm is compared to the output of kmZp(s) when the 
same driving signal is applied; here, km is a known gain, with the same sign as kp. Of 
course, if kpkc(t) = km for all t, zero error will result and kp will be given as km/kc. If the 
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error e(t) is nonzero the idea is to adjust kc to cause it to go to zero. The MIT rule is 
the rule of adjustment for kc. The idea is to use gradient descendent to adjust kc (.) 
which leads to 
   m

y
m
y

P
yg

c
K )(  ,    (3.5) 

where g is a positive gain constant. The rule is appealing due to its simplicity but it 
often leads to instabilities. The mechanism is one where the fast dynamics of the 
adaptation destabilizes the closed loop system.  

3.1.3 Application of MIT Direct Adaptive Control to Simple Model. 
Assumed that we have a driven pendulum system [7], the transfer function of the 
system is given below: 
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ss
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The system was modeled in Simulink/Matlab. Figure 3.3 depicts the open loop step 
response of the system, the system response illustrates that the system has a lack 
damping, and settling time of the system is upwards of 100 seconds, therefore the 
system needs a controller. Theta is the parameter that will be adapted inside the 
controller. 

 
Figure 3.3 The open loop step response of the driven pendulum system. 
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The simulink model with MIT rule direct adaptive control is shown in Fig. 3.4. It is 
then assumed that the controller has both an adaptive feed forward (Theta1) and an 
adaptive feedback (Theta2) gain. Then the designed MIT rule controllers are applied. 
Figure 3.5 depicts the response of the system plant with direct adaptive control. The 
simulation result shows that the system response obviously doesn't match the 
reference model. The value of theta is gradually increases and becomes unstable in 
the case of gamma value 0.001. Tuning of gamma does not solve the problem. By 
decreasing gamma value, the controller is able to damp the oscillation of theta. But 
the response becomes very slow to reach steady state condition.  

 
Figure 3.4 Simulink block diagram of MIT direct adaptive control.  
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Figure 3.5 system response of system with various gamma value. 
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Figure 3.6 Simulink model of system with MIT rule direct adaptive control and PD 

controller. 
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Figure 3.7 system response of system with direct adaptive and PD controller for 

several different values of gamma. 
To solve the problem and to kill the oscillations, proportional and derivative (PD) 
control is applied across the plant. The simulink model and simulation result for 
several different values of gamma are shown in Fig. 3.6 and Fig. 3.7, respectively. By 
installing PD control across the plant, the system response can be improved. When 



 47 

the value of gamma is increased, the system responses much faster, but the system 
response becomes unstable. On the other hand, a smaller value of gamma leads to 
longer adaptation times, but a less volatile response. Tuning of gamma with proper 
value is able to improve performance of system.      
However, the direct adaptive control has some issues to be solved. This method 
sometimes works, and sometimes it does not work [8]. An instability being displayed 
is a result of interaction of the adaptive loop dynamics with the plant dynamics, a 
phenomenon that is occurring when the time scales are comparable, but does not 
occur otherwise. Another issue is bursting phenomenon. In the early 1980s, scattered 
reports appeared of adaptive control systems which worked well for a long period, 
say a week, and then unexpectedly burst into an oscillation which then died away. 
Figure 3.8 shows the phenomenon; an adaptive controller is connected to a first order 
plant, and set-point control is sought. 
 

 
Figure 3.8 Plant Output with Adaptive Controller connection during a ”Burst”. 

Instability is observed when the signals become steady. After a furious phase, the 
system goes back to steady state again. This reason behind this behavior is that when 
the signals are near zero the adaptive algorithm does not have enough information in 
order to identify all parameters simultaneously. This leads to divergence of the 
estimates. The consequence of that is a faulty controller rendering the plant unstable. 
Once the signals become rich enough though, the adaptive algorithm begins to 
deliver good estimates of the parameters. Now, just in time, the controller begins to 
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perform well, leading to plant recovery. Eventually, the problem appears again. 
Clearly, in industrial applications bursting must not occur. 

3.2 Indirect Adaptive Control 

3.2.1 Basic Work of Indirect Adaptive Control 

Controller
Design

Controller

Identification

Plant

Controller
Paremeters

Input

Reference

Output, y

Plant ParametersSpecification

 

Figure 3.9  Block diagram for classical indirect adaptive control. 

Figure 3.9 depicts conventional/classical indirect adaptive control. Generally, indirect 
adaptive control design approach is iterative identification and controller redesign [9-
11]. This is a form of adaptive control in which the tasks of identification and control 
are separated. There is usually an underlying performance index which is to be 
minimized. One iteration comprises:  

a) Identifying the plant with the current controller. The identification block takes 
as its inputs the control signal and the plant output.  Using a variety of 
methods of evaluation, the parameters of the plant are estimated and sent to 
the controller design block to update the controller parameters.  In 
conventional indirect adaptive control, with the possible combinations of the 
many identification model algorithms coupled with the different controller 
designs, researchers continuously experiment with multiple couplings in 
search of better responses.  Most take the recursive least squares approach as 
the method for identification, even though extended least squares (ELS) and 
recursive maximum likelihood (RML) have also been explored [12].  RLS as 
the simplest model was proven by Warwick to be just as effective as its more 
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complex counterparts [13].  Recently, attempts have been made to implement 
multiple identification models, but in this case, multiple corresponding 
controllers must also be implemented [14].   

b) Redefining the controller on the basis of the identified model of the plant. The 
controller block for indirect adaptive control assemblies, which calculates the 
control signal, can also be modeled by a variety of methods. The three 
popular methods for this evaluation are minimum variance (MV), generalized 
minimum variance (GMV), and parameter optimization.  The advantages of 
minimum variance control lie in its simplicity [15].  It offers absolute 
performance limits to form a basis for design of all self tuning regulators 
(STRs).  However, its disadvantages include its instability to handle non-
minimum phase systems [9] and its use of excessive inputs that can lead to 
stability problems in some operating conditions [10].  Other variations can 
handle these problems, but for the purposes of simplicity, minimum variance 
is a common choice.   Also, the focus of current research relies on slightly 
altering the methods of minimum variance and generalized minimum variance 
due to the complexity of changing parameter optimization.   

However, in conventional indirect adaptive control with iterative identification and 
control, the average rate of controller variations is almost much slower than the 
underlying closed-loop dynamics [16]. Each identification interval is normally long 
enough that transients associated with any controller switching at the start of the 
interval die out early in the interval. Thus, despite the fact that the controller 
undergoes step changes, one cannot explain unsatisfactory behavior as a consequence 
of violating the separation of time scales dictum. It is however true that 
unsatisfactory behavior is more likely to be observed when the controller changes are 
large.  
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3.2.2 Multi Model Indirect Adaptive Control 
To improve the conventional indirect adaptive control, some researchers propose 
multi model adaptive control to improve performance of previous adaptive control 
[17,18]. The basic structure of multi model adaptive control is shown in Fig. 3.10. 

 
Figure 3.10 Basic structure of multi model adaptive control. 

 In these methods, the identification process is completely separated from the control 
process. One of the advantages is infrequent controller-switching. The estimated 
model is identified by identification via hypothesis testing [16]. Controllers are 
designed to give good performance with corresponding estimated model. These 
methods are able to improve conventional indirect adaptive control, especially to 
overcome the average rate of controller variations. However, some problems appear 
in these methods. First, the complexity of the adaptive system will depend on the 
number of estimated models that are required to implement. Ideally, the number of 
estimated models and corresponding controller should be as small as possible. But 
the small number of models may reduce the performance of controller [19].  There is 
no clear guidance on how many models should be chosen. Second, the numerical 
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simulations have been reported for only a couple of SISO plants. Another issue is the 
utility needs to install many controllers, it is costly.    
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CHAPTER 4 

PROPOSED ROBUSTNES AND ADAPTIVITY 
ENHANCED CONTROLLER DESIGN  

 
This chapter explains a proposed robustness and adaptivity enhanced controller 
design. First, a robust control design is explained to stabilize smart grid power 
systems due to negative impact of the power fluctuation of distributed renewable 
energy generations (DREGs), especially the small fluctuation of RE. When sudden 
change of large power output of DREGs occurs, the performance of robust controller 
may deteriorate. Therefore, an adaptive robust control design is necessary. In this 
chapter, the author focuses on indirect adaptive control design which applies iterative 
identification and parameter tuning. System identification is used to construct an 
estimated model, and it will be updated whenever the estimated mismatch exceeds 
predetermined bound. Then the controller parameters are tuned by using the 
estimated model.  

4.1 Robust Control Design 
4.1.1 System Uncertainty Modeling 
System nonlinear characteristics, variations of system configuration due to 
unpredictable disturbances, loading conditions, measurement uncertainty, complex 
behavior, the inherent changing nature of power systems etc., cause various 
uncertainties in the power system. The system uncertainties will increase when the 
electricity grid is connected to intermittent DREGs which produce more than 20% of 
total electricity [1,2]. It is caused by the fact that DREGs typically deliver power with 
no inertial response. Replacing conventional generation by DREGs, especially wind 
and solar power, will thus result in lower system inertia.  The system inertia is often 
considered as one of the vital system parameters upon which the synchronized 
operation of power systems [3]. Lower system inertia makes the power system 
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stability weak. The relationship between power output of generator and other 
parameters can be expressed as follows [4], 
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MM  ,       (4.1) 

where M is current generator inertial constant, M0 is generator inertia constant on 
rated output, PG is output of generator, PG0 is rated output of generator, 
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where D is current damping ration of generator, D0 is generator damping ratio on 
rated output, and    
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where X is current reactance of generator, X0 is generator reactance on rated output. 
The equations above show that the high penetration of DREGs causes the total inertia, 
damping ratio and reactance of generator decrease. Moreover, the application of 
smart technology in transmission and distribution network is rising significantly, it 
makes the structure of transmission and distribution more complex and dynamic, and 
it cause uncertainties in the network also increase. Therefore, a controller which is 
designed without considering the system uncertainties in the system modeling, the 
robustness of the controller against system uncertainties cannot be guaranteed. As a 
result, the controller may fail to operate and lose stabilizing effect under various 
operating conditions.  
To overcome this problem, improvement in the damping factor must be done. In 
order to achieve this, controller should be properly controlled where robustness 
against system uncertainties is much desirable. To enhance the robustness of power 
system damping controller against system uncertainties, the inverse additive 
perturbation [5] is applied to represent all possible unstructured system uncertainties. 
However, when the variations of total system inertia are large, giving robustness to 
the controllers is not enough. The power control designer need to make the 
controllers adaptive to the changes in operating conditions due to the high penetration 
of RE sources. 
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Figure 4.1 Feedback system with inverse additive perturbation. 

 
Figure 4.2 Configuration of nominal plant and controller with additive uncertainty. 

The feedback control system with the inverse additive perturbation is shown in Fig. 
4.1 where G is the nominal plant and K is the controller to be designed. v, r, u and y 
are the output of additive uncertainty, the reference input, the control signal and the 
output, respectively. The purpose of the controller K is to stabilize the nominal plant 
G, and unstructured system uncertainties are represented by ΔA which is the additive 
uncertainty model.  
Next, the relationship between additive uncertainties with the system will be 
explained. Fig. 4.2 shows the configuration of nominal plant (G) and controller (K) 
with additive uncertainty model (ΔA). The transfer function of P (nominal plant and 
controller) in the right hand side of Fig. 4.2 can be expressed as  
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Based on the small gain theorem, for a stable additive uncertainty ΔA, the closed loop 
system will be robustly stable if  
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The equation (2) can be modified as follows, 

   





)(
1)(
sP

sA
.      (4.6) 

By substituting P, the equation (3) becomes,  
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The right hand side of equation (4) implies the size of system uncertainties or the 
robust stability margin against system uncertainties. By minimizing 


 )1/( GKG , the 

robustness of the closed-loop system is near optimum. 

4.1.2 Performance Improvement 

In this study, the problem constraints are the controller parameters bounds. In 
addition to enhance the robust stability, another objective is to increase the damping 
ratio and place the closed-loop eigenvalues of the electromechanical mode in a        
D-shape region. The D-shape region can be established to achieve the following 
objectives. 

1) To have some degree of relative stability [6].  

 
Figure 4.3 Region in the left-side of the s-plane where spec  . 

The parameters of the controller may be selected to place the electromechanical 
mode eigenvalue in the left-side of the s-plane by the following function, 

    specJ  1 ,                (4.8) 
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where  is the actual real part of eigenvalue and spec is desired real part of the 
dominant inter-area oscillation mode, respectively. The relative stability is 
determined by the value of spec . This will place the closed-loop eigenvalues in a 
region as shown in Fig. 4.3. 

2) To limit the maximum overshoot, the parameters of the controller may be 
selected by the following function 
   

specJ  2
,                (4.9) 

where   and spec  are the actual and desired damping ratio of the dominant inter-
area oscillation mode, respectively. This will place the closed-loop eigenvalues 
in a wedge-shape region in which as shown in Fig. 4.4. 

 
Figure 4.4 Wedge-shape region in the s-plane where

spec  . 

 
Figure 4.5 D-shape region in the s-plane where spec   and spec  . 



 58 

Next, the conditions 1J  and 2J  are imposed simultaneously and will place the system 
closed-loop eigenvalues in the D-shape region characterized by 

spec  and 

spec  as shown in Fig. 4.5. It is necessary to mention here that only the unstable or 
lightly damped electromechanical modes of oscillations are relocated. 

4.13. Optimization Problem Formulation 

4.1.3.1 Objective Function 

To optimize the stabilizer parameters, an inverse additive perturbation based-
objective function is considered. The objective function is formulated to minimize 
the infinite norm of 


 )1/( GKG . Therefore, the robust stability margin of the closed-

loop system will increase to achieve near optimum and the robust stability of the 
power system will be improved. As a result, the objective function can be defined as 
             Minimize     


 )1/( GKG ,      (4.10)             

It is clear that the objective function will identify the minimum value of 


 )1/( GKG  
for nominal operating conditions considered in the design process.  

4.1.3.2 Optimization Problem 

In this study, the problem constraints are the controller parameter bounds and place 
the closed-loop eigenvalues of the system in a D-shape region in the s-plane 
characterized by spec   and spec  . The constraints are applied to limit the 
maximum overshoot by increasing the damping ratio of the system.  
Therefore, the design problem can be formulated as the following optimization 
problem. 
       Minimize      


 )1/( GKG ,                (4.11)                               

              Subject to     specspec   , ,                          (4.12)                    
This optimization problem is solved by genetic algorithm (GA) [7] to search the 
controller parameters. The author uses GA in this study because the following reason: 
(a) GA is capable of successful global optimization in the presence of multiple local 
minima in the parameter space, (b) GA is a method which is very easy to understand 
and it practically does not demand the knowledge of mathematics, (c) Genetic 
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algorithms are easily transferred to existing simulations and models. Therefore, it is 
important to note that the GA provides a number of potential solutions to a given 
problem and the choice of final solution is left to the user.  
4.1.4 Parameters Tuning 

In this section, GA is applied to search the controller parameters of controllers 
with off line tuning. The flow chart of the proposed method is illustrated in Fig. 4.6. 
Each step is explained as follows. 
Step 1 Generate the objective function for GA optimization. 

In this study, the performance and robust stability conditions in inverse additive 
perturbation design approach is adopted to design a robust controller. The control 
parameters are optimized by GA based on the optimization problem in sub section 
4.1.3.2. 

Step 2 Initialize the search parameters for GA. Define genetic parameters such as 
population size, crossover, mutation rates, and maximum generation. 

Step 3 Randomly generate the initial solutions. 

Step 4 Evaluate objective function of each individual in (4.11) and (4.12).  

Step 5 Select the best individual in the current generation. Check the maximum 
generation. 

Step 6 Increase the generation. 

Step 7 While the current generation is less than the maximum generation, create new 
population using genetic operators and go to step 4. If the current generation is the 
maximum generation, then stop. 
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Figure 4.6 Flow chart of the proposed robust control design. 

The proposed robust control method will be applied to design battery controller in 
isolated hybrid wind-diesel power system in chapter 5. Additionally, the robust PSS 
design will be carried out to stabilize the inter-area oscillation in interconnected 
power systems with high DREGs penetration in Chapter 6. 

This method is able to guarantee the robustness controller with conventional structure 
PID or lead-lag controller. It is different with those of conventional robust controllers 
in Chapter 2, where the conventional robust controller has high order and 
unstructured controller, and it is difficult to be applied in the real system. On the 
other hand, the proposed robust controller is able to guarantee robustness by using 
existing conventional controller structure. However, when the high DREGs 
penetration occurs in power system, very extreme conditions may appear and the 
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system stability becomes weak.  The high penetration of unpredictable renewable 
energy power outputs cause inertia constant of conventional generator decreases 
significantly, and it gives impact on system stability. To examine the condition, let us 
use the example of SMIB system in chapter 2. 

4.1.5 Application of Proposed Robust Control Design in Power System 

In this section, the proposed robust control design as described in section 4.1 above is 
applied. In the optimization, the ranges of search parameters and GA parameters are 
set as follows:  501PK , T1 and T2  1100.0 , Spec =0.4,  S p e c = -0.5, 
population size is 200, and maximum generation  is 100. Consequently, the designed 
PSS is given as follow, 
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Table 4.1  Comparison of oscillation mode. 
 Without PSS With proposed PSS 

Eigenvalue -0.1281±j9.134 -2.502±j 0.859 
Damping ratio 0.014 0.94 

The eigenvalues corresponding to the electromechanical mode without PSS and with 
the proposed PSS are listed in Table 4.1. Clearly, the desired damping ratio and the 
desired real part of the oscillation mode are achieved by the proposed PSS. In 
simulation studies, the performance and robustness of the proposed controllers are 
compared with those of the PSS designed by fixed structured H∞ loop shaping 
method (FH PSS) obtained from chapter 2, that is  
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and the conventional lead-lag controller (CPSS) obtained from [8], that is 
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Table 4.2 Operating Condition. 
System Parameters P(p.u) Q(p.u) xe (p.u) 
Case 1 : Normal Condition 0.8 0.4 0.2 
Case 2 : Heavy Load &Weak line 0.95 0.4 0.8 

In simulation studies, the system responses with PSSs are examined under two case 
studies as in Table 4.2, while a small disturbance of  5 % (0.05 p.u.) step response of 

refV  is applied to the system at   t = 0 s.  
Fig. 4.7 shows the responses of electrical power output deviation and power output of 
PSS in case 1. CPSS, FH PSS and the proposed PSS are able to damp power 
oscillations. Nevertheless, the overshoot of power oscillations in cases of FH PSS 
and the proposed PSS are much lower than that of CPSS. By simple structure of 
controller, the proposed controller can guarantee the performance and robustness of 
controller. It is one of the advantages of the proposed controller. 
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Figure 4.7 Simulation results of case 1. 

Next, the electrical power output is increased in case 2 to get heavy load and weak 
line condition. The simulation results are shown in Fig. 4.8. The results shows that 
the CPSS fails to damp power system. The power oscillation gradually increases and 
diverges. In contrast, the FH PSS and the proposed PSS can tolerate this situation. 
The power oscillations are significantly damped.  
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Figure 4.8 Simulation results of case 2. 

The simulation results above depict the system response without renewable energy 
generation penetration. After large renewable energy generations are connected to the 
system, some of system parameters change, especially inertia constant, damping ratio 
and reactance of generator. It is assumed that large DREGs are connected to the 
system above. The maximum capacity of renewable energy is 0.4 pu or about 40% of 
the total system capacity. Therefore, the new inertia constant, damping ratio and 
reactance of generator are decreased significantly. 
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Figure 4.9 Sample of wind speed in Indonesia for a day.  
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For example, the wind speed in Fig. 4.9 applied in the SIMB system. We can see that 
from 0:00 to 07.00 am, the wind speed is very low; it means that the conventional 
generator has a large portion to deliver power to demand. But from 07.00 to 08.30 am, 
the wind power output is increase, and it causes the conventional generator will 
reduces the power output. Consequently, inertia constant, generator reactance and 
damping ratio also will go down.  
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Figure 4.10 Simulation result in the case of heavy load condition and low wind power 

output. 

The performance of system against the change of wind power output is shown in Fig. 
4.10 and 4.11. Figure 4.10 depicts the electrical power response during low wind 
power output in the case that the system works on heavy load condition. CPSS fails 
to damp power oscillation. On the other hand, FH PSS and proposed robust PSS are 
able to stabilize the system.   
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Figure 4.11 Simulation result in the case of heavy load condition and large wind 

power output. 

Simulation result of system in the case of heavy load condition and large wind power 
output is shown in Fig. 4.11. In this case, inertia constant is reduced significantly. 
The simulation results show that the damping effect of all controllers are deteriorated 
by the decrease of inertia constant, and the peak oscillations become large. As a 
result, in the case that the high penetration of renewable energy is applied, the 
performance of robustness is not enough; we need to combine the robustness with 
adaptivity to stabilize extreme conditions, and it will be explained in the next section. 
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4.2. Proposed Adaptive Robust Controller Design 
4.2.1 Introduction 

 
Figure 4.12 Architecture diagram of proposed indirect adaptive control. 

Large unstable outputs of DREGs cause frequency deviation from the rated value. If 
the most loads are supplied by the power from the renewable energy, the power 
output of conventional generators should be decreased. It causes the reduction of total 
inertia constant and makes the power system stability weak. To overcome this 
problem, improvement in the damping factor must be done. In order to achieve this, 
controller (PSS, energy storage, FACTS device etc.) should be properly controlled 
where robustness against system uncertainties such as various generating and loading 
conditions, unpredictable network structures, variations of system parameters etc. is 
much desirable. When the variations of total inertia constants are large, giving 
robustness to the controllers is not enough. We need to make the controllers adaptive 
to the changes in operating conditions due to the high penetration of RE sources. This 
section proposes adaptivity as well as robustness to the conventional type of 
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controllers. Diagram of the proposed adaptive robust control design is shown in Fig. 
4.12.  

In the proposed adaptive control, a system identification technique and the robust 
controller design method described above are combined into an indirect adaptive 
controller design. The identified model is used to monitor discrepancy between the 
actual power system output and the expected output (model output). When a large 
discrepancy is detected, a new set of controller parameters is determined to adapt to 
the new situation. The robust control design is applied to guarantee robustness of 
controller. The several given identified models and corresponding controller 
parameters will be stored in memory, so that we have model and controller banks. 
The model and controller bank have an advantage, the system re-uses them in the 
similar situations without model identification and controller parameters re-tuning. 

4.2.2 System Identification 

 
Figure 4.13 Structure of Output Error (OE) model identification. 

The goal of system identification is to characterize the dynamic input-output relation 
of the underlying process [9]. Many methods have been successfully applied to 
identify systems. In this study, we use output error (OE) identification to construct 
the estimated model of each generator because the OE model is easily computed, 
familiarly used and has high accuracy. The model structure is the conventional 
transfer function, but the parameters of the transfer function are unknown, and OE 
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identification is applied to identify the parameters. The OE structure is represented in 
Fig. 4.13 [10], the error is defined by 

 u
A
ByyyOE 











,      (4.16) 

where u is the input signal of the real system, y is the measured output of the real 
system and 

y  is the output of the estimated model. B(s)/A(s) is the transfer function 
of the estimated model. ѡ is the output disturbance or noise. The OE method deals 
with minimizing an objective function, usually a quadratic criterion, which is based 
on the output error єOE. This is the error between the measured output y of the system 
and the output 

y  of the transfer function model. 
4.2.3 Robust Control design 
In this study, the purposes of the controller design are to guarantee robustness and 
good damping. The robust controller can be designed by considering the system 
uncertainties in the modeling with constraints which correspond to guaranteeing good 
damping. In this study, an inverse additive perturbation model [5] is applied to 
represent all possible unstructured system uncertainties.  

 
Figure 4.14 Feedback system with inverse additive perturbation. 

The feedback control system with the inverse additive perturbation is shown in Fig. 
4.14 where G is the nominal plant and K is the controller to be designed. v, r, u and y 
are the output of additive uncertainty, the reference input, the control signal and the 
output, respectively. The purpose of the controller K is to stabilize the nominal plant 
G, and unstructured system uncertainties are represented by ΔA which is the additive 
uncertainty model. Then the transfer function from signal v to y is 
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Tuv= ))()(1/()( sKsGsG  . Based on the small gain theorem, for a stable additive 
uncertainty A , the closed loop system is robustly stable if the controller K(s) 
stabilizes the nominal plant G(s) by the following form, 
  1))()(1/()( 


sKsGsGA ..     (4.17) 

Then 
  





))()(1/()(

1
sKsGsGA

.     (4.18) 

By minimizing


 ))()(1/()( sKsGsG , the robust stability value of the closed-loop system 
is near optimum. The infinity sign in the equation means the amplitude or peak value 
of 


 ))()(1/()( sKsGsG . 

4.2.4 Adaptive Robust Control Design 

In practice, we often do not know all system parameters. Therefore, the identification 
system to get an estimated model is highly needed. However, extreme operating 
conditions of the system may alter the parameters of mathematical structure of the 
plant model. The estimated model that was designed in normal operating condition 
may no longer match with the real plant model, and the estimated model must be 
redesigned to make the matching conditions again. To determine when re-estimation 
is needed, it is necessary to calculate the plant-model mismatch. Based on the new 
estimated model, controller parameters should be re-tuned to get suitable 
performance. This research presents an adaptive robust control using the estimated 
model to enhance smart grid stability under high RE penetration. The flow chart of 
the proposed method is shown in Fig. 4.15. Each step of the proposed method for 
model identification, and adaptive robust controller design is explained as follows, 

Step 1. Comparison of the real system and the estimated model 

In this step, we compare the output signal of both the real and the estimated system. 
The result of the comparison between the real and estimated model is called 
'mismatch error'. The estimated model will be updated whenever the mismatch 
exceeds predetermined bound (Δε). Δε is predetermined by the power control 
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designer according to the error tolerance required. As mentioned in the introduction 
that the system has memory to store a new estimated model and controller parameters. 
When the operating condition of the real system move to a new condition and the 
mismatch exceeds the predetermined bound, the system will look at memory to check 
the availability of the matching estimated model. If the memory has the matching 
estimated model, then the system will re-uses it directly without model identification 
and controller parameters tuning. Otherwise, the system will develop a new estimated 
model and tune controller parameter. 

 
Figure 4.15 Flow chart of the proposed adaptive control method. 
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Step 2. Develop a new estimated model 

We develop a new estimated model using output error (OE) system identification so 
that the mismatch error be less than or same as specification. If the mismatch error is 
greater than specification, we need to develop a new estimated model again using 
another set of data. There are two sets of data. The first set of data is used to model 
identification, and the second set of data is needed as model validation. The length of 
each data is 60 s or 1 minute. 

Step 3. Controller parameters tuning 

Based on the new estimated model, parameters of the ‘virtual controller’ will be 
tuned by considering system uncertainties and increasing the damping ratio of the 
dominant mode of the power system. Note that, the ‘virtual controller’ parameters are 
tuned and that therefore the actual system behavior is not affected by the tuning. 

Here, there are two kinds of conventional controller structure that the author applies 
in this study; each controller structure is shown in the following equation: 

 PI controller    :  
s
K

KK I
PPI  ,    (4.19) 

 Lead lag controller  : 






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KK LeadLag
,   (4.20) 

where  KP is a controller gain of PI controller; KI is an integral parameter of PI 
controller. K is a controller gain of lead/lag controller, and T1 , .., T4 are time 
constants of lead/lag controller. 

 
 

Then to tune controller parameters, the following optimization problem is applied 
  Minimize    


 )1/( GKG      (4.21) 

  Subject to spec  , spec      (4.22) 
   

max,min, PPP KKK  , or   
maxmin KKK      

   
max,min, III KKK  ,  or 

max,min,1 ii TTT    
where ζ and ζspec are the actual and desired damping ratio of the dominant mode, 
respectively; σ and σspec are the actual and desired real part of the dominant mode, 
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respectively. This optimization problem is solved by meta-heuristic method (genetic 
algorithm). 

Step 4. Store the new estimated model and the new controller parameters in the 
memory. 

After the new controller parameter is successfully to improve the robustness and 
performance of the system, the new estimated model and the new controller 
parameters will be stored in the memory to be used in the similar situations in the 
future without model identification and controller parameters tuning. 

Step 5.  Apply the new controller parameters to the actual controller, and return to 
step 1.  

During controller parameters changes, overshoot may occur. To eliminate the 
problem, incremental changes in the controller parameters are applied until the final 
value is achieved and the performance is optimized. In this thesis, the author use 5-10 
step in incremental controller parameters changes.  

The proposed indirect adaptive robust control method will applied to design battery 
controller in isolated hybrid wind-diesel power system in chapter 5. Additionally, the 
robust PSS design will be carried out to stabilize the inter-area oscillation in 
interconnected power systems with high wind farms and PV generations penetration 
in Chapter 6. 

 

REFERENCES 

[1] National Conference of State Legislatures, "Integrating Wind power into the 
electric grid" pp. 1-4, 2009. 

[2] Emmanuel S. Karapidakis, "Wind Power Impact on Power System Dynamic 
Performance", Wind Power, pp. 395-414, InTech, 2010. 



 73 

[3] Pieter Tielens, Dirk Van Hertem," Grid Inertia and Frequency Control in Power 
Systems with High Penetration of Renewables" Young Researchers Symposium 
in Electrical Power Engineering edition: 6, Delft, The Netherlands,16-17 April 
2012. 

[4] R. Watanabe, T. Tsuji, T. Oyama, T. Hashiguchi, T. Goda, " A study on 
multiswing stability under a large penetration of PV generations, The 
International Conference on Electrical Engineering 2012, Kanazawa, Japan. 

[5]  Gu D.W, et al., " Robust control design with MATLAB, "Springer, London, 
2005. 

[6] Y. L. Abdel-Magid, M. A. Abido, S. AI-Baiyat and A. H. Mantawy, 
“Simultaneous Stabilization of Multimachine Power Systems via Genetic 
Algorithm, ” IEEE Trans. on Power Systems, Vol. 14, No. 4, pp. 1428-1439, 
1999 

[7] GAOT , " A Genetic Algorithm for Function Optimization: A Matlab 
Implementation, " 1995  
[Online] Available: http://www.ie.ncsu.edu/mirage/GAToolBox/gaot/ 

[8]  P.S. Rao, et al,. " Robust tuning of power system stabilizers using QFT. " IEEE-
Trans. on Control Systems  Technology. Vol. 4, pp. 478-486, 1999. 

[9]  T. Elie, T. Poinot, R. Ouvrard, A. Abche, "Initialization of Output Error 
Identification Algorithms". PhD Thesis 2008; The university of  Balamand, 
Lebanon. 

[10] G.P. Rao, H. Unbehauen, "Identification of continous-time systems". IEE proc.- 
control theory Appl. 2006; 153: 185-220. 

 

 
 
 
 
 

http://www.ie.ncsu.edu/mirage/GAToolBox/gaot/


 74 

CHAPTER  5 

ROBUSTNESS AND ADAPTIVITY ENHANCED 
ENERGY STORAGE CONTROL DESIGN FOR 

STABILIZATION OF SMART MICRO GRID POWER 
SYSTEM 

 

This chapter applies the proposed control design method to battery energy 
storage controllers for stabilization smart micro grid. First, the power system model, 
pitch controller, governor and energy storage model are explained. Next, the 
proposed robust controller is applied to design pitch, governor and battery controller. 
Subsequently, eigenvalue analysis is used to evaluate whether controller design by 
considering adaptivity is needed or not. Simulation studies are carried out in hybrid 
wind-diesel power systems to show the superior robustness and damping effect of the 
proposed robust battery controller in comparison with that of conventional controller.  
5. 1. Introduction 

Wind power as one of renewable energy sources is expected to be economically 
attractive when the wind speed of the proposed site is considerable for electrical 
generation and electric energy is not easily available from the grid [1]. However, the 
intermittence and fluctuation of output power of wind power generation may cause a 
serious problem of frequency fluctuation of the isolated micro grid [2]. To guarantee 
high quality power system, the applications of smart grid technologies such as 
distributed energy storage and FACTS devices for mitigating impacts and allowing 
the integration of renewable energy generation are highly needed [3]. 

Several control methods for frequency stabilization by applying pitch angle of 
wind power generation have been reported [4-6]. In these works, however, they only 
focus on the design of pitch controller in the wind site without considering governor 
controller in the diesel side. To enhance the frequency stability in isolated power 
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system, some research works have successfully proposed control design methods of 
the pitch controller in the wind side and the governor in the diesel side 
simultaneously. To damp the frequency fluctuation, optimization of controller 
parameters using ISE technique [7] and fuzzy logic [8] etc have been proposed. In 
[9,10], the authors proposed new load frequency control method combining a PID 
controller and a disturbance observer for large penetration of wind power generations. 
This work can significantly improve the performance of the controllers and power 
system. Nevertheless, under the sudden change of load demands and random wind 
power input, the pitch controller of the wind side and the governor of the diesel side 
may no longer be able to effectively control the system frequency due to their slow 
response.  

Energy storages such as battery, flywheel, superconducting magnetic energy 
storage (SMES), fuel cell etc, which are able to supply and absorb active power 
rapidly [11,12], have been highly expected as the most effective controllers of system 
frequency. SMES has been successfully applied to solve many problems in power 
systems such as an improvement of power system dynamics [13,14], a load leveling 
[15], a frequency control in hybrid wind-diesel power systems [16,17] etc. SMES 
may provide satisfactory control affect. However, SMES is very costly in comparison 
with the common energy storage such as battery energy storage, flywheel etc. 
Despite the significant potential of SMES mentioned above, power system utilities 
still prefer to use the common storage such as battery energy storage. 

In [18], design of robust battery controller in a hybrid wind-diesel power system 
by H∞ control has been proposed. In this work, the controller has high robustness 
against various uncertainties. However, the weighting functions in H∞ control design 
cannot be selected easily. Moreover, the order of H∞ controller depends on that of 
the plant. This leads to the complex structure controller which is different from 
conventional PI or lead/lag compensator, and also the pitch and battery controller in 
this work have been designed separately while the control parameters of governor are 
fixed. This method may not be able to guarantee the well coordinated control 
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between governor, pitch and battery controller. To enhance the coordinated control, 
the simultaneous optimization of robust governor, pitch and battery controller is 
highly expected.  

This chapter presents a design on the robust PI-based coordinated control of 
governor, pitch and battery on isolated hybrid wind-diesel power system to control 
frequency fluctuation. The simple 1st order PI controller is used in this study, it is 
easy to implement in industry. To take system uncertainties into account in the 
control design, the inverse additive perturbation [19] is applied to represent all 
unstructured uncertainties in the system modeling. Moreover, to improve 
performance of the system, another objective is to increase the damping ratio and 
place the closed-loop eigenvalues of the electromechanical mode in a D-shape 
region. Then the genetic algorithm (GA) is used to solve the optimization problem. 
Then eigenvalue analysis against variation of fluid coupling parameter is applied to 
check whether adaptivity enhanced controller design is necessary or not. The 
simulation studies have been done to evaluate performance, effectiveness and 
robustness of proposed control design in comparison with that of conventional 
controller design against various operating conditions. 

5.2.  Problem Formulation 
Figure 5.1 depicts the basic system configuration of an isolated hybrid wind-diesel 
power system which will be used to design the coordinated robust frequency 
controller of governor, pitch and battery controllers. The base capacity of the system 
is 300 kW. This system consists of a diesel generator, a wind power generation and 
the load [7]. The rated capacities of diesel and wind power generation are 150 kW 
and 150 kW, respectively. The wind power generation produces a random active 
power, and the diesel is used to supply power to system when wind power could not 
adequately provide power to customer. 
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Figure 5.1 Basic configuration of an isolated power system with governor, pitch and 

battery controllers. 
The fluctuation of real power in the system can be expressed as follow: 
  ΔP = PGD + P GW – PL– PBATT,     (5.1) 

where ∆P is deviation of real power, PGD is real active of diesel generation,     PGW  is 
real power of wind power generation, PL is real power consumption in the costumer 
side, and PBATT is real power which is absorbed or supplied by battery energy storage. 
The deviation of real power may cause the serious problem of large frequency 
deviation in the system [17]. Furthermore, the life time of machine apparatuses on the 
load side affected by large frequency deviations will be reduced. To overcome this 
problem, maintaining the balance of real power between supply and demand in the 
system is highly needed. In this study, the real power deviation is suppressed by the 
diesel generator, the wind power generation, and the battery. Governor and pitch 
controller are equipped in the diesel side and the wind side, respectively, to help 
balance the distribution of real power in the system. However, the ability of the 
governor and pitch controllers to provide frequency control is not adequate due to 
their slow response. Accordingly, the battery energy storage is installed in the system 
to fast compensate for surplus or insufficient power demands, and minimize 
frequency deviation.    
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Here, the proposed control design method is applied to design the coordinated 
control of governor, pitch and battery. The coordinated controllers are able to 
improve the performance and also minimize the interaction of the controllers. 

5.3.  Mathematical Modeling of Studied Power System 
For mathematical modeling, the transfer function block diagram of the isolated power 
system used in this study is shown in Fig. 5.2. This model consists of the following 
subsystems: the wind dynamic model, the diesel dynamic model, the governor 
control of diesel side, the battery unit, the pitch control of wind side, and the power 
network model. However, this model is primarily based on the frequency problem in 
the system hence do not take the voltage deviation into account in the system 
modeling.  

 
Figure 5.2 Block diagram of a hybrid wind-diesel power generation with battery 

controllers. 
The linearized state equation of the hybrid wind-diesel power system shown in 

Fig. 5.2 can be expressed as 

  uBXAX 
 ,      (5.2) 

  uDXCY  ,      (5.3) 
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where the state vector T
TDGDS PFPFPFFPPfX ][ 3211  , the output 

vector  TGWs PfY  , the output vector consists of  the deviation of output 
power of wind power ( GWP ), and the system frequency deviation ( Sf ). The input 
(or control) vector  TBATTPITCHGOV uuuu  , where GOVu , PITCHu  and 

BATTu are the control signal of the governor, the pitch controller and the battery 
controller, respectively. 

5.4.  Configuration of Governor, Pitch and Battery Controllers 

 
Figure 5.3 Block diagram of governor controller (KGOV). 

 
Figure 5.4 Block diagram of pitch controller (KPITCH). 

 
Figure 5.5 Block diagram of battery with the controller (KBATT). 

As shown in Fig. 5.3 and Fig. 5.4, the governor controller (KGOV) and the pitch 
controller (KPITCH) are represented by a simple 1st order PI controller which uses 
system frequency deviation (ΔfS) and output power of wind power (ΔPGW) as a 
feedback input signal, respectively. Moreover, the battery block diagram is depicted 
in Fig. 5.5. The battery diagram consists of two transfer functions, i.e. the battery 
model and the PI based frequency controller. Based on [18], the battery can be 
modeled by the first-order transfer function with time constant TBATT = 0.3 sec. In this 
work, the battery controller is presented by practically a 1st order PI controller with 
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single feedback input signal, system frequency deviation (ΔfS). The rated capacity of 
inverter is 15 kW (0.05 pu), and the rated capacity of battery is 30 kWh. Note that the 
system in (1) is a multi-input multi-output (MIMO) system.  

5.5  Optimization Problem 
In this study, the objective function is formulated to minimize the infinite norm of 


 )1/( GKG . Therefore, the robust stability margin of the closed-loop system will 

increase to achieve near optimum, and the robust stability of the power system will 
be improved. In addition, the problem constraints are the controller parameters 
bounds. Another objective is to limit the maximum overshoot by increasing the 
damping ratio of the hybrid wind-diesel power system in a D-shape region in the s-
plane [20]. The conditions will place the closed-loop eigenvalues of the hybrid wind-
diesel power system in the D-shape region characterized by 

spec  and spec  as 
shown in Fig. 5.6. 

 
Figure 5.6 D-shape region in the s-plane where spec  and 

spec  . 
Therefore, the design problem can be formulated as the following optimization 
problem. 

 Minimize    


 )1/( GKG ,      (5.4) 
 Subject to    specspec   , .     (5.5) 

  
max,,,min,, iPiPiP KKK  ,       

  
max,,,min,, iIiIiI KKK  , 3,..,1i , 
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where  and 
spec  are  the actual and desired damping ratio of the dominant mode, 

respectively;  and 
spec  are the actual and desired real part of the dominant mode, 

respectively.; KP,min and KP,max are the maximum and minimum controller gains, 
respectively; KI,min and KI,max are the maximum and minimum integral parameter of PI 
controllers,  respectively. This optimization problem is solved by GA [21] to search 
the proposed PI controller parameters. 

5.6.  Designed Results 
In the optimization, the ranges of search parameters are set as follows: spec , 

desired damping ratio, is set as 0.3, 
spec , desired real part, is set as -0.3. KP,i,min and 

KP,i,max, minimum and maximum gains of governor, pitch and battery controller, are 
set as 1 and 300, KI,i,min and KI,i,max, minimum and maximum integral parameter of 
governor, pitch and battery controller, are set as 0.01 and 40. Moreover, the GA 
parameters are set as follows: crossover probability is 0.9, mutation probability is 
0.05, population size is 100 and maximum generation is 100. Consequently, the 
convergence curve of the objective function can be shown in Fig. 5.7. The 
convergence curve shows that GA can bring the value of 

 )1/( GKG for nominal 
operating condition down to 3.46 . 
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Figure 5.7 Objective function versus iteration. 
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As a result, the proposed PI controllers are given as follows, 

  s
KGOV

27.9729.96 

,     
(5.6) 

  s
KPITCH

063.2294.21  ,     (5.7) 

  s
KBATT

557.28069.72  .     (5.8) 

In simulation studies, the performance and robustness of the proposed PI 
controllers are compared with those of PI-controller [7] and conventional PI 
controllers optimized without considering robustness. The conventional PI controller 
is referred to as “C-PI controller”. Note that the control parameters of the C-PI 
controller and the proposed PI controller are optimized based on the same 
specification in the nominal operating condition. The design objective of the C-PI 
controller is to move the dominant mode to the D-shape region in the s-plane as 
shown in Fig. 5.6. The C-PI controller are given as follows, 

  s
KGOV

285.29108.44  ,     
(5.9) 

  s
KPITCH

703.339.24  ,
     (5.10) 

  s
KBATT

307.1307.44  .
     (5.11) 

Table 5.1 Eigenvalue and damping ratio of dominant mode. 
Cases Eigenvalues, damping ratios 
PI - controller [7] -0.2746 ± j 2.0389, ζ= 0.133 
C-PI controller -0.4350 ± j 1.3604, ζ = 0.305  
Proposed PI Controller -0.4755 ± j 1.2929, ζ = 0.345 

 
Table 5.1 shows the eigenvalues and damping ratios of dominant mode for 

nominal operating condition. Clearly, the desired damping ratio of dominant mode is 
achieved by the proposed PI controller and C-PI controller. Moreover, the damping 
ratio of both C-PI controller and proposed PI controllers are improved as designed in 
comparison with PI controller [7]. 
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Next, to investigate the robustness and performance of the controllers, the locus 
of eigenvalue corresponding to dominant mode is shown in Fig. 5.8 when KIG (fluid 
coupling) is varied from -90% to 90% of the nominal values. When fluid coupling 
increases, the dominant mode tends to move to the lack of the system damping. In the 
case of PI-controller [7], the dominant mode tends to move in the right direction or to 
the unstable region. The dominant mode of C-PI controller also moves to outside of 
the D-shape region in the s-plane. On the other hand, proposed PI controller is more 
robust against fluid coupling variation. Dominant mode of the proposed PI controller 
is still in the D-shape region for all KIG variations. The result confirms that the 
proposed PI controller designed with considering system uncertainties is much 
superior to both PI-controller [7] and C-PI controller in terms of robustness. 
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Figure 5.8 Root loci of dominant mode. 

The eigenvalue analysis shows that the robust control design in this smart micro grid 
power system provides satisfactory performance for various operating conditions. As 
a result, adaptivity enhanced robust controller design is not necessary to be applied in 
this system. 
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5.7.  Simulation Studies 
The effectiveness, performance, and robustness of the proposed controllers are 

examined by simulation studies under three operating conditions as shown in Table 
5.2. 

Table 5.2 Operating conditions. 
Cases Disturbances 
1 Step input of wind and load power 
2 Random wind power input 
3 Simultaneous random wind power and load change. 

 
Case 1: Step input of wind and load power 
In case 1, step increase of 0.01 pu on the system base of 300 kW in the wind 

power input and load change are applied to the system at  t = 5.0 s. Fig. 5.9 and Fig. 
5.10 show the system frequency deviation. In system with PI controller [7], the peak 
frequency deviation is very large and takes longer time to reach steady-state. This 
indicates that the pitch controller in the wind side and the governor in the diesel side 
do not work well. On the other hand, in case of the C-PI controller and the proposed 
PI controller are able to reduce frequency deviation significantly.  
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Figure 5.9 System frequency deviation against a step change of wind power. 
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Figure 5.10 System frequency deviation against a step change of load power. 

Case 2: Random wind power input. 
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Figure 5.11 Random wind power input. 

In this case, the system is subjected to the random wind power input as shown in 
Fig. 5.11. Under nominal operating condition, the system frequency deviation in this 
case is depicted in Fig. 5.12. The simulation result shows that the control effect of the 
proposed PI controller is better than the PI controller [7] and the C-PI controller. The 
frequency oscillation in the case of the proposed controller is damped very well. 
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When the fluid coupling (KIG) is increased by 30 % from the nominal values, the 
C-PI controller is sensitive to this parameter change. It is still not able to work well as 
depicted in Fig. 5.13. In contrast, the proposed PI controller is able tolerate this 
condition. 
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Figure 5.12 System frequency deviations under nominal system parameters. 
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Figure 5.13 System frequency deviations under a 30 % increase in KIG. 

Next, the robustness of frequency controller is evaluated by an integral square 
error (ISE) under variations of system parameters. For 100 seconds of simulation 
study under the same random wind power in Fig. 5.11, the ISE of the system 
frequency deviation is defined as 
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   
100

0

2dtfISE S  .      (12) 
Figure 5.14 shows the values of ISE of system frequency under the variation of 

KIG from -30 % to +30 % of the nominal values. As KIG increases, the values of ISE 
in the case of the C-PI controller highly increase. On the other hand, the values of 
ISE in case of the proposed PI controller are much lower and almost constant. 

 

 
Figure 5.14 Variation of ISE under a change in KIG. 

 

0 20 40 60 80 100
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

Time (sec)

Ra
nd

om
 lo

ad
 po

we
r d

ev
iat

ion
 (p

u k
W

)

 
Figure 5.15 Random load change. 
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Case 3: Simultaneous random wind power and load change. 
In case 3, the random wind power input in Fig. 5.11 and the load change in Fig. 5.15 
are applied to the system simultaneously. Figure 5.16 shows the system frequency 
deviation under nominal system parameters. By the proposed PI controller, the 
frequency deviation is significantly reduced in comparison to that of the C-PI 
controller.  
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Figure 5.16 System frequency deviations under nominal system parameters. 

 
Figure 5.17 Variation of ISE under a change in KIG. 

Next, the values of ISE of system frequency are shown in Fig 5.17, under the 
variation of KIG from -30 % to +30 % of the nominal values when the system is 



 89 

subjected to the random wind power input in Fig. 5.11 and the load change in Fig. 
5.15. Clearly, the ISE in case of the C-PI controller increases while KIG is increased. 
This implies that the stabilizing effect of the C-PI controller is deteriorated at high 
fluid coupling of the system. On the other hand, the values of ISE in the case of the 
proposed PI controller are almost constant. These simulation results confirm the high 
robustness of proposed controller against the random wind power, load change, and 
system parameter variations. 
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Figure 5.18 Power output of battery in case 3. 
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Figure 5.19 Energy storage ratio of battery in case 3. 
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Finally, the power output and energy storage ratio of battery for frequency 
stabilization are shown in Fig. 5.18 and Fig. 5.19, respectively. In this study, we 
assume that the reference of energy storage ratio is 50%. The simulation results show 
that both power output of the C-PI controller and the proposed PI controller can 
properly remain within the allowable limit. In addition, the energy storage ratio 
deviation in the case of proposed PI controller is smaller than that of C-PI controller. 
This indicates that the proposed PI controller can appropriately charge/discharge 
electrical energy with the power system. Accordingly, the frequency fluctuation 
stabilizing effect by the proposed PI controller is superior to that of the C-PI 
controller. 

5.8 Conclusion 
The robust PI–based coordinated frequency control of governor, pitch and battery 

controllers in the isolated wind-diesel hybrid power system has been proposed in this 
work. The controller of governor, pitch and battery are optimized simultaneously 
based on the proposed method. The inverse additive perturbation has been applied to 
model the power system with unstructured uncertainties. Moreover, the performance 
condition in the damping ratio of the dominant mode is applied to formulate the 
optimization problem. In this work, the structure of the proposed controllers of 
governor, pitch and battery is the first-order PI- controller. To get the proposed PI 
controller parameters, the genetic algorithm (GA) is employed to solve the 
optimization problem. Moreover, based on the eigenvalue analysis, the adaptivity 
enhanced control design is not necessary to be applied.  Simulation studies have been 
done to confirm that the performance and robustness of the proposed robust PI- based 
controller of governor, pitch and battery is much superior to that of the conventional 
controller under random wind power input, load change and variations of system 
parameters. 
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CHAPTER 6 
ROBUSTNESS AND ADAPTIVITY ENHANCED PSS 

DESIGN FOR STABILIZATION OF 
INTERCONNECTED SMART POWER SYSTEM WITH 

HIGH RENEWABLE ENERGY PENETRATION 
 

This chapter applies the proposed control method to design of power system 
stabilizer (PSS) in a two-area four-machine power system by considering robustness 
and adaptivity. First, generator and exciter models, power system equipped with PSS 
are explained. To take system uncertainties such as various generating and loading 
conditions, system nonlinearities etc., into consideration, the concept of enhancement 
of inverse additive perturbation is formulated as the optimization problem of PSS 
parameters. The GA is applied to solve for PSS parameters. Eigenvalue analysis 
against variation of inertia constant and tie line power flow are used to evaluate 
whether an adaptive robust control design is necessary or not. An adaptive robust 
PSS design will be applied to improve performance of PSS whenever robust 
controller doesn't able to provide satisfactory performance. The performance and 
effectiveness of the proposed method have been investigated in an interconnected 
power system in comparison with a conventional PSS (CPSS). Nonlinear simulation 
studies are carried out to evaluate performance and robustness of the proposed PSS in 
comparison with that of PSS designed without considering robustness against several 
system uncertainties. 

6. 1.  Introduction 
When large power output RE connected to grid, the number of conventional rotating 
type of generators in operation decreases, which results in the reduction of total 
inertia constant. This makes the power system stability weak [1, 2].   
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To handle the synchronous stability, power system stabilizer (PSS) has been selected 
as a cost effective device to provide the additional damping via the excitation system 
[3, 4]. However, the performance of PSS depends on the dynamic characteristic of 
the power system. When DREGs are connected to the grid, the uncertainty of RE 
generations may cause the dynamic characteristic of the power system changeable. 
Therefore, we need to re-estimate the system to adjust PSS parameters to enhance the 
stability of the power system. 
Several approaches based on modern and robust control theories have been 
successfully applied to design PSS such as eigenvalue assignment [5], linear 
quadratic regulator [6], H∞ control [7, 8], fixed structured robust control [9] etc., 
However, PSS was designed for normal operating condition and could not adapt to 
extreme power system conditions due to the high penetration of renewable energies. 
Moreover, all system parameters and exact mathematical models are needed in the 
design. It is difficult to be applied to the system which has no system parameters and 
exact mathematical model. 

To overcome the problem, this chapter presents proposed technique that gives 
adaptivity as well as robustness to the conventional type of controllers. In adaptive 
control, the controller parameters are changed depending on the situations. However, 
it is not desirable that the parameters are changed too frequently. It is preferable that 
the parameter alteration is done at the right moment. Here a system identification 
technique and the robust controller design method described in chapter 4 are 
combined into an indirect adaptive controller design. The identified model is used to 
monitor discrepancy between the actual power system output and the expected output 
(model output). When a large discrepancy is detected, a new set of controller 
parameters is determined to adapt to the new situation. The effectiveness of proposed 
method is evaluated in interconnected power system with high renewable energy 
penetration against various line flow conditions and inertia constant in comparison 
with the conventional PSS and robust PSS (RPSS) without considering adaptivity. 
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6.2.   Power System Modeling 
6.2.1 Two-area four-machine interconnected power system 

The configuration of a two-area four-machine interconnected power system [10] in 
Fig. 6.1 is used as the studied system. Each generator is equipped with a simplified 
exciter. The wind farms are located on buses 4 and 14, and PV generations are 
installed on buses 2 and 15 with maximum generating capacities 2,500 MW. In this 
study, the RE generations are modeled by the random active power source. Therefore, 
the changing of a dynamic characteristic of power systems may occur because of 
large amounts of power input from RE power generation or other extreme conditions 
such as some conventional generators being stopped when output power of RE 
generation significantly increases. To overcome this problem, readjustment of PSS 
parameters is highly needed.  

 
Figure 6.1 The configuration of a two areas four machines interconnected power 

system. 
The generator in the systems is represented by the 5th -order model consisting of the 
swing equation, the generator internal voltage, and sub transient electro-magnetic 
fields (emfs) equation [11]. The swing equations can be written as   

   1


 r ,                               (6.1) 
    MDPP em /)1( 



 .                 (6.2) 
The internal voltage, 

'
qE  is given by 

    '
0

''' /)( dqdddfdq TEixxEE 
 .                (6.3) 



 97 

The sub transient emfs equations can be written as 
    ''

0
''''''''' /)( ddddqqq TixxEEE 

 ,               (6.4) 
    ''

0
'''''''' /)( qqqqdd TixxEE 

 .               (6.5) 
where    is the angular velocity, 

 is derivation of the angular velocity,   is the 
rotor angle, 

 is derivation of the rotor angle, M  is the inertia constant, D  is the 
damping coefficient, mP  is the mechanical input to the generator, eP  is the electrical 
output, 2r f  is the rated angular velocity , f  is the system frequency, ''' , dd EE  are 
direct  axis transient and sub transient voltage, ''' , qq EE  are quadrature  axis transient 
and sub transient voltage, fdE  is field voltage, ''' ,, ddd xxx  are synchronous, transient 
and sub transient direct axis reactances, ''' ,, qqq xxx  are synchronous, transient and sub 
transient quadrature axis reactances, ''

0
'
0 , dd TT  are transient and sub transient direct 

axis time constants, ''
0qT  is sub transient quadrature axis time constants, di  is direct 

axis component of stator current, and  qi is quadrature axis component of stator 
current. And the real power output of the generator is described as 

  qdqdqqdde iiXXiEiEP )()( ''''''''                  (6.6) 

6.2.2 Excitation System 

 
Figure 6.2 IEEE type-ST1 excitation systems. 

The excitation system can be represented by the IEEE type-ST1 system as shown in 
Fig. 6.2, and is described by 
    AfdPSSrefAfd TEuvVKE /)( 

 ,                 (6.7) 
    2/122

qd vvv  ,                 (6.8) 
  qqd ixv  ,                  (6.9) 
  ddqq ixEv ''  ,                 (6.10) 
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where AK is gain of the excitation system, AT is time constant of the excitation 
system, fdE  is field voltage , dv  is direct axis component of terminal voltage, and  

qv is quadrature axis component of terminal voltage, PSSu  is output signal of PSS and 

refV is reference voltage, respectively. 
6.2.3 Power System Stabilizer Model 

 
Figure 6.3 Block diagram of power system stabilizer (PSS). 

As shown in Fig. 6.3, the PSS is modeled by two blocks diagram. The first block is 
wash out with time constant TW=10s, the second block is a controller which 
represented by the 2nd order lead/lag controller [12], where Δω is an angular velocity 
deviation as input signal of PSS, ΔuPSS is the control output signals of the PSS 
controller. PK  , 1PT , 2PT , 3PT  and 4PT  are gain and time constants of PSS.  

6.3 Optimization Problem Formulation 

6.3.1 Robust PSS Design 
The objective function to improve the robustness of controller and to enhance the 

damping of dominant modes is formulated as follows, 
  Minimize      


 )1/( GKG                           (6.11) 

  Subject to     
specspec   , ,              (6.12) 

    ,min ,maxi i iK K K  , 
    ,min ,maxij ij ijT T T  , 
    1,2,i   1, 2j  , 
where   and spec  are the actual and desired damping ratio of the dominant inter-
area oscillation mode, respectively;   and spec  are the actual and desired real part, 
respectively;  ,maxiK  and ,miniK  are the maximum and minimum controller gains, 
respectively; ,maxijT and ,minijT  are the maximum and minimum time constants,  
respectively. This optimization problem is solved by GA. 
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 6.3.2 Adaptive Robust PSS. 

The flow chart of the proposed adaptive robust PSS design is shown in Fig. 6.4. Each 
step of the proposed adaptive robust PSS design is explained as follows, 

 
Figure 6.4 Flow chart of the proposed adaptive control design method. 

Step 1. Comparison of the real system and the estimated model 

In this step, we compare the output signal of both the real and the estimated system. 
The result of the comparison between the real and estimated model is called 
'mismatch error'. The estimated model will be updated whenever the mismatch (Δε), 
exceeds predetermined bound (Δεspec).  Δεspec is predetermined by the power control 
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designer according to the error tolerance required. A memory is used as "model and 
controller bank" to store a new estimated model and controller parameters. The 
system will look at memory to check the availability of the matching estimated when 
mismatch error exceeds Δεspec, re-uses the suitable model & controller parameters 
directly without model identification and controller parameters tuning. Otherwise, the 
system will develop a new estimated model and tune PSS parameter. 

The mismatch (Δε) is calculated by the following equation: 

  yy ˆ       (6.13) 

where y is the measured output of the real system (angular velocity deviation) and 

y  
is the output of the estimated model. 

Step 2. Develop a new estimated model 

Develop a new estimated model using output error (OE) system identification so that 
the mismatch error becomes less than or same as specification. If the mismatch error 
is greater than specification ΔεNew,spec, the engineer need to develop a new estimated 
model again using set of data. In this study, the estimated model is represented by a 
transfer function of 5th order identical to the order of the real synchronous generator 
modeled by Modelica/Dymola which uses the 5th order nonlinear model.  

 
Figure 6.5. Structure of Output Error (OE) for single generator 
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Figure 6.5 depicts the structure of the OE model for each single generator model in 
the studied power system. The generator is fitted with the automatic voltage regulator 
(AVR), an excitation system, and the PSS. To construct estimated model, the input 
signal of OE model is the PSS's output signal, and the measured output of real system 
is the angular velocity deviation of the generator. Then OE identification will search 
the estimated model by minimizing the output error between the estimated model and 
real generator model. There are two sets of data. The first set of data is used to model 
identification, and the second set of data is needed as model validation. The length of 
each data is 60 s or 1 minute. Note that, the estimated model is representation of 
generator with AVR and an excitation system.  

Step 3. Controller parameters tuning 

Based on the new estimated model, parameters of the ‘virtual controller’ will be 
tuned by considering system uncertainties and increasing the damping ratio of the 
dominant mode of the power system. Note that, the ‘virtual controller’ parameters are 
tuned and that therefore the actual system behavior is not affected by the tuning. To 
tune controller parameters, the optimization problem in (6.11) and (6.12) is solved. 

Step 4. Store the new estimated model and the new controller parameters in the 
memory. 

After the new controller parameters are successfully obtained to improve the 
robustness and performance of the system, the new estimated model and the new 
controller parameters will be stored in the memory to be used in the similar situations 
in the future without model identification and controller parameters tuning. 

Step 5.  Apply the new controller parameters to the actual controller, and return to 
step 1.  

6.4 Designed Results 

    In optimization, the ranges of search parameters and GA parameters are set as 
follows: desired damping ratio ( spec ) is set as 0.1, desired real part of the inter-area 
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oscillation mode ( spec ) is set as -0.1, minimum and maximum gains of PSS 
( ,miniK and ,maxiK ) are set as 1 and 30, minimum and maximum time constants of PSS 
( ,minjiT and ,maxjiT ) are set as 0.01 and 1. Consequently, the robust control parameters 
(RPSS) are obtained as follows. 
   
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
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In simulation studies, the performance and robustness of RPSS are compared with 
Conventional PSS (CPSS) [13]. Then eigenvalue analysis is carried out to evaluate 
the robustness of both CPSS and RPSS. The loci of eigenvalue when tie line power 
flow is varied from 2.5 to 4.5 pu are depicted in Fig. 6.5. At the very high power flow 
condition, CPSS is not able to stabilize the first mode, its eigenvalues move to 
unstable region. On the other hand, RPSS is robustly able to stabilize all dominant 
modes. 

 
Figure 6.6 Root loci of dominant modes against Ptie variations. 
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Table 6.1 Operating Conditions. 
Case G1 G2 G3 G4 Load 

Normal Condition 
(Case 1) 

PG =6.0 PG =5.5 PG =5.5 PG =5.5 L1=10, L2 = 12 

Heavy line load 
(Case 2) 

PG =7.5 PG =6.0 PG =4.5 PG =4.0 L1=10, L2 = 12 

Heavy line flow and 
weak line (Case 3) 

PG =9.0 PG =4.5 PG =5.0 PG =4.0 L1=12,  L2 = 13 

Note: PG = Generation power (pu), L=Load power (pu), Base = 900 MVA 

Next the performance of PSSs is evaluated by simulation studies. Nonlinear 
simulations of three case studies in Table 6.1 are carried out under the penetration of 
wind power generations and PV generations penetrations.  
In each case, the eigenvalue analysis against inertia constant variation is evaluated to 
check whether the adaptive robust PSS method is necessary or not. The inertia 
constant of all generators is varied from 4.0 p.u. to 6.5 p.u. Figure 6.7, Fig. 6.8 and 
Fig. 6.9 show the loci of eigenvalue in case 1, case 2 and case 3, respectively. These 
results show that the stability of the system becomes weak when the inertia constant 
decrease.  

 
Figure 6.7 Root loci of dominant modes against inertia constant variations in case 1. 
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Figure 6.8 Root loci of dominant modes against inertia constant variations in case 2. 

 
Figure 6.9 Root loci of dominant modes against inertia constant variations in case 3. 

In practice, damping of rotor swings is considered to be satisfactory if the damping 
ratio ζ = 0.05 [11]. Based on the eigenvalue analysis, the damping ratio of both RPSS 
and CPSS become less than 0.05 when the inertia constant go down till very low. 
Especially in case 3, the CPSS becomes unstable. On other hand, even though RPSS 
is able to keep all the dominant modes in stable area, the first dominant mode moves 
to outside of satisfactory damping ratio ζ = 0.05. As a result, in the case that inertia 
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constant is very low due to high penetration of renewable energy, the performance of 
robustness is not enough; we need to combine the robustness with adaptivity to 
stabilize extreme conditions. 

6.5 Simulation Results 

Nonlinear simulation studies performed by Dymola with ObjectStab are carried out 
to evaluate the effectiveness and robustness of optimized RPSS when the system is 
subjected high RE penetrations and some faults are applied to the system. In the first 
part of this section, the author shows the simulation results with the robust and not 
adaptive controller. The simulation results are used to describe the difference 
between the robust control without adaptive and the adaptive robust control.  
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Figure 6.10 Wind power generation. 

In simulation studies of all cases, wind power generations [PW1] and [PW2] as 
shown in Fig. 6.10, are injected to bus 4 and bus 14, respectively. And PV power 
generations [PV1] and [PV2] as shown in Fig. 6.11, are injected to bus 4 and bus 14, 
respectively.  Simulation results under three case studies are carried out as follows: 
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Figure 6.11 PV power generations. 

Case 1: System with and without three phase faults on bus 101.  
a) Without three phase faults 

First, performance of controller at the system without three phase faults is evaluated. 
Fig. 6.12 and Fig. 6.13 show tie-line power deviation and angular velocity deviation 
in case 1, respectively. CPSS and RPSS are able to damp power oscillations due to 
RE power fluctuations. 
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Figure 6.12 System responses of tie line power in case 1 without fault. 
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Figure 6.13 System responses of angular velocity deviation in case 1 without fault. 

b) With three phase faults 
Then a three phase fault is applied to the system on bus no. 101 at t = 5.0 s, Fig. 6.14 
shows the responses of speed deviation of all generators. CPSS and RPSS are able to 
damp power oscillations. Nevertheless, the overshoot and setting time of power 
oscillations in the cases of RPSS are lower than those of CPSS. The angular velocity 
deviation oscillation reaches zero value in the shortest period. 
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Figure 6.14 Simulation results of case 1 with 3 phase faults at Bus 101. 
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Case 2: The tie line power flow is increased from 2.5 pu to 4.5 pu. 
a)    Without fault. 

The response of tie line power flow and angular velocity without fault are shown in 
Fig. 6.15 and Fig. 6.16, respectively. The figures depict that the RPSS provide more 
damping effects than CPSS [12]. The damping effect of CPSS is deteriorated. On the 
other hand, the power oscillations are effectively stabilized by RPSS. The RPSSs are 
rarely sensitive in this condition 
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Figure 6.15 System responses of tie line power flow in case 2 without fault. 

 

 
Figure 6.16 System responses of angular velocity in case 2 without fault. 
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     b)  With fault. 
At first, the tie-line power transfers from areas 1 to 2 via two lines of tie-line 3-

101, then one line is suddenly opened at 5 s and is cleared 70 ms later. Figure 6.17 
shows the system response of angular velocity deviation in case 2 when the fault is 
applied. It can be seen that, when the tie-line flow is highly increased, the stabilizing 
effect of CPSS is significantly deteriorated. The power oscillation is very severe and 
takes long time to reach zero. In contrast, the RPSS is robustly able to damp the 
power oscillation. 

 
Figure 6.17 System responses in case 2 with fault in tie-line 3-101. 

 
Figure 6.18 System responses of angular velocity in case 3 without fault. 
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Case 3: The system with and without fault on bus 101 with tie-line power 4.5 pu 
a) Without Fault 

The system response of angular velocity in case 3 without fault is shown in Fig. 6.18. 
CPSS fails to damp the angular velocity oscillation. On the other hand, the robust 
PSS can tolerate this situation.  
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Figure 6.19 System responses of tie line power in case 3 with fault. 

 

 
Figure 6.20 System response of angular velocity deviation in case 3 with fault. 
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In the heavy tie-line flow of case 3, the angular velocity deviation of all generator 
and tie-line power deviations are depicted in Figs. 6.19 and 6.20, respectively, when 
the temporary three phase fault occurs on bus 101 for 70 ms. The CPSS completely 
loses the stabilizing effect at both fault locations. The tie-line power flow severely 
oscillates and the system becomes unstable. On the contrary, the RPSS can robustly 
tolerate this situation. The power oscillations are absolutely damped. These results 
confirm that the robustness of RPSS is much superior to that of the CPSS under any 
line flow conditions and fault locations. 

 
Figure 6.21 The system response of angular velocity in case 3 before and after high 

penetration of renewable energy.  

Next, the high penetration of renewable energy to the system is used to evaluate the 
performance of RPSS. The response of angular velocity deviation in case 3 with low 
RE penetration and high RE penetration is shown in Fig. 6.21. The figure shows that 
the stability of power system becomes weak in the case of high RE penetration. The 
oscillation of angular velocity deviations of high RE penetration are significantly 
increase in comparison with that of low RE penetration. Therefore, the RPSS 
controller design by considering adaptivity is highly needed. 
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First, identification system should be applied to construct estimated model. In this 
study, the estimated model is represented by a transfer function of 5th order identical 
to the order of the real synchronous generator modeled by Modelica/Dymola which 
uses the 5th order nonlinear model. The period of data which be used in the 
identification is 60 s. After the OE model identification applied, the transfer function 
of the estimated model of each generator is obtained as follows, 
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The eigenvalues of all estimated models are shown in Table 6.2: 
Table 6.2 Eigenvalues of Estimated model 

No Eigenvalue No Eigenvalue 
1 0.00035 8 -0.00359 
2 0.00031 9 -2.19 
3 -0.0025 10 -0.6 ± j1.9 
4 -0.345 11 -0.655 ± j0.6 
5 -0.00173 12 -0.228  ± 0.3 
6 -0.164 13 -0.0007 ±j0.0035 
7 -0.00051 14 -0.251± j0.32 

 Table 6.2 shows that there are two positive real eigenvalues. Both of the two real 
eigenvalues should be zero. Theoretically, the angle terms in the speed rows of the 
state matrix should sum to zero, i.e., the state matrix should be singular [14]. This 
singularity is caused by the fact that an equal change in each of the generator angles 
has no effect on the power flow in the interconnecting network. Round-off errors in 
calculation, and errors in the initial conditions determined by the iterative load flow 
solution, have made this sum nonzero [14]. In the case of the estimated model above, 
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the sum both of two real eigenvalues is 0.00004. It is a very small error. On the other 
hand, all the complex modes are stable. The result shows that the estimated model is 
acceptable. 

 

Figure 6.22 Validation of estimated model in case 3 with high RE penetration. 

The estimated models are validated using a different set of data with the period of 
data 60 s. The simulation results of angular velocity deviation of each generator in 
case 1 using validation data are shown in Fig. 6.22. The simulation results show that 
the error between the measured output of the real system and the estimated model are 
smaller than specification, where the estimated model fit G1, G2, G3 and G4 are 
91.92%, 92.77%, 93.39% and 91.89 %, respectively. The results confirm that the 
estimated model has a similar characteristic with the real system. 

However, the set of data measurement is composed of many oscillatory components 
with different frequencies and contain noises. In general, noises occur at high 
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frequencies which are beyond the frequency of power system oscillations. To 
improve the quality of estimated model, the noises elimination technique is carried 
out prior to the detection of power oscillation modes.  
To eliminate noises, the Discrete Fourier Transform (DFT) filtering is employed. The 
original measured oscillation data is filtered by low pass DFT filter to obtain the 
extracted frequency component. Then the extracted oscillation data is constructed by 
applying inverse DFT (IDFT) to the extracted frequency component. Meanwhile, the 
unwanted frequency components such as local oscillation data and noises with higher 
frequencies can be eliminated and the original signal can be filtered into signals 
containing mainly power oscillations. Finally, these data can be applied to construct 
estimated model using OE identification. The estimated models of each generator 
using low pass filter are shown in Figure. 6.23. The results show that the quality of 
estimated models is better than the estimated models without filtering. 

 
Figure 6.23 Validation of estimated model in case 3 using low pass filter. 

Based on the new estimated model, PSS parameters are tuned using the proposed 
robust control design. In the optimization, the ranges of controller parameters are set 
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as follows: Kp,min and Kp,max are set as 1 and 30, Tp,i,min and Tp,i,max are  set as 0.001 and 
1, spec is set as 0.1 and spec is set as -0.1. As a result the PSS parameters are changed 
as follows, 
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Figure 6.24 The system responses before and after PSS parameters tuning without 
fault. 

The response of angular velocity deviation of each generator after applying the new 
PSS parameters is shown in Fig. 6.23. The overshoot and settling time of angular 
velocity deviations in the case of the after PSS parameters tuning are much lower 
than those of the before PSS parameters tuning. All simulation studies above show 
that the proposed technique gives adaptivity as well as robustness to the conventional 
type of controllers and is able to improve stability effectively. 
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6.6. Conclusions 
Based on the results above, by applying adaptivity as well as robustness to the 

conventional type of controllers, the controllers are able to stabilize not only in low 
RE penetration, but also in extreme condition and high RE penetration. Without the 
availability of all system parameters and exact models, steady state data obtained 
from each generator can be used to construct estimated model by employing EO 
identification system. The estimated model can be used to tune PSS parameters. To 
take system uncertainties into consideration in the PSS optimization, the inverse 
additive perturbation has been applied to represent unstructured system uncertainties. 
To improve the system robust stability against system uncertainties, the PSS 
parameters have been automatically optimized by GA. A number of simulation tests 
in the two-area four-machine power system confirm that the proposed PSS control 
design is effective to stabilize the system against various line flow conditions and  
inertia constant due to RE penetration in comparison with the conventional PSS and 
RPSS without considering adaptivity. 
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CHAPTER 7 

CONCLUSION 
 
7.1. Conclusion 

In this thesis, the robustness and adaptivity enhanced controller design to 
improve dynamic stability in smart grid power system with high renewable 
penetration has been proposed. In this thesis, the existing controllers, most of which 
are PID or lead-lag controllers are optimized, so that they can exhibit better 
performance and that if this alone cannot attain desirable performance, new devices 
will be installed. The unstable outputs of renewable energy generation units cause 
frequency deviation from the rated value in micro grid power system. Moreover, 
when a large portion of the power demand is covered by the power from the 
renewable energy, the number of conventional rotating type of generators in 
operation decreases, which results in the reduction of total inertia constant. This 
makes the power system stability weak. To overcome this problem, improvement in 
the damping factor must be done. In order to achieve this, controller should properly 
function where robustness is much desirable against system uncertainties such as 
various generating and loading conditions, unpredictable network structures, 
variations of system parameters etc. However, when the variations of sensitive 
variables are large, giving robustness to the controllers is not enough. We need to 
make the controllers adaptive to the changes in operating conditions due to the high 
penetration of RE sources. Then a technique that gives adaptivity as well as 
robustness to the conventional type of controllers is proposed. The proposed robust 
control design has the following practical features. 

1. Designing existing structure (PID or Lead/lag controller) by considering 
robustness and adaptivity.  The existing structure of controller is easy to be 
implemented in utility and costless. In adaptive control, the controller 
parameters are changed depending on the situations. By considering the 
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robustness, it is not desirable that the parameters are changed too 
frequently. It is preferable that the parameter alteration is done at the right 
moment.  

2. The identified model is equipped with virtual controller. The advantage of 
the feature is the parameter tuning of the controller can be done without 
disturb the real controller. The virtual controller is modeled by 
mathematical model for more flexibility and low cost.  

3. The proposed control design method is able to store several good models 
and corresponding controller parameter sets in memory, and re-uses them 
in the similar situations without model identification and controller 
parameter re-tuning, Then we have "Model and Controller Bank" 

4. Each control device is able to identify and tune controller parameters 
independently. As a result, no communications system necessary and cost 
of investment can be reduced.  

5. Not only PSS and energy storage (ES) controller design, it can be applied 
to design damping controller of other FACTS controllers, high voltage 
direct current (HVDC) link etc. 

A number of simulation tests for robust energy storage in hybrid wind-diesel power 
systems and adaptive robust PSS for stabilization in a two-area four-machine 
interconnected power systems with high renewable energy penetration confirm that 
the proposed controllers are very robust and gives satisfactory damping against 
various line flow conditions, inertia constant and fault locations. 

7.2 Suggestion/Further research 

There are a number of issues that are still to be addressed in the robustness and 
adaptivity enhanced controller design, 

1. The identified/estimated model can be designed by other methods to get more 
accurate and much close to real system. 

2. The proposed method can be extended to stabilize power systems containing 
a number of FACTS-based stabilizers. 
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3. It is possible to combine the robust control design with model free adaptive 
control in an interconnected power system with high renewable energy 
penetration. 
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