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#### Abstract

We prove formulae of reconstructing the order of fractional derivative in time in the fractional diffusion equation by time history at one fixed spatial point. The proof is based on asymptotics of the solution as $t \rightarrow 0$ or $t \rightarrow \infty$. The order is important for evaluating the anomaly of the diffusion in heterogeneous medium, and in particular, the order determines the decay rate of solution for large $t$. We show numerical tests for our reconstruction formula.
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## 1. Introduction

Recently anomalous diffusion phenomena have attracted great attention, which show different aspects from the classical diffusion. For example, Adams and Gelhar [1] pointed that observation data in the saturated zone of an actual aquifer deviate from simulated results by the classical advection-diffusion equation. Some anomalous diffusion can be interpreted as slow diffusion, and is characterized by the long-tailed profile in spatial distribution of densities as the time passes. Also see Berkowitz, Cortis, Dentz and Scher [4].

For the anomalous diffusion, a microscopic model was proposed by the continuous-time random walk. That is, let $x(t), t>0$ be the probability density function of location of particle at time $t$, and let us assume that the mean square displacement grows as

$$
\begin{equation*}
\left\langle x^{2}(t)\right\rangle \sim t^{\alpha}, \tag{1.1}
\end{equation*}
$$

where $\alpha>0$ is a constant (e.g., Metzler and Klafter [14], Sokolov, Klafter and Blumen [19]). The case $\alpha=1$ corresponds to the classical diffusion, and the transport phenomenon exhibits sub-diffusion for $\alpha<1$, while superdiffusion for $\alpha>1$. Thus the determination of $\alpha$ is needed for suitable simulation of the anomalous diffusion and there are many column experiments on reactive flow in heterogeneous media (e.g., Hatano and Hatano [9]). On the other hand, the anomalous diffusion subject to (1.1) can be described by a macroscopic model (e.g., [14, 19]) which is called a fractional diffusion equation. Here we consider a simplified form:

$$
\begin{equation*}
\partial_{t}^{\alpha} u(x, t)=\Delta u(x, t), \quad x \in \Omega, \tag{1.2}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{d}$, and we set

$$
\partial_{t}^{\alpha} u(x, t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-s)^{-\alpha} \frac{\partial u}{\partial s}(x, s) d s
$$

where $\Gamma(1-\alpha)$ is the gamma function. Then $u(x, t)$ describes the probability of finding a particle at location $x$ and time $t$.
First we discuss the asymptotic behavior of $u(x, t)$ to clarify the slow diffusion by comparing with other model equations. First we consider

$$
\begin{equation*}
\partial_{t}^{\alpha} u=\Delta u, \quad x \in \mathbb{R}^{d}, t>0 \tag{1.3}
\end{equation*}
$$

Henceforth by $p(x, y, t)$ we denote the fundamental solution to the corresponding equation, and for two functions $f$ and $g$ in $y$, we understand by $f \sim g$ that there exists a constant $C>0$ such that $C^{-1} f(y) \leq g(x) \leq C f(y)$ for all $y$ under consideration. Moreover let $C, C_{k}$ denote positive constants. Then for example by (3.7) in Eidelman and Kocubei [7], we have

$$
\begin{gather*}
p(x, y, t)=\pi^{-\frac{d}{2}}|x-y|^{-d} H_{12}^{20}\left[\begin{array}{c|c}
\frac{|x-y|^{2}}{4 t^{\alpha}} & (1, \alpha) \\
& \left(\frac{d}{2}, 1\right), \\
\sim C_{0}|x-y|^{-\frac{d(1-\alpha)}{2-\alpha}} t^{\frac{-\alpha d}{2(2-\alpha)}} \exp \left(-C_{1}\left(\frac{|x-y|^{\frac{2}{\alpha}}}{t}\right)\right.
\end{array}\right] \\
\text { as } \frac{|x-y|^{2}}{t^{\alpha}} \rightarrow \infty .
\end{gather*}
$$

Here $H$ is the $H$-function (see Kilbas, Srivastava and Trujillo [11], Podlubny [15]).

Next we will consider the classical diffusion equation, that is, $\alpha=1$ :

$$
\partial_{t} u(x, t)=\Delta u(x, t), \quad x \in \mathbb{R}^{d}, t>0 .
$$

Then

$$
\begin{equation*}
p(x, y, t) \sim t^{-\frac{d}{2}} \exp \left(-C_{2}\left(\frac{|x-y|^{2}}{t}\right)\right) \tag{1.5}
\end{equation*}
$$

(see e.g., Davies [6]). Finally as diffusion process on a fractal, we discuss $\partial_{t}-\Delta$ on the Sierpinski gasket $E$. We know

$$
\begin{align*}
& p(x, y, t) \sim t^{-\frac{d_{s}}{2}} \exp \left(-C_{3}\left(\frac{|x-y|^{d_{w}}}{t}\right)^{\frac{1}{d_{w}-1}}\right) \\
& x, y \in E, 0<t<1 \tag{1.6}
\end{align*}
$$

(e.g., Barlow and Perkins [3]). Here

$$
\begin{aligned}
d_{s} & =\frac{2 \log 3}{\log 5}: \quad \text { the spectral dimension } \\
d_{w} & =\frac{\log 5}{\log 2}>2: \quad \text { the walk dimension. }
\end{aligned}
$$

Also we refer to Kigami [10] and Kumagai [12].
If $0<\alpha<1$, then the aymptotic behavior (1.4) essentially differs from (1.5) and (1.6) because of the factor $|x-y|^{-\frac{d(1-\alpha)}{2-\alpha}}$. This factor means that some singularity at $x$ remains for positive time $t>0$ of the fundamental solution which has singularity at $x$ at time $t=0$. This means that particles cannot diffuse rapidly, which can explain as a character of the slow diffusion. On the other hand, the asymptotic formulae (1.5) and (1.6) mean that for classical diffusion equation and the diffusion process on Sierpinski gasket, no singulariy at $x$ appear for positive $t$ by immediate diffusion.

Thus $\alpha \in(0,1)$ is an important index characterizing the slow diffusion. In this paper, we discuss determination of $\alpha$, and establish formulae of determining $0<\alpha<1$ by observation data $u\left(x_{0}, t\right), t>0$ with fixed $x_{0} \in \Omega$. Our formulae may give easy way for determining $\alpha$, e.g., by experiments in the flow cells or columns. This paper is composed of five sections. In Section 2 we show main results and Section 3 is devoted to the proof. In Section 4 we discuss an error analysis of the formula at $t \rightarrow 0$ for noisy data and in Section 5 , we make numerical testing.

## 2. Main Result

Consider

$$
\begin{align*}
& \partial_{t}^{\alpha} u(x, t)=(L u)(x, t) \\
& \equiv \sum_{i, j=1}^{d} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{j}}\right)+c(x) u(x, t), \\
& \quad x \in \Omega, 0<t<T,  \tag{2.1}\\
& \partial_{L} u(x, t)+\sigma(x) u(x, t)=0, \quad x \in \partial \Omega, 0<t<T,
\end{align*}
$$

and

$$
u(x, 0)=a(x), \quad x \in \Omega
$$

Here $\Omega \subset \mathbb{R}^{d}$ is a bounded domain with smooth boundary $\partial \Omega, \nu(x)=\left(\nu_{1}(x), \ldots, \nu_{d}(x)\right)$ denotes the unit outward normal vector to $\partial \Omega$ at $x$ and $a_{i j}, c$ are sufficiently smooth. Moreover $a_{i j}=a_{j i}, 1 \leq i, j \leq d$ are of $C^{1}(\bar{\Omega}), c \in C(\bar{\Omega})$, $c(x) \leq 0$ for $x \in \Omega, \sigma \in C^{\infty}(\partial \Omega), \geq 0, \not \equiv 0$ on $\partial \Omega$, there exists a constant $\nu>0$ such that

$$
\sum_{i, j=1}^{d} a_{i j}(x) \xi_{i} \xi_{j} \geq \nu \sum_{j=1}^{d} \xi_{j}^{2}, \quad x \in \Omega, \xi_{1}, \ldots, \xi_{d} \in \mathbb{R}
$$

and we set

$$
\partial_{L} v(x)=\sum_{i, j=1}^{d} a_{i j}(x) \frac{\partial v}{\partial x_{j}}(x) \nu_{i}(x), \quad x \in \partial \Omega
$$

Inverse Problem. Let $x_{0} \in \Omega$ be fixed. Determine $\alpha \in$ $(0,1)$ from observation data

$$
u\left(x_{0}, t\right) \quad \text { for small } t \text { or large } t
$$

Theorem 1. (i) We assume that

$$
a \in C_{0}^{\infty}(\Omega), \quad L a\left(x_{0}\right) \neq 0
$$

Then

$$
\begin{equation*}
\alpha=\lim _{t \rightarrow 0} \frac{t \frac{\partial u}{\partial t}\left(x_{0}, t\right)}{u\left(x_{0}, t\right)-a\left(x_{0}\right)} . \tag{2.2}
\end{equation*}
$$

(ii) We assume that

$$
a \in C_{0}^{\infty}(\Omega), \quad a \geq 0 \text { or } \leq 0, \not \equiv 0 \text { on } \bar{\Omega}
$$

Then

$$
\begin{equation*}
\alpha=-\lim _{t \rightarrow \infty} \frac{t \frac{\partial u}{\partial t}\left(x_{0}, t\right)}{u\left(x_{0}, t\right)} \tag{2.3}
\end{equation*}
$$

Remark 1. (i) gives an identification formula for the order $\alpha$ by data near $t=0$, while (ii) is for data for large $t>0$. The condition $a \in C_{0}^{\infty}(\Omega)$ means that $a=0$ near the boundary $\partial \Omega$ and $a$ is infinitely many times differentiable in $\Omega$. For example we can take a very smooth bell-shaped function as $a(x)$.

As is seen from the proof in section 3, we see the following: for any fixed small $\delta>0$, there exists a constant $C_{0}>0$ depending on $a_{i j}, c, a, \Omega, \sigma$, such that

$$
\left|\left(-\frac{T \frac{\partial u}{\partial t}\left(x_{0}, T\right)}{u\left(x_{0}, T\right)}\right)-\alpha\right| \leq \frac{C_{0}}{T^{\alpha}}
$$

for any $\alpha \in[0,1-\delta]$. This is useful for estimating errors when we approximate $\alpha$ by setting $t=T$ :

$$
-\frac{T \frac{\partial u}{\partial t}\left(x_{0}, T\right)}{u\left(x_{0}, T\right)}
$$

## 3. Proof of Theorem 1

Let $L^{2}(\Omega), H^{\ell}(\Omega), \ell \in \mathbb{N}$, denote usual Lebesgue space and Sobolev space and let us set

$$
(a, b)=\int_{\Omega} a(x) b(x) d x, \quad\|a\|=(a, a)^{\frac{1}{2}}
$$

Let $\left\{\varphi_{n}\right\}_{n \in \mathbb{N}}$ be the set of all the eigenfunctions of $L$ with the boundary condition $\partial_{L} u+\sigma u=0$; that is, $L \varphi_{n}=$ $-\lambda_{n} \varphi_{n}, \varphi_{n} \neq 0$, and $\partial_{L} \varphi_{n}(x)+\sigma(x) \varphi_{n}(x)=0$ for $x \in$ $\partial \Omega$. Here and henceforth we number the eigenvalues with multiplicities as

$$
\lambda_{1} \leq \lambda_{2} \leq \cdots
$$

and we choose $\varphi_{n}$ such that $\left(\varphi_{n}, \varphi_{n}\right)=1$ and $\left(\varphi_{n}, \varphi_{m}\right)=0$ if $n \neq m$. Then we can prove

$$
\lambda_{n}>0, \quad n \in \mathbb{N}
$$

In fact, $\lambda_{n} \geq 0$ can be first proved as follows. Let $L u=$ $-\lambda_{n} u, \partial_{L} u+\sigma u=0$ and $u \not \equiv 0$. Then, multiplying $L u=$ $\lambda_{n} u$ by $u$ and integrating by parts, and using the boundary condition, $\sigma \geq 0$ and $c \leq 0$, we obtain

$$
\begin{aligned}
- & \lambda_{n}\|u\|^{2} \\
& =\int_{\Omega}\left(\sum_{i, j=1}^{d} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial u}{\partial x_{j}}\right)+c u\right) u d x \\
& =\int_{\Omega}\left(-\sum_{i, j=1}^{d} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}+c u^{2}\right) d x+\int_{\partial \Omega}\left(\partial_{L} u\right) u d S \\
& =\int_{\Omega}\left(-\sum_{i, j=1}^{d} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}+c u^{2}\right) d x-\int_{\partial \Omega} \sigma u^{2} d S \\
& \leq 0 .
\end{aligned}
$$

Therefore by $u \not \equiv 0$, we see that $\lambda_{n} \geq 0$. Moreover let $L u_{0}=0$ in $\Omega$ and $\partial_{L} u_{0}+\sigma u_{0}=0$ on $\partial \Omega$. Then by the above equalities, we have

$$
\int_{\Omega}\left(-\sum_{i, j=1}^{d} a_{i j} \frac{\partial u_{0}}{\partial x_{i}} \frac{\partial u_{0}}{\partial x_{j}}+c u_{0}^{2}\right) d x-\int_{\partial \Omega} \sigma u_{0}^{2} d S=0
$$

which implies $\nabla u_{0}=0$ in $\Omega$. Hence $u_{0}$ is a constant function, and $\int_{\partial \Omega} \sigma u_{0}^{2} d S=0$. Since $\sigma \not \equiv 0$ on $\partial \Omega$, we see that $u_{0}=0$. This means that 0 can not be an eigenvalue. Thus we have proved that $\lambda_{n}>0, n \in \mathbb{N}$.

By $a \in C_{0}^{\infty}(\Omega)$, we can see the following: For any $\ell \in \mathbb{N}$, there exists a constant $C(\ell)>0$ such that

$$
\begin{equation*}
\left|\left(a, \varphi_{n}\right)\right| \leq \frac{C(\ell)}{\left|\lambda_{n}\right|^{\ell}}, \quad n \in \mathbb{N} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{align*}
\sum_{n=1}^{\infty}-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) & =L a\left(x_{0}\right) \\
\sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) & =a\left(x_{0}\right) \tag{3.2}
\end{align*}
$$

Moreover $L \varphi_{n}=-\lambda_{n} \varphi_{n}$ in $\Omega$ implies $\left\|L^{m} \varphi_{n}\right\|=\left|\lambda_{n}\right|^{m}$, $m \in \mathbb{N}$. By the regularity of elliptic equation (e.g., Gilbarg and Trudinger [8]), we see that there exists a constant $C_{1}>0$ such that $\left\|\varphi_{n}\right\|_{H^{2 m}(\Omega)} \leq C_{1}\left(\left\|L^{m} \varphi_{n}\right\|+\left\|\varphi_{n}\right\|\right)$. Here $\left\|\varphi_{n}\right\|_{H^{2 m}(\Omega)}$ is the norm in $H^{2 m}(\Omega)$ (e.g., Adams [2]). By the Sobolev embedding theorem (e.g., [2]), if $m>\frac{d}{4}$, then there exists a constant $C_{2}=C_{2}(m)>0$ such that
$\max _{x \in \bar{\Omega}}\left|\varphi_{n}(x)\right| \leq C_{2}\left\|\varphi_{n}\right\|_{H^{2 m}(\Omega)} \leq C_{1} C_{2}\left(\left|\lambda_{n}\right|^{m}+1\right), \quad n \in \mathbb{N}$.
Hence there exist constants $\kappa>0$ and $C_{3}>0$ such that

$$
\begin{equation*}
\left|\varphi_{n}\left(x_{0}\right)\right| \leq C_{3}\left|\lambda_{n}\right|^{\kappa}, \quad n \in \mathbb{N} \tag{3.3}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\left|\lambda_{n}\right| \leq C_{4} n^{\frac{2}{d}} \tag{3.4}
\end{equation*}
$$

(e.g., Courant and Hilbert [5]). Therefore, by (3.1)-(3.3), similarly to Sakamoto and Yamamoto [18], by the Fourier method, we can prove
$u\left(x_{0}, t\right)=\sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right), 0<t<T$,
where the series is convergent in $C[0, T]$. Here the MittagLeffler function is defined as follows:

$$
E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}, \quad \alpha>0, \beta>0, z \in \mathbb{C}
$$

(e.g., Podlubny [15]). Therefore

$$
\begin{align*}
\frac{\partial u}{\partial t}\left(x_{0}, t\right)= & \sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) \frac{d}{d t} E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right) \\
= & \sum_{n=1}^{\infty}-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{n} t^{\alpha}\right) \\
& 0<t<T \tag{3.6}
\end{align*}
$$

(e.g., formula (1.83) on p. 22 in [15]). On the other hand,

$$
\begin{aligned}
E_{\alpha, \alpha}\left(-\lambda_{n} t^{\alpha}\right) & =\sum_{k=0}^{\infty} \frac{\left(-\lambda_{n} t^{\alpha}\right)^{k}}{\Gamma((k+1) \alpha)} \\
& =\frac{1}{\Gamma(\alpha)}+t^{\alpha}\left(\frac{E_{\alpha, \alpha}\left(-\lambda_{n} t^{\alpha}\right)-\Gamma(\alpha)^{-1}}{t^{\alpha}}\right) \\
& \equiv \frac{1}{\Gamma(\alpha)}+t^{\alpha} r_{n}(t)
\end{aligned}
$$

where $r_{n}(t)$ is continuous at $t=0$ and $\lim _{t \rightarrow 0} r_{n}(t)$ exists. Hence

$$
\begin{aligned}
\frac{\partial u}{\partial t}\left(x_{0}, t\right)= & \left(\sum_{n=1}^{\infty}-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right)\right) \frac{t^{\alpha-1}}{\Gamma(\alpha)} \\
& +\left(\sum_{n=1}^{\infty}-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) r_{n}(t)\right) t^{2 \alpha-1}
\end{aligned}
$$

and

$$
\begin{align*}
& \lim _{t \rightarrow 0} t^{1-\alpha} \frac{\partial u}{\partial t}\left(x_{0}, t\right) \\
& =\frac{1}{\Gamma(\alpha)}\left(\sum_{n=1}^{\infty}-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right)\right) \\
& \quad \quad \quad \lim _{t \rightarrow 0} t^{\alpha}\left(\sum_{n=1}^{\infty}-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) r_{n}(t)\right) \tag{3.7}
\end{align*}
$$

By [15] (formula (1.148) on p. 35), we have

$$
\begin{aligned}
\left|r_{n}(t)\right| & =\left|\sum_{k=1}^{\infty} \frac{\left(-\lambda_{n}\right)^{k} t^{\alpha(k-1)}}{\Gamma((k+1) \alpha)}\right|=\left|\lambda_{n}\right|\left|\sum_{k=0}^{\infty} \frac{\left(-\lambda_{n} t^{\alpha}\right)^{k}}{\Gamma(k \alpha+2 \alpha)}\right| \\
& =\left|\lambda_{n}\right|\left|E_{\alpha, 2 \alpha}\left(-\lambda_{n} t^{\alpha}\right)\right| \leq\left|\lambda_{n}\right|, \quad t \geq 0, n \in \mathbb{N} .
\end{aligned}
$$

Hence, by (3.1) and (3.3),

$$
\begin{aligned}
\left|\sum_{n=1}^{\infty}-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) r_{n}(t)\right| & \leq \sum_{n=1}^{\infty}\left|\lambda_{n}\right|^{2}\left|\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right)\right| \\
& \leq \sum_{n=1}^{\infty}\left|\lambda_{n}\right|^{2} \frac{C(\ell)}{\left|\lambda_{n}\right|^{\ell}} C_{3}\left|\lambda_{n}\right|^{\kappa} .
\end{aligned}
$$

By (3.4), we take sufficiently large $\ell \in \mathbb{N}$ to have

$$
\begin{equation*}
\max _{0 \leq t \leq T}\left|\sum_{n=1}^{\infty}-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) r_{n}(t)\right|<\infty . \tag{3.8}
\end{equation*}
$$

Hence, by using (3.2), equation (3.7) yields

$$
\begin{equation*}
\lim _{t \rightarrow 0} t^{1-\alpha} \frac{\partial u}{\partial t}\left(x_{0}, t\right)=\frac{L a\left(x_{0}\right)}{\Gamma(\alpha)} \tag{3.9}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right) & =1-\frac{\lambda_{n} t^{\alpha}}{\Gamma(\alpha+1)}+t^{2 \alpha} \sum_{k=2}^{\infty} \frac{\left(-\lambda_{n}\right)^{k} t^{\alpha(k-2)}}{\Gamma(\alpha k+1)} \\
& =1-\frac{\lambda_{n} t^{\alpha}}{\Gamma(\alpha+1)}+t^{2 \alpha} \lambda_{n}^{2} E_{\alpha, 2 \alpha+1}\left(-\lambda_{n} t^{\alpha}\right)
\end{aligned}
$$

Therefore, using (3.2), we have

$$
\begin{aligned}
u\left(x_{0}, t\right)= & \sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right)+\sum_{n=1}^{\infty} \frac{-\lambda_{n}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right)}{\Gamma(\alpha+1)} t^{\alpha} \\
& +t^{2 \alpha} \sum_{n=1}^{\infty} \lambda_{n}^{2} E_{\alpha, 2 \alpha+1}\left(-\lambda_{n} t^{\alpha}\right)\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) \\
= & a\left(x_{0}\right)+\frac{L a\left(x_{0}\right)}{\Gamma(\alpha+1)} t^{\alpha}+t^{2 \alpha} \widetilde{r}(t) .
\end{aligned}
$$

Here by (3.1), we see that $\sup _{0 \leq t \leq T}|\widetilde{r}(t)|<\infty$. Consequently

$$
\begin{equation*}
\lim _{t \rightarrow 0} t^{-\alpha}\left(u\left(x_{0}, t\right)-a\left(x_{0}\right)\right)=\frac{L a\left(x_{0}\right)}{\Gamma(\alpha+1)} \tag{3.10}
\end{equation*}
$$

In terms of (3.9) and (3.10), using $L a\left(x_{0}\right) \neq 0$ and $\Gamma(\alpha+$ 1) $=\alpha \Gamma(\alpha)$, we have

$$
\begin{aligned}
\lim _{t \rightarrow 0} \frac{t \frac{\partial u}{\partial t}\left(x_{0}, t\right)}{u\left(x_{0}, t\right)-a\left(x_{0}\right)} & =\frac{\lim _{t \rightarrow 0} t^{1-\alpha} \frac{\partial u}{\partial t}\left(x_{0}, t\right)}{\lim _{t \rightarrow 0} t^{-\alpha}\left(u\left(x_{0}, t\right)-a\left(x_{0}\right)\right)} \\
& =\frac{\frac{L a\left(x_{0}\right)}{\Gamma(\alpha)}}{\frac{L a\left(x_{0}\right)}{\Gamma(\alpha+1)}}=\alpha .
\end{aligned}
$$

Thus we can complete the proof of (i).
Next we will prove (ii). In (3.5) and (3.6), we apply the asymptotic behavior of the Mittag-Leffler function at $\infty$ (e.g., Theorem 1.4 (pp. 33-34) in [15]):

$$
E_{\alpha, 1}(-\eta)=\frac{\eta^{-1}}{\Gamma(1-\alpha)}+O\left(\frac{1}{\eta^{2}}\right)
$$

and

$$
E_{\alpha, \alpha}(-\eta)=-\frac{\eta^{-2}}{\Gamma(-\alpha)}+O\left(\frac{1}{\eta^{3}}\right)
$$

as $\eta \rightarrow \infty, \eta>0$. Therefore

$$
\begin{aligned}
u\left(x_{0}, t\right)= & \sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) \frac{1}{\Gamma(1-\alpha) \lambda_{n} t^{\alpha}} \\
& +O\left(\frac{1}{t^{2 \alpha}}\right) \sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) \frac{1}{\lambda_{n}^{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\partial u}{\partial t}\left(x_{0}, t\right)= & \sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) \frac{1}{\Gamma(-\alpha) \lambda_{n} t^{\alpha+1}} \\
& +O\left(\frac{1}{t^{2 \alpha+1}}\right) \sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) \frac{1}{\lambda_{n}^{2}}
\end{aligned}
$$

Since $L \varphi_{n}=-\lambda_{n} \varphi_{n}$ in $\Omega$, noting that $\lambda_{n}>0$, we see that

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \frac{\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right)}{\lambda_{n}}=-\left(L^{-1} a\right)\left(x_{0}\right), \\
& \sum_{n=1}^{\infty} \frac{\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right)}{\lambda_{n}^{2}}=\left(L^{-2} a\right)\left(x_{0}\right),
\end{aligned}
$$

we obtain

$$
u\left(x_{0}, t\right)=\frac{-\left(L^{-1} a\right)\left(x_{0}\right)}{\Gamma(1-\alpha) t^{\alpha}}+O\left(\frac{1}{t^{2 \alpha}}\right)\left(L^{-2} a\right)\left(x_{0}\right)
$$

and

$$
\frac{\partial u}{\partial t}\left(x_{0}, t\right)=\frac{-\left(L^{-1} a\right)\left(x_{0}\right)}{\Gamma(-\alpha) t^{\alpha+1}}+O\left(\frac{1}{t^{2 \alpha+1}}\right)\left(L^{-2} a\right)\left(x_{0}\right) .
$$

Here we can prove

$$
\left(L^{-1} a\right)\left(x_{0}\right) \neq 0
$$

In fact, we set $b(x)=L^{-1} a(x), x \in \Omega$. Then $L b(x)=a(x)$, $x \in \Omega$. Without loss of generality, we may assume that $a \geq 0$ on $\bar{\Omega}$. Then $\operatorname{Lb}(x) \geq 0$ in $\Omega$. By the strong maximum principle (e.g., Theorem 4.10 (p. 109) in Renardy and Rogers [17]), in view of $c \leq 0$ on $\bar{\Omega}$, we see that $\max _{x \in \bar{\Omega}} b(x)<0$, which means $L^{-1} a\left(x_{0}\right) \neq 0$.

Therefore

$$
\begin{aligned}
\frac{t \frac{\partial u}{\partial t}\left(x_{0}, t\right)}{u\left(x_{0}, t\right)} & =\frac{\frac{-\left(L^{-1} a\right)\left(x_{0}\right)}{\Gamma(-\alpha) t^{\alpha}}+O\left(\frac{1}{t^{2 \alpha}}\right)\left(L^{-2} a\right)\left(x_{0}\right)}{\frac{-\left(L^{-1} a\right)\left(x_{0}\right)}{\Gamma(1-\alpha) t^{\alpha}}+O\left(\frac{1}{t^{2 \alpha}}\right)\left(L^{-2} a\right)\left(x_{0}\right)} \\
& \longrightarrow \frac{\Gamma(1-\alpha)}{\Gamma(-\alpha)}
\end{aligned}
$$

as $t \rightarrow \infty$. Since $\Gamma(1-\alpha)=-\alpha \Gamma(-\alpha)$, the proof of (ii) is completed.
Remark 2. By (3.5) and (3.6), we can approximate $u\left(x_{0}, t\right)$ and $\frac{\partial u}{\partial t}\left(x_{0}, t\right)$ by the $N$-partial sums

$$
u_{N}(t)=\sum_{n=1}^{N}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right)
$$

and

$$
v_{N}(t)=\sum_{n=1}^{N}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) \frac{d}{d t} E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right)
$$

respectively. Since $E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right)$ is completely monotonic (e.g., Pollard [16]), we see that

$$
\frac{d}{d t} E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right) \leq 0, \quad \frac{d^{2}}{d t^{2}} E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right) \geq 0, \quad t \geq 0
$$

Therefore $u_{N}(t)$ and $v_{N}(t)$ are linear combinations of monotone decreasing functions and monotone increasing functions respectively. Thus we can assume that $\frac{t v_{n}(t)}{u_{N}(t)}$ which is a truncated formula of (2.3), does not oscillate tremendously as $t \rightarrow \infty$.

## 4. ERROR EStimate With NOISY DATA

We discuss formula (2.2) in the case where available data $d(t)$ are polluted with errors in $C^{1}$. Here we give only a sketch and in a forthcoming paper we will discuss details in the case of errors in $L^{2}$, which is more realistic. Henceforth $C_{k}$ denote generic constants which are independent of $t$ and $\alpha, \delta$ and dependent on $\gamma, t_{0}$. For the formulation, we assume to be given a priori bounds $\gamma \in(0,1)$ and $\delta>0$ such that

$$
\begin{equation*}
0<\alpha<\gamma<1 \tag{4.1}
\end{equation*}
$$

and
$\left|d^{\prime}(t)-\frac{\partial u}{\partial t}\left(x_{0}, t\right)\right| \leq C_{1} \delta t^{\gamma-1}, \quad 0 \leq t \leq t_{0}, \quad d(0)=a\left(x_{0}\right)$.
Here and henceforth we set $\eta^{\prime}(t)=\frac{d \eta}{d t}(t)$ and assume that $t_{0}>0$ is small.

We note that $\delta>0$ is a noise level and we have to consider the factor $t^{\gamma-1}$ in (4.2). Because we can prove

$$
\begin{equation*}
\left|\frac{\partial u}{\partial t}\left(x_{0}, t\right)\right| \sim t^{\alpha-1} \tag{4.3}
\end{equation*}
$$

as $t \rightarrow 0$ for $a \in C_{0}^{\infty}(\Omega)$ (e.g., [18]) and so we have to take into consideation the singularity at $t=0$ also for available data. Moreover we notice that

$$
\left|\frac{\partial u}{\partial t}\left(x_{0}, t\right)\right| \leq C_{1} \delta t^{\gamma-1} \leq C_{2} \delta t^{\alpha-1}
$$

by $\alpha \leq \gamma$ and $0 \leq t \leq t_{0}$.
We prove an error estimate under conditons (4.1) and (4.2).

Proposition 1. We assume

$$
a \in C_{0}^{\infty}(\Omega), \quad L a\left(x_{0}\right) \neq 0
$$

Then

$$
\begin{aligned}
& \limsup _{t \downarrow 0}\left|\frac{t \frac{\partial u}{\partial t}\left(x_{0}, t\right)}{u\left(x_{0}, t\right)-a\left(x_{0}\right)}-\frac{t d^{\prime}(t)}{d(t)-a\left(x_{0}\right)}\right| \\
& \quad \leq C_{1} \delta\left(\frac{1}{\mid \operatorname{La(x_{0})|}}+\frac{1}{\mid \operatorname{La(x_{0})|(|La(x_{0})|-C_{1}\delta )}}\right) .
\end{aligned}
$$

Since $L a\left(x_{0}\right) \neq 0$, we see that

$$
\limsup _{t \downarrow 0}\left|\frac{t \frac{\partial u}{\partial t}\left(x_{0}, t\right)}{u\left(x_{0}, t\right)-a\left(x_{0}\right)}-\frac{t d^{\prime}(t)}{d(t)-a\left(x_{0}\right)}\right|=O(\delta)
$$

Proof. For simplicity we set $a_{0}=a\left(x_{0}\right)$ and $a_{1}=L a\left(x_{0}\right)$. First we prove

$$
\begin{equation*}
u\left(x_{0}, t\right)-a_{0}=\frac{t^{\alpha}}{\Gamma(\alpha+1)} a_{1}+t^{2 \alpha} r(t), \quad 0 \leq t \leq t_{0} \tag{4.4}
\end{equation*}
$$

where $|r(t)| \leq C_{2}$ for $0 \leq t \leq t_{0}$. In fact, by [18] for example, we have

$$
\begin{aligned}
& u\left(x_{0}, t\right)-a_{0} \\
& \quad=\sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right) \varphi_{n}\left(x_{0}\right)-\sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \varphi_{n}\left(x_{0}\right) \\
& =\sum_{n=1}^{\infty}\left(a, \varphi_{n}\right)\left(E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right)-1\right) \varphi_{n}\left(x_{0}\right) \\
& =\sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \frac{-\lambda_{n} t^{\alpha}}{\Gamma(\alpha+1)} \varphi_{n}\left(x_{0}\right) \\
& \quad+\sum_{n=1}^{\infty}\left(a, \varphi_{n}\right)\left(E_{\alpha, 1}\left(-\lambda_{n} t^{\alpha}\right)-1+\frac{\lambda_{n} t^{\alpha}}{\Gamma(\alpha+1)}\right) \varphi_{n}\left(x_{0}\right) \\
& = \\
& \frac{t^{\alpha}}{\Gamma(\alpha+1)} a_{1}+t^{2 \alpha} \sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \lambda_{n}^{2} E_{\alpha, 2 \alpha+1}\left(-\lambda_{n} t^{\alpha}\right) \varphi_{n}\left(x_{0}\right) .
\end{aligned}
$$

Here we used the representation of $E_{\alpha, 2 \alpha+1}\left(-\lambda_{n} t^{\alpha}\right)$ by the power series.

We set

$$
r(t)=\sum_{n=1}^{\infty}\left(a, \varphi_{n}\right) \lambda_{n}^{2} E_{\alpha, 2 \alpha+1}\left(-\lambda_{n} t^{\alpha}\right) \varphi_{n}\left(x_{0}\right)
$$

By [15] we see that $\left|E_{\alpha, 2 \alpha+1}\left(-\lambda_{n} t^{\alpha}\right)\right| \leq C_{3}$ for $t \geq 0$, and so

$$
|r(t)| \leq C_{4} \sum_{n=1}^{\infty}\left|\left(a, \varphi_{n}\right) \lambda_{n}^{2} \varphi_{n}\left(x_{0}\right)\right|
$$

By $a \in C_{0}^{\infty}(\Omega)$, using (3.3) and (3.4), we can prove $|r(t)| \leq$ $C_{5}$ for $t \geq 0$ similarly to (3.8). Thus the proof of (4.4) is completed.
Therefore we have

$$
\begin{equation*}
\left|u\left(x_{0}, t\right)-a_{0}\right| \geq \frac{t^{\alpha}}{\Gamma(\alpha+1)}\left(a_{1}-C_{5} t^{\alpha}\right), \quad 0 \leq t \leq t_{0} \tag{4.5}
\end{equation*}
$$

Moreover (4.2) yields

$$
\begin{equation*}
\left|d(t)-u\left(x_{0}, t\right)\right| \leq \int_{0}^{t} C_{1} \delta s^{\alpha-1} d s \leq C_{6} t^{\alpha} \delta, \quad 0 \leq t \leq t_{0} \tag{4.6}
\end{equation*}
$$

Hence (4.5) and (4.6) imply

$$
\begin{align*}
\left|d(t)-a_{0}\right| & =\left|u\left(x_{0}, t\right)-a_{0}+d(t)-u\left(x_{0}, t\right)\right| \\
& \geq\left|u\left(x_{0}, t\right)-a_{0}\right|-\left|d(t)-u\left(x_{0}, t\right)\right| \\
& \geq \frac{t^{\alpha}}{\Gamma(\alpha+1)}\left(a_{1}-C_{5} t^{\alpha}\right)-C_{6} t^{\alpha} \delta \\
& \geq \frac{t^{\alpha}}{\Gamma(\alpha+1)}\left(a_{1}-C_{7} \delta-C_{7} t^{\alpha}\right) . \tag{4.7}
\end{align*}
$$

test recovery formula (exact alpha=0.40)

test recovery formula (exact alpha=0.80)

test recovery formula (exact alpha=0.90)


Figure 1: Recovering $\alpha$ from formula (2.2)

## References

[1] E. E. Adams and L. W. Gelhar: Field study of dispersion in heterogeneous aquifer 2. Spatial Moments Analysis, Water Resources Research, 28 (1992) pp. 3293-3307.
[2] R. A. Adams: Sobolev Spaces, Academic Press, New York (1975).
[3] M. T. Barlow and E. A. Perkins: Brownian motion on the Sierpiński gasket, Probab. Theory Related Fields, 79 (1988) pp. 543-623.
[4] B. Berkowitz, A. Cortis, M. Dentz and H. Scher: Modeling non-Fickian transport in geological formations as a continuous time random walk, Review of Geophysics, 44 (2006) RG2003/2006, Paper number 2005RG000178.
[5] R. Courant and D. Hilbert: Methods of Mathematical Physics, vol. II, Interscience, New York (1962).
[6] E. B. Davies: Heat Kernels and Spectral Theory, Cambridge University Press, Cambridge (1989).
[7] S. D. Eidelman and A. N. Kochubei: Cauchy problem for fractional diffusion equations, J. Differential Equations, 199 (2004) pp. 211-255.
[8] D. Gilbarg and N. S. Trudinger: Elliptic Partial Differential Equations of Second Order, Springer-Verlag, Berlin (2001).
[9] Y. Hatano and N. Hatano: Dispersive transport of ions in column experiments: an explanation of longtailed profiles, Water Resources Research, 34 (1998) pp. 1027-1033.
[10] J. Kigami: Analysis on Fractals, Cambridge University Press, Cambridge (2001).
[11] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo: Theory and Applications of Fractional Differential, Elsevier, Amsterdam (2006).
[12] T. Kumagai: Analysis on fractal, Su-gaku, 56 (2004) pp. 337-350.
[13] F. Liu, P. Zhuang, V. Anh and I. Turner: A fractionalorder implicit difference approximation for the spacetime fractional diffusion equation, ANZIAM J. 47 (2006) pp. C48-C68.
[14] R. Metzler and J. Klafter: The random walk's guide to anomalous diffusion: a fractional dynamics approach, Phyics Reports 339 (2000) pp. 1-77.
[15] I. Podlubny: Fractional Differential Equations, Academic Press, San Diego (1999).
[16] H. Pollard: The completely monotonic character of the Mittag-Leffler function $E_{\alpha}(-x)$, Bull. Amer. Math. Soc. 54 (1948) pp. 115-116.
[17] M. Renardy and R. C. Rogers: An Introduction to Partial Differential Equations, Springer-Verlag, Berlin (1996).
[18] K. Sakamoto and M. Yamamoto: Initial value/boundary value problems for fractional diffusion-wave equations and applications to some inverse problems, J. Math. Anal. Appl. 382 (2011) pp. 426-447.
[19] I. M. Sokolov, J. Klafter and A. Blumen: Fractional kinetics, Physics Today 55 (2002) pp. 48-54.

Yuko Hatano
Department of Risk Engineering, Faculty of Systems and Information Engineering, University of Tsukuba, Tennodai 1-1-1, Tsukuba Science City, Ibaraki 305-7361, Japan
E-mail: hatano(at)risk.tsukuba.ac.jp
Junichi Nakagawa
Mathematical Science \& Technology Research Lab., Advanced Technology Research Laboratories, Technical Development Bureau, Nippon Steel \& Sumitomo Metal Corporation, 20-1 Shintomi, Futtsu-City, Chiba, 293-8511, Japan
E-mail: nakagawa.q9p.junichi(at)jp.nssmc.com
Shengzhang Wang
Department of Mechanics and Engineering Science, Fudan University, Shanghai 200433, P. R. China
E-mail: szwang(at)fudan.edu.cn
Masahiro Yamamoto
Department of Mathematical Sciences, The University of Tokyo, 3-8-1 Komaba, Meguro, Tokyo 153 Japan
E-mail: myama(at)ms.u-tokyo.ac.jp

