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#### Abstract

Based on neurophysiological studies, a walking model has been proposed, which is the coupling of two oscillatory systems, i.e., a central pattern generator (CPG) and a musculoskeletal system (Body). The walking model can well reproduce human walking. However, time delays on a sensorimotor loop give a serious problem in motor control in general. Indeed even a short time delay induces the walking model to fall. Theoretical studies have shown that the walking model can overcome the time delays by the flexible-phase locking. It emerges from the following two conditions; 1) activity of CPG and Body has stability of limit cycle; 2) a sign differs between coupling coefficients of the connection from Body to CPG and from CPG to Body, i.e., the afferent and efferent connection. Physical or physiological interpretation of this two theoretical conditions is an important problem. The condition 1) has already interpreted [1]. In this paper, we gain a physical interpretation of the condition 2). We introduce the simplified model fit to best analyze. Analyzing the simplified model, this study leads to the interpretation in which signs of the coupling coefficients corresponding to the excitatory and inhibitory connection are regarded as a force to forward and backward shift the CPG activity, respectively. This is an essential element to yield the flexible-phase locking.
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## 1. Introduction

Neurophysiological studies $[2,3,4,5]$ have shown that signal transmission involves long time delay (more than 100 ms ) on sensorimotor loops in human locomotion system. In general, the time delay gives a serious problem for motor control in control engineering, in which it is dealt with as dead time. Based on neurophysiological evidence $[6,7,8]$, Taga et al. [9] have modeled the human walking system, which is the coupled system of two oscillatory systems, i.e., a central pattern generator (CPG) and a musculoskeletal system (Body). Indeed, their walking model has shown to be fallen even by a short time delay ( 70 ms ) on the loop between CPG and Body. By using the model simplified the coupled system of CPG and Body, theoretical studies [1] have shown that both of the walking model and the simplified model can overcome loop time delay by its own function latent in the coupled two dynamics, i.e., the 'flexible-phase locking'. The flexible-phase locking is the function which induces the CPG phase to forward shift adaptively to time delay. Indispensability of neuronal activity's phase shift according to time delay for walking systems and the reason why Taga's walking model [9] cannot yield such phase shift are mentioned in detail in the studies [1]. The flexible-phase locking emerges from the following two conditions; 1) activity of CPG and Body has stability of limit cycle; 2) a sign differs between coupling coefficients
of the connection from Body to CPG and from CPG to Body, i.e., the afferent and efferent connection. Physical or physiological interpretation of this two theoretical conditions is an important problem. The condition 1) is easy to interpret because of the property of their activities already shown in the studies [1]. On the other hand, understanding of the condition 2) has been an open question. The expression of the two conditions is confined to only mathematical understanding, although the conditions have been looked for as mechanisms of physical or physiological phenomena. Thus, this problem is important for scientific fields such as neurophysiology, physics, and mathematical science. This study is directed toward physical or physiological understanding of the condition 2), i.e., a sign difference between afferent and efferent coupling coefficients, which is required for establishing the flexible-phase locking.

From a viewpoint of the solution orbit, the walking model [1] can be characterized by the following two; a) CPG has an asymptotically stable limit cycle and Body oscillation could also be characterized by a limit cycle. b) the phase of the neuron output (CPG activity) shifted quarter period ahead of the joint motion (Body activity) without the time delay and the phase shift increases in proportion to time delay interval.

The simplified model [1] could reproduce the two characteristics a) and b). However, in the simplified model, limit cycles have been constructed by the perturbation of har-
monic oscillators in the Van der Pol equation. Therefore, it is difficult to quantitatively analyze the mechanisms of flexible-phase locking.

On the other hand, it is well known that the $\lambda-\mu$ system [10] has a explicitly written stable limit cycle. Moreover, coupling of the two systems can easily reproduce the phase difference of quarter period without the time delay and the phase shift increasing in proportion to the time delay. These correspond to a) and b).

In this work, by using the $\lambda-\mu$ system, we construct a simplified model such that it can structurally agree with the walking model in terms of a) and b). The constructed simplified model could enable to easily analyze quantitatively phase dynamics. Thus this study attempts to physically or physiologically interpret the mechanism of the flexiblephase locking.

This paper is organized as follows. First in Section 2, we survey the walking model [1], and see the model's phase relationship between CPG activity and Body motion. Next in Section 3, we introduce a simplified model composed of the $\lambda-\mu$ system. Through the analysis and computer simulations of the simplified model, we investigate theoretically the mechanisms of the flexible-phase locking. Lastly in Section 4, we discuss about the mechanisms.

This study reveals that, depending on pathways on which the time delay is involved, the time delay induces different effectiveness in direction of phase shift. That is, the time delay on afferent and efferent pathway induces the phase of CPG activity to shift forward and backward in proportion to the increase of time delay interval, respectively. Furthermore, this study reads to physical understanding of the condition 2), i.e., signs of the coupling coefficients in the simplified model [1]. That is, signs of the coupling coefficients correspond to the excitatory and inhibitory connection, which is interpreted to occur the forward and backward shift of the CPG activity, respectively.

## 2. The walking model

### 2.1. WALKING MODEL

In this section we introduce our walking model in which flexible-phase locking can occur [11]. We called this model the delayed direct-coupled CPG and Body (Fig. 1).

The time delays through the sensorimotor loop are assumed to be represented as follows: The total time delay $\Delta_{t}$ through the loop consists of two equivalent amounts of time delay $\Delta_{t}=\Delta_{a}+\Delta_{e}$, i.e., an afferent delay $\Delta_{a}$ and an efferent delay $\Delta_{e}[9,12,13]$.

First, we assume $\Delta_{a}=\Delta_{e}(=: \Delta)$.
The Body consists of an interconnected chain of 5 rigid links in the sagittal plane as shown in Fig. 7. The reaction forces from the ground are modeled as a two-dimensional spring and damper. The motion of the Body can be represented by differential equations of a $(6 \times 1)$ vector of mass point positions of 1 link and inertial angles of 4 links. The equations are derived by means of the Newton-Euler method (Appendix A).


Fig. 1: Outline of the walking model (a delayed synaptically coupling of CPG and Body). $\Delta_{a}$ is the afferent time delay and $\Delta_{e}$ is the efferent time delay.

The CPG composed of 12 neurons (Fig. 2) is represented by the following BVP (Bonhöffer van del Pol) differential equations [14]:

$$
\left\{\begin{align*}
\tau_{i} \dot{u}_{i}(t)= & u_{i}(t)-v_{i}(t)-u_{i}(t)^{3} / 3+\sum_{i j=1}^{12}\left(w_{i j} y_{i}\right)  \tag{1}\\
& +u_{0}+\alpha_{w} F_{i}(\mathbf{x}(\mathrm{t}-\Delta)) \\
\tau_{i}^{\prime} \dot{v}_{i}(t)= & u_{i}(t)+a-b v_{i}(t)
\end{align*}\right.
$$

where $u_{i}$ is the potential of the $i$ th neuron; $v_{i}$ is responsible for the accommodation and refractoriness of the $i$ th neuron; $w_{i j}$ is the connecting weight from the $i$ th neuron to the $j$ th neuron; $\tau_{i}$ and $\tau_{i}^{\prime}$ are the time constants of the potential and the accommodation and refractory effects, respectively; $y_{i}$ is the output of the $i$ th neuron; $u_{0}$ is the constant parameter. $\alpha_{w}$ is a positive coefficient of afferent connections from the Body to the CPG; $F_{i}$ is a sensory feedback, and $\mathbf{x}$ is a $(6 \times 1)$ vector of the mass point positions of 1 link and the inertial angles of 4 links (Fig. 7); $t$ is the time; $a$ and $b$ are positive constants; the natural frequency of each joint neuron $\left(\tau_{i}, \tau_{i}^{\prime}\right)$ is set a value similar to the natural frequency of each joint angle [15].

It is well known that a BVP potential has an asymptotically stable limit cycle attractor with appropriate parameters [14], which was confirmed by computer simulation.

Torque was assumed to be proportional to the magnitude of the neuronal output. This periodic torque causes the Body to oscillate harmonically. At the same time, the outputs of the hip joint's flexor neurons (1st and 7th) control the mechanical impedance (muscle viscoelasticity) of the hip joint so that the maximum angle of the thigh can be voluntarily and approximately confined Eq. (16). Consequently, this impedance control can stabilize the orbit of the Body oscillation induced by the periodic torque. Thus, the Body oscillation could also be characterized by a limit


Fig. 2: Central pattern generator (CPG) and feedback pathway. $u_{i}$ is the potential of the $i$ th neuron in the CPG. ○ and - denote an excitatory connection and an inhibitory connection, respectively. $x_{3}$, $x_{4}, x_{5}$, and $x_{6}$ are the angles of Body segments. The motion of the hip, the knee joint and the ankle joint in the right leg are governed by neurons 1-2, 3-4, and 5-6, respectively. Similarly, the motion of the joints in the left leg is governed by neurons 7-12. Odd-numbered neurons control flexion of the joint, while even-numbered neurons control its extension. The hip joint angles of both legs are used as feedback to the hip joint neurons. The afferent delay $\Delta_{a}$ and the efferent delay $\Delta_{e}$ take place in the transmission of the neuronal output and of the feedback, respectively. $\alpha_{w}$ and $\beta_{w}$ are the afferent coupling strength and the efferent coupling strength. It is confirmed by computer simulation that the CPG itself has an asymptotically stable limit cycle.
cycle.
The CPG receives sensory feedback from the Body. The feedback $F_{i}, i=1, \ldots, 12$, to the $i$ th neuron is given as follows:

$$
F_{1}=F, \quad F_{2}=F^{\prime}, \quad F_{7}=F^{\prime}, \quad F_{8}=F, \quad F_{i}=0(\mathrm{else})
$$

where $F, F^{\prime}$ are given as follows:

$$
\begin{aligned}
F & =-f\left(-x_{5}(t-\Delta)\right), \quad F^{\prime}=-f\left(-x_{3}(t-\Delta)\right) \\
f(x) & =\max (0, x)
\end{aligned}
$$

where $x_{3}$ and $x_{5}$ are the thigh angles of the right and left legs at the hip joint, respectively, as defined in Appendix A.

### 2.2. Simulation Results

The loop time delay $\Delta_{t}$ was the only selected simulation parameter. The other parameters were fixed to a certain value.

For $\Delta_{t}=0 \mathrm{~ms}$, the model resulted in a stable walking pattern. Our result also shows that the Body oscillation can be characterized by a stable limit cycle.

For a loop delay $\Delta_{t}>0$, our model clearly showed an ability to generate a stable walking pattern similar to that


Fig. 3: Flexible-phase locking of neuron activity in the walking model. The graph shows the activities of flexor neuron ( $y_{1}$ ) and angle motion $\left(x_{5}\right)$ in the left leg. Solid line, dotted line, and dot-dashed line denote the neuronal output, the delayed neuronal output, and the joint angle motion, respectively. Arrows indicate the phase difference between neuronal output and joint angle motion, and between delayed neuronal output and joint angle motion, taking as reference the time when the joint angle becomes larger than 0 . The phase of neuronal output is shifted forward according to $\Delta_{t} ; t_{1}, t_{2}$ are the times, $c$ represents a constant value. Therefore, the phase relationship between delayed neuronal output and joint angle motion is maintained constant.
in the case of no delay. Fig. 3 shows the hip neuronal output $y_{1}$, the delayed neuronal output, and the hip joint angle $x_{5}$ simulated under three conditions of $\Delta_{t} ; \Delta_{t}=0$, 100 , and 200 ms .


Fig. 4: The graph shows the forward phase shift of neuronal output as a function of the total time delay $\Delta_{t}$. The vertical axis denotes $\frac{t_{2}-t_{1}}{T}-\frac{\pi}{2} . T$ is a period of walking cycle. The phase of neuronal
output is shifted forward according to $\Delta_{t}$.

As showed in Fig. 3, the phase of the neuronal output could shift forward on that of the joint motion according to $\Delta_{t}$; When $\Delta_{t}=0$, the phase shift of neuronal output shifted $\pi / 2$ ahead of the joint motion; besides, this phase shift increases in proportion to the increase of $\Delta_{t}$ (see Fig. 4). Therefore, the phase relationship between the delayed neuronal output and the joint angle is constantly maintained in spite of changes of $\Delta_{t}$.

The computer simulations showed the phase behaviors
between the CPG activity and the Body motion under the condition of $\Delta_{a}=\Delta_{e}$ in Fig. 3, 4.


Fig. 5: The graph shows the forward phase shift of neuronal output as a function of the afferent time delay $\Delta_{a}$ and the backward of joint angle motion as a function of the efferent time delay $\Delta_{e}$. The vertical axis denotes $\frac{t_{2}-t_{1}}{T}-\frac{\pi}{2} . T$ is a period of walking cycle. The phase of neuronal output is shifted forward according to $\Delta_{t}$. (a) shows the relationship between phase shift and the efferent time delay $\Delta_{e}$ when $\Delta_{a}=0$. The phase shift decreased in proportion to the increase of $\Delta_{e}$ (b) shows the relationship between phase shift and the afferent time delay $\Delta_{a}$ when $\Delta_{e}=50 \mathrm{~ms}$. The phase shift increased in proportion to the increase of $\Delta_{a}$.

When $\Delta_{a} \neq \Delta_{e}$, as the computer simulations showed in Fig. 5, the phase shift is increasing or decreasing with respect to $\Delta_{a}, \Delta_{e}$. It shows the relationships between the phase shift and the efferent time delay $\Delta_{e}$ when $\Delta_{a}=$ 0 ms , and the relationships between the phase shift and the efferent time delay $\Delta_{a}$ when $\Delta_{e}=50 \mathrm{~ms}$. In relation to such a phase shift, the computer simulations showed that the phase shift increases in proportion to the increase of the time delay $\Delta_{a}$; conversely, the phase shift decreases in proportion to the increase of the time delay $\Delta_{e}$, which corresponds to the elemental effectiveness of the flexiblephase locking.

## 3. Analysis of The walking model

In the previous section, we showed a proper phase relationship between the CPG activity and the Body motion (Fig. 5). In this section, we will give a theoretical understanding of the phase shift according to time delays $\Delta_{a}$ and $\Delta_{e}$ by introducing the $\lambda-\mu$ system [10] as a simplified model and analyzing it.

As we see, the walking model can be regarded as a coupling of two oscillators, we limit our analysis to a simplified model consisting of two stable oscillators as shown in Fig. 6.


Fig. 6: The conceptual diagram of the simplified model. $\boldsymbol{u}_{\boldsymbol{1}}$ and $\boldsymbol{u}_{2}$ are the potentials of the 1 st neurons and the 2 nd neurons. The connections from the CPG to the Body are inhibitory and the connections from the Body to the CPG are excitatory.

In the walking model, the connections from CPG to Body are inhibitory and the connections from the Body to the CPG are excitatory. The simplified model with synaptic coupling considered in this section is

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{u}_{1}}=G\left(\boldsymbol{u}_{\mathbf{1}}\right)+\varepsilon \boldsymbol{A}_{\mathbf{1}} \boldsymbol{u}_{\mathbf{2}}\left(t-\Delta_{e}\right),  \tag{2}\\
\dot{\boldsymbol{u}_{\mathbf{2}}}=G\left(\boldsymbol{u}_{\mathbf{2}}\right)+\varepsilon \boldsymbol{A}_{\mathbf{2}} \boldsymbol{u}_{\mathbf{1}}\left(t-\Delta_{a}\right),
\end{array}\right.
$$

where $0<\varepsilon \ll 1$ and the vectors $\boldsymbol{u}_{\mathbf{1}}, \boldsymbol{u}_{\mathbf{2}}$ and $G(\boldsymbol{u})$ are defined by

$$
\boldsymbol{u}_{\mathbf{1}}:=\binom{x_{1}}{y_{1}}, \boldsymbol{u}_{\mathbf{2}}:=\binom{x_{2}}{y_{2}}
$$

and

$$
G(\boldsymbol{u}):=\binom{\left(\lambda-x^{2}-y^{2}\right) x-\mu y}{\left(\lambda-x^{2}-y^{2}\right) x+\mu x}
$$

for positive constants $\lambda>0$ and $\mu>0$. Matrices $A_{1}, A_{2}$ are

$$
\boldsymbol{A}_{\mathbf{1}}=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right), \quad \boldsymbol{A}_{\mathbf{2}}=\left(\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right)
$$

Here, we consider that the 1st oscillator $\boldsymbol{u}_{\boldsymbol{1}}$ and the 2nd oscillator $\boldsymbol{u}_{\mathbf{2}}$ correspond to CPG and Body of the walking model, respectively. $\varepsilon$ is a small coupling strength coefficient of the synapse connections. $\boldsymbol{A}_{\mathbf{1}}, \boldsymbol{A}_{\mathbf{2}}$ are the $(2 \times 2)$ coupling matrices. $\Delta_{a}, \Delta_{e}$ are the time delay from Body to CPG and CPG to Body, respectively.

### 3.1. Limit Cycle

First, we consider the unperturbed system of $\varepsilon=0$ in (2)

$$
\begin{equation*}
\dot{\boldsymbol{u}}=G(\boldsymbol{u}), \quad \boldsymbol{u} \in \boldsymbol{R}^{2}, \tag{3}
\end{equation*}
$$

where, the vectors $\boldsymbol{u}, G(\boldsymbol{u}) \in \boldsymbol{R}^{2}$ are defined by

$$
\boldsymbol{u}=\binom{x}{y}, \quad G(\boldsymbol{u})=\binom{\left(\lambda-x^{2}-y^{2}\right) x-\mu y}{\left(\lambda-x^{2}-y^{2}\right) x+\mu x}
$$

for positive constants $\lambda>0$ and $\mu>0$. It is easy to see that (3) has a periodic solution $S(t):=\sqrt{\lambda}(\cos \mu t, \sin \mu t)$ with a period $p:=2 \pi / \mu$.

We now check the stability of the periodic solution $S(t)$ in (3). Let $A(t)$ be the linearized matrix with respect to $S(t)$, that is,

$$
\begin{aligned}
A(t) & :=\frac{\partial \boldsymbol{G}}{\partial \boldsymbol{u}}(S(t)) \\
& =\left(\begin{array}{cc}
-2 \lambda \cos ^{2} \mu t & -2 \lambda \cos \mu t \sin \mu t-\mu \\
-2 \lambda \cos \mu t \sin \mu t+\mu & -2 \lambda \sin ^{2} \mu t
\end{array}\right) .
\end{aligned}
$$

Proposition 1 (Ei [16]). The periodic solution $S(t)$ is asymptotically stable in (3).

Proof. We consider the fundamental matrix

$$
\boldsymbol{Y}(t)=\left(\boldsymbol{v}_{\mathbf{1}}(t), \boldsymbol{v}_{\mathbf{2}}(t)\right) \text { for } \boldsymbol{v}_{\mathbf{1}}, \boldsymbol{v}_{\mathbf{2}} \in \boldsymbol{R}^{2}
$$

of the linearized ODE

$$
\dot{\boldsymbol{Y}}(t)=A(t) \boldsymbol{Y}(t) .
$$

$\boldsymbol{v}_{\mathbf{1}}$ is obtained as the derivative of $S(t)$

$$
\boldsymbol{v}_{\mathbf{1}}(t)=\dot{S}=\sqrt{\lambda} \mu(-\sin \mu t, \cos \mu t)
$$

$\boldsymbol{v}_{\mathbf{2}}$ is obtained by putting

$$
\boldsymbol{v}_{\boldsymbol{2}}(t)=\binom{-u(t) \sin \mu t}{v(t) \cos \mu t} .
$$

Then $\boldsymbol{v}_{\boldsymbol{2}}=A(t) \boldsymbol{v}_{\mathbf{2}}$ yields

$$
\left\{\begin{aligned}
-\mu \dot{u} \sin \mu t-\mu^{2} u \cos \mu t & =\left(-2 \cos ^{2} \mu t\right)(-\mu u \sin \mu t) \\
& +(-2 \cos \mu t \sin \mu t-\mu) \mu v \cos \mu t, \\
\mu \dot{v} \cos \mu t-\mu^{2} v \sin \mu t & =\left(-2 \sin ^{2} \mu t\right) \mu v \cos \mu t \\
+ & (-2 \cos \mu t \sin \mu t+\mu)(-\mu u \sin \mu t),
\end{aligned}\right.
$$

which is

$$
\left\{\begin{array}{l}
\dot{u}=\left(\mu \frac{\cos \mu t}{\sin \mu t}+2 \cos ^{2} \mu t\right)(v-u),  \tag{4}\\
\dot{v}=\left(\mu \frac{\sin \mu t}{\cos \mu t}-2 \sin ^{2} \mu t\right)(v-u) .
\end{array}\right.
$$

It follows that

$$
\begin{equation*}
\dot{w}=\left(\mu \frac{\sin \mu t}{\cos \mu t}-\mu \frac{\cos \mu t}{\sin \mu t}-2\right) w \tag{5}
\end{equation*}
$$

by using the change of variable $w:=v-u$. Then $w$ is obtained in the form

$$
\begin{aligned}
w & =\exp \left(\int\left(\mu \frac{\sin \mu t}{\cos \mu t}-\mu \frac{\cos \mu t}{\sin \mu t}-2\right) d t\right) \\
& =\frac{1}{\cos \mu t \sin \mu t} e^{-2 t} .
\end{aligned}
$$

Substituting $w=v-u$ into (4) and (5), we have

$$
\begin{aligned}
\dot{u}(t) & =\left(\mu \frac{\cos \mu t}{\sin \mu t}+2 \cos ^{2} \mu t\right) \frac{1}{\cos \mu t \sin \mu t} e^{-2 t} \\
& =\frac{(\mu+2 \cos \mu t \sin \mu t)}{\sin ^{2} \mu t} e^{-2 t}
\end{aligned}
$$

and hence

$$
u(t)=\int \frac{\mu t+2 \cos \mu t \sin \mu t}{\sin ^{2} \mu t} e^{-2 t} d t=-\frac{\cos \mu t}{\sin \mu t} e^{-2 t}
$$

Similarly, we can get

$$
v(t)=\int \frac{\mu t+2 \cos \mu t \sin \mu t}{\sin ^{2} \mu t} e^{-2 t} d t=\frac{\cos \mu t}{\sin \mu t} e^{-2 t}
$$

Thus, the fundamental matrix $Y(t)$ is given by

$$
Y(t)=\left(\begin{array}{cc}
-\sqrt{\lambda} \mu \sin \mu t & e^{-2 t} \cos \mu t \\
\sqrt{\lambda} \mu \cos \mu t & e^{-2 t} \sin \mu t
\end{array}\right) .
$$

It is easy to check that

$$
Y^{-1}(0)=\left(\begin{array}{cc}
0 & \frac{1}{\sqrt{\lambda} \mu} \\
1 & 0
\end{array}\right), \quad Y\left(\frac{2 \pi}{\mu}\right)=\left(\begin{array}{cc}
0 & e^{\frac{-4 \pi}{\mu}} \\
\sqrt{\lambda} \mu & 0
\end{array}\right) .
$$

Then the periodic map $U$ is calculated as

$$
U=Y(2 \pi / \mu) Y^{-1}(0)=\left(\begin{array}{cc}
e^{-4 \pi / \mu} & 0 \\
0 & 1
\end{array}\right)
$$

which implies the two floquet multipliers are 1 and $e^{-4 \pi / \mu}<1$ and the periodic solution $S(t)$ is asymptotically stable in (3).

Let

$$
\boldsymbol{X}_{P}:=\{\boldsymbol{v} \in C[0, p] ; \boldsymbol{v}(0)=\boldsymbol{v}(p)\}
$$

and

$$
\langle\boldsymbol{u}, \boldsymbol{v}\rangle_{P}:=\int_{0}^{p}\langle\boldsymbol{u}(t), \boldsymbol{v}(t)\rangle d t
$$

$L$ be the linearized operator with respect to the periodic solution $S(t)$, that is

$$
L \boldsymbol{v}:=G^{\prime}(S(t)) \boldsymbol{v}-\boldsymbol{v}_{t} \text { for } \boldsymbol{v} \in \boldsymbol{X}_{P} .
$$

$L^{*}$ is the adjoint operator of $L$ with respect to the inner product. $L^{*}$ is given by

$$
L^{*}={ }^{t} G^{\prime}(S(t))+\partial_{t} .
$$

Especially, 0 is a simple eigenvalue of $L$ because $S(t)$ is linearly stable. Hence there exists an eigenfunction $\phi^{*}(t) \in$ $\boldsymbol{X}_{P}$ such that $L^{*} \phi^{*}=0$ and $\left\langle S_{t}(t), \phi^{*}\right\rangle_{P}=1$.

Proposition 2. The eigenfunction $\phi^{*}$ is given by

$$
\phi^{*}(t)=\frac{1}{2 \pi \sqrt{\lambda}}\binom{-\sin \mu t}{\cos \mu t} .
$$

Proof. First, we write $\phi^{*}(t)$ as

$$
\phi^{*}(t)=\binom{U(t)}{V(t)} .
$$

Since the adjoint operator of $L$ is expressed by

$$
L^{*}={ }^{t} G^{\prime}(S(t))+\partial_{t}
$$

$\phi^{*}$ satisfies

$$
\begin{equation*}
L^{*} \phi^{*}={ }^{t} G^{\prime}(S(t)) \phi^{*}+\partial_{t} \phi^{*}=0 \tag{6}
\end{equation*}
$$

with $\left\langle S_{t}(t), \phi^{*}\right\rangle_{P}=1$.
Here we have
$G^{\prime}(S(t))=\left(\begin{array}{cc}-2 \lambda \cos ^{2} \mu t & -2 \lambda \cos \mu t \sin \mu t-\mu \\ -2 \lambda \cos \mu t \sin \mu t+\mu & -2 \lambda \sin ^{2} \mu t\end{array}\right)$
and
${ }^{t} G^{\prime}(S(t))=\left(\begin{array}{cc}-2 \lambda \cos ^{2} \mu t & -2 \lambda \cos \mu t \sin \mu t+\mu \\ -2 \lambda \cos \mu t \sin \mu t-\mu & -2 \lambda \sin ^{2} \mu t\end{array}\right)$
Therefore (6) becomes

$$
\left.\begin{array}{r}
-2 \lambda \cos ^{2} \mu t \\
-2 \lambda \cos \mu t \sin \mu t+\mu \\
-2 \lambda \cos \mu t \sin \mu t-\mu
\end{array} \begin{array}{l}
U(t) \\
V(t)
\end{array}\right)
$$

with

$$
\int_{0}^{\frac{2 \pi}{\mu}}(-\sqrt{\lambda} \mu \sin \mu t U(t)+\sqrt{\lambda} \mu \cos \mu t V(t)) d t=1
$$

That is,
$\left\{\begin{array}{l}-2 U(t) \cos ^{2} \mu t+(-2 \sin \mu t \cos \mu t+\mu) V(t)+\dot{U}(t)=0, \\ -2 V(t) \sin ^{2} \mu t+(-2 \sin \mu t \cos \mu t-\mu) U(t)+\dot{V}(t)=0, \\ -\sqrt{\lambda} \sin \mu t U(t)+\sqrt{\lambda} \cos \mu t V(t)=1 / 2 \pi .\end{array}\right.$
which can be solved as

$$
\left\{\begin{array}{l}
U(t)=-\frac{1}{2 \pi \sqrt{\lambda}} \sin \mu t \\
V(t)=\frac{1}{2 \pi \sqrt{\lambda}} \cos \mu t
\end{array}\right.
$$

and we have

$$
\phi^{*}(t)=\frac{1}{2 \pi \sqrt{\lambda}}\binom{-\sin \mu t}{\cos \mu t}
$$

### 3.2. Phase dynamics

In the case $\varepsilon>0$ is sufficiently small but not 0 , the solution of (2) can be regarded as follows
$\boldsymbol{u}_{\mathbf{1}}(t)=S\left(t+h_{1}(t)\right)+o(1), \boldsymbol{u}_{\mathbf{2}}(t)=S\left(t+h_{2}(t)\right)+o(1), \varepsilon \downarrow 0$ and hence $\boldsymbol{u}_{\mathbf{1}}\left(t-\Delta_{a}\right), \boldsymbol{u}_{\mathbf{2}}\left(t-\Delta_{e}\right)$ is close to $\boldsymbol{u}_{\mathbf{1}}\left(t-\Delta_{a}\right) \sim S\left(t-\Delta_{a}+h_{1}(t)\right), \boldsymbol{u}_{\mathbf{2}}\left(t-\Delta_{e}\right) \sim S\left(t-\Delta_{e}+h_{2}(t)\right)$.

Here we define $h_{1}=h_{1}(t)$ and $h_{2}=h_{2}(t)$ are the phases of the 1 st oscillator $\boldsymbol{u}_{1}$ and the 2 nd oscillator $\boldsymbol{u}_{2}$, respectively. The phase difference $h(t)$ is defined by

$$
h(t):=h_{2}(t)-h_{1}(t) .
$$

Proposition 3 (Ei [16]). $\left|\boldsymbol{u}_{j}(t)-S\left(t+h_{j}(t)\right)\right| \leq O(\varepsilon)$ hold and $h_{1}(t), h_{2}(t)$ satisfy

$$
\dot{h_{1}}(t)=\varepsilon \omega_{1}(h)+O\left(\varepsilon^{2}\right), \quad \dot{h_{2}}(t)=\varepsilon \omega_{2}(h)+O\left(\varepsilon^{2}\right),
$$

where

$$
\begin{aligned}
& \omega_{1}(h):=\int_{0}^{p}\left\langle\boldsymbol{A}_{\mathbf{1}} S\left(t-\Delta_{e}+h_{2}\right), \phi^{*}\left(t+h_{1}\right)\right\rangle d t, \\
& \omega_{2}(h):=\int_{0}^{p}\left\langle\boldsymbol{A}_{\mathbf{2}} S\left(t-\Delta_{a}+h_{1}\right), \phi^{*}\left(t+h_{2}\right)\right\rangle d t .
\end{aligned}
$$

Here, $\omega_{1}(h)$ can be represented in the form

$$
\omega_{1}(h)=\int_{0}^{p}\left\langle\boldsymbol{A}_{\mathbf{1}} S\left(z+h-\Delta_{e}\right), \phi^{*}(z)\right\rangle d z
$$

by changing the variable $z:=t+h_{1}$. Similarly, $\omega_{2}(h)$ can also be written as

$$
\omega_{2}(h)=\int_{0}^{p}\left\langle\boldsymbol{A}_{\mathbf{2}} S\left(z-h-\Delta_{a}\right), \phi^{*}(z)\right\rangle d z .
$$

Proposition 4. $\omega_{1}(h), \omega_{2}(h)$ are calculated as follows: $\omega_{1}(h)=\frac{a_{21}-a_{12}}{2 \sqrt{\lambda} \mu} \cos \mu\left(h-\Delta_{e}\right)+\frac{a_{22}+a_{11}}{2 \sqrt{\lambda} \mu} \sin \mu\left(h-\Delta_{e}\right)$, $\omega_{2}(h)=\frac{b_{21}-b_{12}}{2 \sqrt{\lambda} \mu} \cos \mu\left(h+\Delta_{a}\right)-\frac{b_{22}+b_{11}}{2 \sqrt{\lambda} \mu} \sin \mu\left(h+\Delta_{a}\right)$.
Proof. We can calculate

$$
\begin{aligned}
\omega_{1}(h)= & \int_{0}^{p}\left\langle\boldsymbol{A}_{\mathbf{1}} S\left(z+h-\Delta_{e}\right), \phi^{*}(z)\right\rangle d z \\
= & \int_{0}^{\frac{2 \pi}{\mu}}\left\langle\boldsymbol{A}_{\mathbf{1}}\binom{\cos \mu\left(z+h-\Delta_{e}\right)}{\sin \mu\left(z+h-\Delta_{e}\right)}, \phi^{*}(z)\right\rangle d z \\
= & \int_{0}^{p}\left\langle\boldsymbol{A}_{\mathbf{1}} \cos \mu\left(h-\Delta_{e}\right)\binom{\cos \mu z}{\sin \mu z}, \phi^{*}(z)\right\rangle d z \\
& \left.\quad+\boldsymbol{A}_{\mathbf{1}} \sin \mu\left(h-\Delta_{e}\right)\binom{-\sin \mu z}{\cos \mu z}, \phi^{*}(z)\right\rangle d z \\
= & \cos \mu\left(h-\Delta_{e}\right) \int_{0}^{p}\left\langle\boldsymbol{A}_{\mathbf{1}}\binom{\cos \mu z}{\sin \mu z}, \phi^{*}(z)\right\rangle d z \\
& \quad+\sin \mu\left(h-\Delta_{e}\right) \int_{0}^{p}\left\langle\boldsymbol{A}_{\mathbf{1}}\binom{-\sin \mu z}{\cos \mu z}, \phi^{*}(z)\right\rangle d z \\
= & \cos \mu\left(h-\Delta_{e}\right) \frac{a_{21}-a_{12}}{2 \sqrt{\lambda} \mu}+\sin \mu\left(h-\Delta_{e}\right) \frac{a_{22}+a_{11}}{2 \sqrt{\lambda} \mu} .
\end{aligned}
$$

Thus $\omega_{1}(h)$ is given in the form
$\omega_{1}(h)=\frac{a_{21}-a_{12}}{2 \sqrt{\lambda} \mu} \cos \mu\left(h-\Delta_{e}\right)+\frac{a_{22}+a_{11}}{2 \sqrt{\lambda} \mu} \sin \mu\left(h-\Delta_{e}\right)$.
Similarly, we also can get
$\omega_{2}(h)=\frac{b_{21}-b_{12}}{2 \sqrt{\lambda} \mu} \cos \mu\left(h+\Delta_{a}\right)-\frac{b_{22}+b_{11}}{2 \sqrt{\lambda} \mu} \sin \mu\left(h+\Delta_{a}\right)$.

Here, we define

$$
\begin{cases}M_{1}:=a_{21}-a_{12}, & N_{1}:=a_{11}+a_{22} \\ M_{2}:=b_{21}-b_{12}, & N_{2}:=b_{11}+b_{22}\end{cases}
$$

Then $\omega_{1}(h), \omega_{2}(h)$ are represented as follows:

$$
\begin{aligned}
& \omega_{1}(h)=\frac{\cos \mu\left(h-\Delta_{e}\right)}{2 \sqrt{\lambda} \mu} M_{1}+\frac{\sin \mu\left(h-\Delta_{e}\right)}{2 \sqrt{\lambda} \mu} N_{1} \\
& \omega_{2}(h)=\frac{\cos \mu\left(h+\Delta_{a}\right)}{2 \sqrt{\lambda} \mu} M_{2}-\frac{\sin \mu\left(h+\Delta_{a}\right)}{2 \sqrt{\lambda} \mu} N_{2}
\end{aligned}
$$

From Proposition 3, $\dot{h}_{1}(t), \dot{h}_{2}(t)$ can be rewritten as

$$
\begin{align*}
\dot{h_{1}}(t) & =\varepsilon \omega_{1}(h)+O\left(\varepsilon^{2}\right) \\
& =\varepsilon \frac{\cos \mu\left(h-\Delta_{e}\right)}{2 \sqrt{\lambda} \mu} M_{1}+\varepsilon \frac{\sin \mu\left(h-\Delta_{e}\right)}{2 \sqrt{\lambda} \mu} N_{1}+O\left(\varepsilon^{2}\right) \\
\dot{h_{2}}(t) & =\varepsilon \omega_{2}(h)+O\left(\varepsilon^{2}\right) \\
& =\varepsilon \frac{\cos \mu\left(h+\Delta_{a}\right)}{2 \sqrt{\lambda} \mu} M_{2}-\varepsilon \frac{\sin \mu\left(h+\Delta_{a}\right)}{2 \sqrt{\lambda} \mu} N_{2}+O\left(\varepsilon^{2}\right) \tag{7}
\end{align*}
$$

and the phase difference $h(t)$ is given

$$
\begin{align*}
\dot{h}(t): & =\dot{h}_{2}(t)-\dot{h}_{1}(t)=\varepsilon\left(\omega_{2}(h)-\omega_{1}(h)\right)+O\left(\varepsilon^{2}\right) \\
= & \frac{\varepsilon}{2 \sqrt{\lambda} \mu}\left(M_{2} \cos \mu\left(h+\Delta_{a}\right)-N_{2} \sin \mu\left(h+\Delta_{a}\right)\right. \\
& \left.-M_{1} \cos \mu\left(h-\Delta_{e}\right)-N_{1} \sin \mu\left(h-\Delta_{e}\right)\right)+O\left(\varepsilon^{2}\right) \tag{8}
\end{align*}
$$

### 3.3. Corresponding to walking model

In this subsection, we will determine the parameters $M_{1}$, $M_{2}, N_{1}, N_{2}$ so that our simplified model (2) can structurally correspond with the walking model (1). We omit higher order terms $O(\varepsilon)$ in (8).

### 3.3.1. ExCitation and inhibition

As mentioned in previous section, the efferent and afferent pathway, i.e., the connection from CPG to Body and from Body to CPG is inhibitory and excitatory, respectively, in the walking model. We understand that the phase of CPG will speed up and the phase of Body will slow down, respectively. When both time delays $\Delta_{a}=\Delta_{e}=0$, that is, we understand $\dot{h}_{1}(0)=\varepsilon \omega_{1}(0)>0$ and $\dot{h}_{2}(0)=\varepsilon \omega_{2}(0)<0$ by (7).

When $\Delta_{a}=\Delta_{e}=0$, we have

$$
\omega_{1}(0)=\frac{1}{2 \mu} M_{1} \text { and } \omega_{2}(0)=\frac{1}{2 \mu} M_{2},
$$

which means $M_{1}>0$ and $M_{2}<0$. Thus we assume

$$
M_{1}>0 \text { and } M_{2}<0
$$

### 3.3.2. CPG Phase quarter period ahead of Body

 PHASESince, $\dot{h}(t)=\dot{h}_{2}(t)-\dot{h}_{1}(t)$ can be written as

$$
\begin{aligned}
\dot{h}(t) & =\varepsilon \frac{\cos \mu h}{2 \sqrt{\lambda} \mu}\left(M_{2}-M_{1}\right)-\varepsilon \frac{\sin \mu h}{2 \sqrt{\lambda} \mu}\left(N_{2}+N_{1}\right) \\
& =\frac{\varepsilon}{2 \sqrt{\lambda} \mu} \sqrt{\left(M_{2}-M_{1}\right)^{2}+\left(N_{1}+N_{2}\right)^{2}} \cos \left(\mu h+\gamma_{0}\right) .
\end{aligned}
$$

where

$$
\begin{align*}
& \cos \gamma_{0}=\frac{M_{2}-M_{1}}{\sqrt{\left(M_{2}-M_{1}\right)^{2}+\left(N_{1}+N_{2}\right)^{2}}} \\
& \sin \gamma_{0}=\frac{N_{1}+N_{2}}{\sqrt{\left(M_{2}-M_{1}\right)^{2}+\left(N_{1}+N_{2}\right)^{2}}} \tag{9}
\end{align*}
$$

the phase shift satisfies

$$
\begin{equation*}
h(t) \rightarrow \frac{\pi}{2 \mu}-\frac{\gamma_{0}}{\mu}=\frac{1}{4} p-\frac{\gamma_{0}}{\mu} \text { as } t \longrightarrow+\infty \tag{10}
\end{equation*}
$$

As mentioned in Section 2, the CPG phase is $p / 4$ ahead of the Body phase when no time delays $\Delta_{a}=\Delta_{e}=0$ in the walking model. In order to correspond with it, the phase difference (10) should satisfy

$$
\frac{p}{4}-\frac{\gamma_{0}}{\mu}=-\frac{p}{4}
$$

Since $p=\frac{2 \pi}{\mu}$ and $\frac{1}{4} p=\frac{\pi}{2 \mu}$, we should assume $\gamma_{0}=\pi$, that is

H2)

$$
N_{1}+N_{2}=0
$$

from (9).

### 3.4. Analysis of the phase shift

Under assumptions H1) and H2), we consider the effect of time delays $\Delta_{a}$ and $\Delta_{e}$. From (8) and H1), H2), we have

$$
\begin{equation*}
\dot{h}(t)=\frac{\epsilon}{2 \sqrt{\lambda} \mu}(\alpha \cos \mu h+\beta \sin \mu h), \tag{11}
\end{equation*}
$$

where

$$
\begin{aligned}
\alpha & :=\alpha\left(\Delta_{a}, \Delta_{e}\right) \\
& =M_{2}-N_{2} \mu \Delta_{a}-M_{1}+N_{1} \mu \Delta_{e}+O\left(\Delta_{a}^{2}+\Delta_{e}^{2}\right) \\
\beta & :=\beta\left(\Delta_{a}, \Delta_{e}\right) \\
& =-M_{2} \mu \Delta_{a}-N_{2}-M_{1} \mu \Delta_{e}-N_{1}+O\left(\Delta_{a}^{2}+\Delta_{e}^{2}\right)
\end{aligned}
$$

by the expansions

$$
\left\{\begin{array}{l}
\cos \mu\left(h+\Delta_{a}\right)=\cos \mu h-\mu \Delta_{a} \sin \mu h+O\left(\Delta_{a}^{2}\right), \\
\sin \mu\left(h+\Delta_{a}\right)=\sin \mu h+\mu \Delta_{a} \cos \mu h+O\left(\Delta_{a}^{2}\right), \\
\cos \mu\left(h-\Delta_{e}\right)=\cos \mu h+\mu \Delta_{e} \sin \mu h+O\left(\Delta_{e}^{2}\right), \\
\sin \mu\left(h-\Delta_{e}\right)=\sin \mu h-\mu \Delta_{e} \cos \mu h+O\left(\Delta_{e}^{2}\right)
\end{array}\right.
$$

for $\left|\Delta_{a}\right|,\left|\Delta_{e}\right| \ll 1$. Then (11) reads

$$
\begin{equation*}
\dot{h}(t)=\frac{\varepsilon}{2 \sqrt{\lambda} \mu}\left(\alpha^{2}+\beta^{2}\right)^{\frac{1}{2}}(\sin \mu h+\gamma) \tag{12}
\end{equation*}
$$

where

$$
\cos \gamma=\frac{\beta}{\left(\alpha^{2}+\beta^{2}\right)^{\frac{1}{2}}}, \quad \sin \gamma=\frac{\alpha}{\left(\alpha^{2}+\beta^{2}\right)^{\frac{1}{2}}}
$$

That is, the angle $\gamma$ is given by

$$
\gamma=\gamma\left(\Delta_{a}, \Delta_{e}\right)=\arccos \frac{\beta}{\left(\alpha^{2}+\beta^{2}\right)^{\frac{1}{2}}}
$$

## Proposition 5.

$$
\begin{equation*}
\gamma\left(\Delta_{a}, \Delta_{e}\right)=-\frac{\pi}{2}+C_{1} \Delta_{a}+C_{2} \Delta_{e}+O\left(\Delta_{a}^{2}+\Delta_{e}^{2}\right) \tag{13}
\end{equation*}
$$

holds for $\left|\Delta_{a}\right|,\left|\Delta_{e}\right| \ll 1$, where

$$
C_{1}:=\frac{\mu M_{2}}{M_{2}-M_{1}}>0, C_{2}:=\frac{\mu M_{1}}{M_{2}-M_{1}}<0
$$

Proof. Seeing $\gamma(0,0)=-\frac{\pi}{2}$, we expand $\gamma\left(\Delta_{a}, \Delta_{e}\right)$ as

$$
\begin{aligned}
\gamma\left(\Delta_{a}, \Delta_{e}\right)=\gamma(0,0)+\frac{\partial \gamma(0,0)}{\partial \Delta_{a}} \Delta_{a} & +\frac{\partial \gamma(0,0)}{\partial \Delta_{e}} \Delta_{e} \\
& +O\left(\Delta_{a}^{2}+\Delta_{e}^{2}\right) \\
=- & \frac{\pi}{2}+C_{1} \Delta_{a}+C_{2} \Delta_{e}+O\left(\Delta_{a}^{2}+\Delta_{e}^{2}\right)
\end{aligned}
$$

when $\left|\Delta_{a}\right|,\left|\Delta_{e}\right| \ll 1$, where

$$
C_{1}:=\frac{\mu M_{2}}{M_{2}-M_{1}}>0, C_{2}:=\frac{\mu M_{1}}{M_{2}-M_{1}}<0
$$

Thus, we find from (12)

$$
\mu h(t)+\gamma \rightarrow-\pi \text { as } t \rightarrow+\infty
$$

From (13), we have

$$
\mu h(t)-\frac{\pi}{2}+C_{1} \Delta_{a}+C_{2} \Delta_{e} \rightarrow-\pi
$$

and therefore

$$
h(t) \rightarrow-\pi / 2 \mu-\frac{C_{1}}{\mu} \Delta_{a}-\frac{C_{2}}{\mu} \Delta_{e}
$$

Thus the phase difference $h(t)=h_{2}(t)-h_{1}(t)$ with the period $p=2 \pi / \mu$ satisfies

$$
\begin{array}{r}
h(t) \rightarrow-p / 4-\frac{C_{1}}{\mu} \Delta_{a}-\frac{C_{2}}{\mu} \Delta_{e}+O\left(\Delta_{a}^{2}+\Delta_{e}^{2}\right)  \tag{14}\\
(t \rightarrow+\infty)
\end{array}
$$

and

$$
\begin{align*}
h_{1}(t) \rightarrow h_{2}(t) & +p / 4+\frac{C_{1}}{\mu} \Delta_{a}+\frac{C_{2}}{\mu} \Delta_{e}  \tag{15}\\
& +O\left(\Delta_{a}^{2}+\Delta_{e}^{2}\right) \quad(t \rightarrow+\infty)
\end{align*}
$$

From (15), the phase of the 1 st oscillator $\boldsymbol{u}_{1}$ could shift forward on that of the 2 nd oscillator $\boldsymbol{u}_{2}$ according to the time delay $\Delta_{a}, \Delta_{e}$. Precisely speaking, the phase shift increases in proportion to $\Delta_{a}$ and the phase shift decreases in proportion to $\Delta_{e}$. These observation quite well agree with the results of computer simulations of the walking model (1).

## 4. DISCUSSIONS

The computer simulation results for the walking model (1) showed two typical properties that 1) the phase of the CPG activity shifted $p / 4$ ( $p$ is a period) ahead of the Body motion when the loop time delay $\Delta_{t}=0$ (Fig. 3), 2) the phase shift increases according to the increase of the afferent time delay $\Delta_{a}$; conversely, the phase shift decreases according to the increase of the efferent time delay $\Delta_{e}$ as observed in (Fig. 5).

In order to understand these phenomena theoretically, we introduced the simplified model consisting of two coupled oscillators characterized by stable limit cycles. In that model, coefficients are adjusted such that typical properties a) and b) mentioned in Introduction are reappeared.

Under these conditions, we analyzed the simplified model by using the phase dynamical approach $[16,17]$ and the phase difference of the 1st oscillator $\boldsymbol{u}_{1}$ (CPG) and 2nd oscillator $\boldsymbol{u}_{2}$ (Body) were derived as
$h(t)=h_{2}(t)-h_{1}(t) \rightarrow-p / 4-\frac{C_{1}}{\mu} \Delta_{a}-\frac{C_{2}}{\mu} \Delta_{e},(t \longrightarrow+\infty)$
where

$$
\frac{C_{1}}{\mu}=\frac{M_{1}}{M_{2}-M_{1}}<0, \quad \frac{C_{2}}{\mu}=\frac{\mu M_{2}}{M_{2}-M_{1}}>0
$$

when time delays $\Delta_{a}$ and $\Delta_{e}$ exist. Thus, the phase difference $h(t)$ is increasing or decreasing with respect to $\Delta_{a}$ or $\Delta_{e}$, respectively while phase of the 1st oscillator $\boldsymbol{u}_{1}$ (CPG) could shift ahead $p / 4$ of the 2nd oscillator $\boldsymbol{u}_{2}$ (Body) in the case of no time delay. These analytical results quit agree with the simulation results in the walking model (1) (Fig. 4, 5). Thus, the effects against time delays (flexiblephase locking) can be completely and naturally reduced in our simplified model.

The previous study [1] has theoretically clarified the effectiveness against total time delay on a sensorimotor loop. This study revealed that, depending on pathways on which time delays $\Delta_{a}$ and $\Delta_{e}$ are involved, the time delay induces different effectiveness in direction of phase shift. Our research assumed only the connection of excitation and inhibition and the function forming a quarter phase difference, as mentioned as H1) and H2) in Sec. 3.3. Nevertheless, the flexible-phase locking was reproduced completely. This
strongly suggests that only the connection of excitation and inhibition and the function forming a quarter phase difference automatically yield the flexible-phase locking in general. This is an unexpected and surprising scientific discovery.

This study also reads to physical understanding of the condition 2), i.e., signs of the coupling coefficients in the simplified model [1]. Our analysis simply assumed the excitation and inhibition at connections to be a force of the forward and backward phase shift, respectively, as in H1). This means to need no alternative assumptions in order to gain the flexible-phase locking. Thus, the excitation and inhibition at connections can be interpreted as a force of the forward and backward phase shift.

## Appendix A. The equations of motion for the Body of the walking model

All variables and conventions correspond to those shown in Fig. 7. All variables and parameters follow the ones proposed by Taga (1994). By using the Newton-Euler method, motion of the Body (Taga, 1991) can be written as follows:

$$
P(\mathrm{x}) \ddot{\mathrm{x}}=\mathrm{Q}\left(\mathrm{x}, \ddot{\mathrm{x}}, \mathrm{~T}_{\mathrm{r}}(\mathrm{y})\right)
$$

therefore,

$$
\ddot{\mathrm{x}}=[P(\mathrm{x})]^{-1} \mathrm{Q}\left(\mathrm{x}, \ddot{\mathrm{x}}, \mathrm{~T}_{\mathrm{r}}(\mathrm{y})\right),
$$



Fig. 7: Model of bipedal Body as an interconnected chain of 5 rigid links (a point mass $m_{1}$ on the hip and four rigid bodies $I_{i}(i=1,4)$
where
$\mathbf{x}=\left(\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ x_{5} \\ x_{6}\end{array}\right)$
$p_{11}=\sum_{n=1}^{5} m_{n}$,
$p_{12}=0$,
$p_{13}=\left(0.5 m_{2}+m_{3}\right) I_{1} \cos \left(x_{3}\right)$,
$p_{14}=0.5 m_{3} l_{2} \cos \left(x_{4}\right)$,
$p_{15}=\left(0.5 m_{4}+m_{5}\right) l_{3} \cos \left(x_{5}\right)$,
$p_{16}=0.5 m_{5} l_{4} \cos \left(x_{6}\right)$,
$p_{21}=0$,
$p_{22}=\sum_{n=1}^{5} m_{n}$,
$p_{23}=\left(0.5 m_{2}+m_{3}\right) I_{1} \sin \left(x_{3}\right)$,
$p_{24}=0.5 m_{3} l_{2} \sin \left(x_{4}\right)$,
$p_{25}=\left(0.5 m_{4}+m_{5}\right) l_{3} \sin \left(x_{5}\right)$,
$p_{26}=0.5 m_{5} l_{4} \sin \left(x_{6}\right)$,
$p_{31}=\left(0.5 m_{2}+m_{3}\right) I_{1} \cos \left(x_{3}\right)$,
$p_{32}=\left(0.5 m_{2}+m_{3}\right) I_{1} \sin \left(x_{3}\right)$,
$p_{33}=0.25 m_{2} l_{1}^{2}+m_{3} l_{1}^{2}+I_{1}$,
$p_{34}=0.5 m_{3} l_{1} l_{2} \cos \left(x_{4}-x_{3}\right)$,
$p_{35}=0$,
$p_{36}=0$,
$p_{41}=0.5 m_{3} l_{2} \cos \left(x_{4}\right)$,
$p_{42}=0.5 m_{3} l_{2} \sin \left(x_{4}\right)$,
$p_{43}=0.5 m_{3} l_{1} l_{2} \cos \left(x_{4}-x_{3}\right)$,
$p_{44}=I_{2}+0.25 m_{3} l_{2}^{2}$,
$p_{45}=0$,
$p_{46}=0$,
$p_{51}=\left(0.5 m_{4}+m_{5}\right) I_{3} \cos \left(x_{5}\right)$,
$p_{52}=\left(0.5 m_{4}+m_{5}\right) I_{3} \sin \left(x_{5}\right)$,
$p_{53}=0$,
$p_{54}=0$,
$p_{55}=\left(0.25 m_{4}+m_{5}\right) l_{3}^{2}+I_{3}$,
$p_{56}=0.5 m_{5} l_{3} l_{4} \cos \left(x_{6}-x_{5}\right)$,
$p_{61}=0.5 m_{5} l_{4} \cos \left(x_{6}\right)$,
$p_{62}=0.5 m_{5} l_{4} \sin \left(x_{6}\right)$,
$p_{63}=0$,
$p_{64}=0$,
$p_{65}=0.5 m_{5} l_{3} l_{4} \cos \left(x_{5}-x_{6}\right)$,
$p_{66}=0.25 m_{5} l_{4}^{2}+I_{4}$,
$q_{1}=\left(0.5 m_{2}+m_{3}\right) l_{1} \sin \left(x_{3}\right) \dot{x_{3}}{ }^{2}$
$+0.5 m_{3} l_{2} \sin \left(x_{4}\right) \dot{x_{4}}{ }^{2}+\left(0.5 m_{4}+m_{5}\right) l_{3} \sin \left(x_{5}\right) \dot{x_{5}}{ }^{2}$
$+0.5 m_{5} l_{4} \sin \left(x_{6}\right) \dot{x_{6}}{ }^{2}+F_{g 1}+F_{g 3}$,
$q_{2}=-\left(0.5 m_{2}+m_{3}\right) l_{1} \cos \left(x_{3}\right) \dot{x_{3}}{ }^{2}-0.5 m_{3} l_{2} \cos \left(x_{4}\right) \dot{x_{4}}{ }^{2}$
$-\left(0.5 m_{4}+m_{5}\right) l_{3} \cos \left(x_{5}\right) \dot{x_{5}}{ }^{2}$
$-0.5 m_{5} l_{4} \sin \left(x_{6}\right) \dot{x_{6}}{ }^{2}+F_{g 1}+F_{g 2}-\sum_{n=1}^{5} m_{n} g$,
$q_{3}=0.5 m_{3} l_{1} l_{2} \sin \left(x_{4}-x_{3}\right) \dot{x_{4}}{ }^{2}+F_{g 1} l_{1} \cos \left(x_{3}\right)$
$+F_{g 2} l_{1} \sin \left(x_{3}\right)-\left(m_{2}+2 m_{3}\right) 0.5 g l_{1} \sin \left(x_{3}\right)$
$+T_{r p 1}+T_{r 2}-T_{r 2}-T_{r 4}$,

$$
\begin{aligned}
q_{4}= & 0.5 m_{3} l_{1} l_{2} \sin \left(x_{3}-x_{4}\right) \dot{x_{3}}{ }^{2}-0.5 m_{2} g l_{2} \sin \left(x_{4}\right) \\
& +F_{g 1} l_{2} \cos \left(x_{4}\right)+F_{g 2} l_{2} \cos \left(x_{4}\right) \\
& +T_{r p 2}+T_{r 2}-T_{r 3}, \\
q_{5}= & 0.5 m_{5} l_{3} l_{4} \sin \left(x_{6}-x_{5}\right){\dot{x_{6}}}^{2} \\
& -0.5\left(m_{4}+2 m_{5}\right) g l_{3} \sin \left(x_{5}\right)+F_{g 3} l_{3} \cos \left(x_{5}\right) \\
& +F_{g 4} l_{3} \sin \left(x_{5}\right)+T_{r p 3}+T_{r 4}-T_{r 5}-T_{r 1} \\
q_{6}= & 0.5 m_{5} l_{3} l_{4} \sin \left(x_{5}-x_{6}\right) \dot{x_{5}}{ }^{2}-0.5 m_{4} g l_{4} \sin \left(x_{6}\right) \\
& +F_{g 3} l_{4} \cos \left(x_{6}\right)+F_{g 4} l_{4} \sin \left(x_{6}\right)+T_{r p 4}+T_{r 5}-T_{r 6} .
\end{aligned}
$$

Horizontal and vertical forces on the ankles are given by

$$
\begin{aligned}
& F_{g 1}= \begin{cases}-k_{g}\left(x_{r}-x_{r 0}\right)-b_{g} \dot{x}_{r} & y_{r}-y_{g}\left(x_{r}\right)<0, \\
0 & \text { otherwise }\end{cases} \\
& F_{g 2}= \begin{cases}-k_{g}\left(y_{r}-y_{r 0}\right)+b_{g} f_{1}\left(-\dot{y}_{r}\right) & y_{r}-y_{g}\left(x_{r}\right)<0, \\
0 & \text { otherwise } .\end{cases} \\
& F_{g 3}= \begin{cases}-k_{g}\left(x_{l}-x_{l 0}\right)-b_{g} \dot{x}_{l} & y_{l}-y_{g}\left(x_{l}\right)<0, \\
0 & \text { otherwise } .\end{cases} \\
& F_{g 4}= \begin{cases}-k_{g}\left(y_{l}-y_{l 0}\right)+b_{g} f_{1}\left(-\dot{y}_{l}\right) & y_{l}-y_{g}\left(x_{l}\right)<0, \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
$$

where $y_{g}(x)$ is the function which represents the terrain. When the ground is even, $y_{g}(x)=0 .\left(x_{r}, y_{r}\right)$ and $\left(x_{l}, y_{l}\right)$ represent the positions of the ankles, which are given by

$$
\begin{aligned}
\left(x_{r}, y_{r}\right) & =\left(x_{1}+l_{1} \cos x_{3}+l_{2} \cos x_{4}, x_{2}-l_{1} \sin x_{3}-l_{2} \sin x_{4}\right), \\
\left(x_{l}, y_{l}\right) & =\left(x_{1}+l_{1} \cos x_{5}+l_{2} \cos x_{6}, x_{2}-l_{1} \sin x_{5}-l_{2} \sin x_{6}\right) .
\end{aligned}
$$

Passively generated torques at each joint are given by

$$
\begin{aligned}
& T_{r p 1}= k_{r} f_{1}\left(x_{4}-x_{3}\right)-b_{r} f_{2}\left(x_{4}-x_{3}\right)\left(x_{4}-x_{3}\right) \\
& \quad-b\left(\dot{x}_{3}-\dot{x}_{5}\right)-b\left(\dot{x}_{3}-\dot{x}_{4}\right), \\
& T_{r p 2}=- k_{r} f_{1}\left(x_{4}-x_{3}\right)+b_{r} f_{2}\left(x_{4}-x_{3}\right)\left(x_{4}-x_{3}\right) \\
& \quad-b\left(\dot{x}_{4}-\dot{x}_{3}\right)-b \dot{x}_{4}, \\
& T_{r p 3}= k_{r} f_{1}\left(x_{6}-x_{5}\right)-b_{r} f_{2}\left(x_{6}-x_{5}\right)\left(x_{6}-x_{5}\right) \\
& \quad \quad-b\left(\dot{x}_{5}-\dot{x}_{3}\right)-b\left(\dot{x}_{5}-\dot{x}_{6}\right), \\
& T_{r p 4}=- k_{r} f_{1}\left(x_{6}-x_{5}\right)+b_{r} f_{2}\left(x_{6}-x_{5}\right)\left(x_{6}-x_{5}\right) \\
& \quad-b\left(\dot{x}_{6}-\dot{x}_{5}\right)-b \dot{x}_{6},
\end{aligned}
$$

where $k$ and $b$ are the positive constants.
Actively generated torques at each joint are given by

$$
\begin{align*}
T_{r 1}= & \beta_{w}\left[p_{1}\left(y_{1}-y_{2}\right)\right. \\
& +f_{2}\left(y_{1}\right)\left\{-p_{e} f_{1}\left(x_{3}-x_{5}-x_{0}\right)^{2}-p_{b}\left(\dot{x_{3}}-\dot{x_{5}}\right)\right\} \\
T_{r 2}= & \beta_{w} p_{1}\left(y_{3}-y_{4}\right), \\
T_{r 3}= & \beta_{w}\left(p_{2} y-3-p_{3} y_{4}\right) f_{2}\left(F_{g 2}\right),  \tag{16}\\
T_{r 4}= & \beta_{w}\left[p_{1}\left(y_{7}-y_{8}\right)\right. \\
& +f_{2}\left(y_{7}\right)\left\{-p_{e} f_{1}\left(x_{5}-x_{3}-x_{0}\right)^{2}-p_{b}\left(\dot{x_{5}}-\dot{x_{3}}\right)\right\} \\
T_{r 5}= & \beta_{w} p_{1}\left(y_{9}-y_{10}\right), \\
T_{r 6}= & \beta_{w} p_{2}\left(y_{1} 1-p_{3} y_{1} 2\right) f_{2}\left(F_{g 4}\right),
\end{align*}
$$

where $\beta_{w}$ and $p$ are the positive constants; depending on the $i$ th neuronal output $y_{i}$, the mechanical viscoelastic torque at the hip joint was assumed to be produced when
the hip joint angle between the left and right thighs was beyond a threshold angle $x_{0}$.

Besides

$$
f_{1}(z)=\max (0, z), \quad f_{2}(z)= \begin{cases}0, & \text { for } z \leq 0 \\ 1, & \text { otherwise }\end{cases}
$$

## Appendix B. Simulation Parameters

## Body

$$
\begin{gathered}
m_{1}=48.0, m_{2}=7.0, m_{3}=4.0, m_{4}=7.0, m_{5}=4.0 \\
l_{1}=0.4, l_{2}=0.5, l_{3}=0.4, l_{4}=0.5 \\
I_{1}=m_{2} l_{1}^{2} / 3, I_{2}=m_{3} l_{2}^{2} / 3, I_{3}=m_{4} l_{3}^{2} / 3, I_{4}=m_{5} l_{4}^{2} / 3 \\
k_{g}=30000.0, k_{r}=2000.0, b_{g}=3000.0, b_{r}=200.0 \\
\quad b=1.0, \beta_{w}=2.0 \\
p_{1}=12.5, p_{2}=13.5, p_{3}=2.5, p_{e}=150.0, p_{b}=15.0 \\
x_{0}=0.1 \pi \mathrm{rad}, g=9.8 \mathrm{~m} / \mathrm{s}^{2}
\end{gathered}
$$

## Central pattern generator

$\tau_{i}(i=1, \ldots, 12)$ are given by

$$
\tau_{4}=\tau_{10}=1 / 60, \quad \tau_{i}=1 / 30(\text { else })
$$

$\tau_{i}^{\prime}(i=1, \ldots, 12)$ are given by

$$
\tau_{3}^{\prime}=\tau_{9}^{\prime}=2.0, \quad \tau_{4}^{\prime}=\tau_{10}^{\prime}=20 / 3, \quad \tau_{i}^{\prime}=10 / 3 \text { (else) }
$$

$$
\begin{gathered}
w_{12}, w_{21}, w_{78}, w_{87}=-2.0 \\
w_{17}, w_{71}, w_{28}, w_{82}=-1.0 \\
w_{15}, w_{26}, w_{24}, w_{43}, w_{56}, w_{65}=-1.0 \\
w_{712}, w_{812}, w_{810}, w_{109}, w_{11}, w_{12} 11=-1.0 \\
\text { otherwise } \quad w_{i j}=0.0 \\
u_{0}=0.3, \alpha_{w}=1.0, a=0.7, b=0.8
\end{gathered}
$$

## Initial conditions

$$
\begin{gathered}
x_{1}=0.0, x_{2}=l_{1}+l_{2}, x_{3}, x_{4}, x_{5}, x_{6}=0.0 \\
\dot{u}_{i}=0.0, \dot{u}_{i}=0.0
\end{gathered}
$$
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