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Abstract

The maximization of the third coefficient of the characteristic polynomial has been proved useful. It has a posynomial form as a function of entries of a positive reciprocal matrix. Hence one can transform it to a convex function. We will prove the existence of a solution of the minimization problem of the resulting convex function.
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1. Introduction and Preliminaries

The pairwise comparison procedure is the heart of AHP (Analytic Hierarchy Process) and it gives a positive reciprocal matrix of the following form:

\[
A = \begin{pmatrix}
1 & a_{12} & \cdots & a_{1n} \\
1/a_{12} & 1 & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
1/a_{1n} & 1/a_{2n} & \cdots & 1
\end{pmatrix},
\]

where \(a_{ij} > 0\) for all \(i,j = 1, \ldots, n\) (Golden et al., 1989, Saaty, 1980, 1994, Tone, 1986).

The principal eigenvalue \(\lambda_{\text{max}}\) of \(A\) plays an important role as a consistency index C.I. which measures inconsistency of the pairwise comparison. It is defined as follows

\[
\text{C.I.} = \frac{\lambda_{\text{max}} - n}{n - 1}.
\]

Decision makers are required to do pairwise comparisons so that C.I. would be as small as possible. Needless to say that \(\lambda_{\text{max}}\) is a maximal solution of the characteristic polynomial of \(A\) which is denoted by

\[
P_A(\lambda) := \det(\lambda E - A) = \lambda^n + c_1 \lambda^{n-1} + \cdots + c_{n-1} \lambda + c_n.
\]
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In our prior work (Obata et al., 1999), we verified the strong relationship between the third coefficient $c_3$ and C.I. by a computational experiment. We observed that C.I. gets smaller as $c_3$ gets greater.

One may wonder that one can calculate the value of $c_3$ easily. With the aid of the following simple form of the third coefficient\(^{1}\), one will agree that the calculation is easy.

**PROPOSITION 1.1.** (Shiraishi et al., 1998) Let $n \geq 3$. If $A$ is a positive reciprocal $n \times n$ matrix, then

\[
c_3 = \sum_{i<j<k} \left[ 2 \left( \frac{a_{ij}a_{jk}}{a_{ik}} + \frac{a_{ik}}{a_{ij}a_{jk}} \right) \right]
\]

\[
= 2 \binom{n}{3} - \sum_{i<j<k} \left( \frac{a_{ij}a_{jk}}{a_{ik}} + \frac{a_{ik}}{a_{ij}a_{jk}} \right),
\]

so that $c_3 \leq 0$.

On the other hand, decision makers often make an incomplete matrix of the form\(^2\):

\[
A(w) = \begin{pmatrix}
1 & a_{12} & \cdots & w_1 & \cdots & a_{1n} \\
1/a_{12} & 1 & \cdots & \cdots & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
1/w_1 & \vdots & \ddots & 1/w_m & \ddots & \vdots \\
\vdots & \vdots & \ddots & 1/w_m & \ddots & \vdots \\
1/a_{1n} & 1/a_{2n} & \cdots & \cdots & 1
\end{pmatrix},
\]

where $w = (w_1, \ldots, w_m)$ denotes the missing elements. Since C.I. is required to be as small as possible, it is natural to find a solution $w > 0$ of the following minimization problem:

\[
\min_{w>0} \lambda_{\text{max}}(w), \tag{1.2}
\]

where $\lambda_{\text{max}}(w)$ denotes the principal eigenvalue of $A(w)$. However this problem is hard to solve exactly. By the way, we saw that C.I. (hence $\lambda_{\text{max}}$) gets smaller as $c_3$ gets greater. So it is natural to propose the following maximization problem as a heuristic method which is alternate of (1.2) (Shiraishi et al., 1998):

\[
\max_{w>0} c_3(w), \tag{1.3}
\]

where $c_3(w)$ denotes the third coefficient of the characteristic polynomial of $A(w)$.

In this paper, first we will show that the problem (1.3) can be converted to an equivalent convex minimization problem. Next, we will show that it always has an optimal solution (existence of an optimal solution).

---

\(^{1}\) From the general theory of the characteristic polynomials, we know that $c_1 = -n$. We can also show that $c_2 = 0$ (see Shiraishi et al., 1998).

\(^{2}\) e.g. unwillingness to make a direct comparison between two alternatives, being unsure of some of the comparison, etc. (see Harker, 1987).
2. Equivalent Convex Programming and Existence of Solutions

The maximization problem (1.3) is equivalent to the minimization of \(-c_3(w)\). Since the main part of \(c_3(w)\) is written in the simple form (1.1), (1.3) turns to be the following problem

\[
\min_{w>0} \sum_{i<j<k} \left\{ \frac{a_{ij}a_{jk}}{a_{ik}} + \frac{a_{ik}}{a_{ij}a_{jk}} \right\},
\]

(2.1)

in which some \(a_{ij}\)'s are regarded as the variables \(w_1, \ldots, w_m\). The function (2.1) is of the form of posynomials. Posynomials can be converted to convex functions by using the exponential transformation (see Ben-Israel et al., 1981, Fukushima, 1980). By setting \(b_{ij} = \log a_{ij}\), we have

\[
\min \sum_{i<j<k} (\exp (b_{ij} + b_{jk} - b_{ik}) + \exp (-b_{ij} - b_{jk} + b_{ik})).
\]

Since \(\log\) is monotone, the problem (2.1) is equivalent to:

\[
\min \log \left\{ \sum_{i<j<k} (\exp (b_{ij} + b_{jk} - b_{ik}) + \exp (-b_{ij} - b_{jk} + b_{ik})) \right\}. \tag{2.2}
\]

The variable vector \(w = (w_1, \ldots, w_m)\) is also transformed to \(t = (t_1, \ldots, t_n)\) by setting \(t_i = \log w_i\). Hence the formula (2.2) includes terms as follows:

\[
\exp(t_i + b_{jk} - b_{ik}), \exp(t_i + b_{jk} - t_{ij}), \ldots, \text{etc.} \tag{2.3}
\]

Let \(f(x) = f(x_1, \ldots, x_K)\) be a convex function defined by

\[
f(x_1, \ldots, x_K) := \log (e^{x_1} + \cdots + e^{x_K} + e^{-x_1} + \cdots + e^{-x_K}),
\]

where \(K = \binom{3}{3}\). Then (2.3) implies that there exist a matrix \(B\) and a vector \(b\) such that \(x = Bt + b\). Hence it suffices to solve the following unconstrained convex minimization problem:

\[
\min_{t \in \mathbb{R}^n} f(Bt + b) \tag{2.4}
\]

In the remaining part of this section, we will prove the existence of an optimal solution of the problem (2.4). For this purpose, we recall the definition of the recession function of a convex function and its properties (see Rockafellar, 1970).

**Definition 2.1.** Let \(g : \mathbb{R}^N \to \mathbb{R}\) be a continuous convex function. Then, for \(x, d \in \mathbb{R}^N\), the recession function of \(g\) is defined by

\[
g_\infty(d) := \sup_{\lambda > 0} \frac{g(x + \lambda d) - g(x)}{\lambda} = \lim_{\lambda \to \infty} \frac{g(x + \lambda d) - g(x)}{\lambda}.
\]

We note that the value of the recession function is independent to the choice of \(x\).
Lemma 2.2. (Rockafellar, 1970) Let \( g : \mathbb{R}^N \to \mathbb{R} \) be a continuous convex function and \( L \) a linear subspace of \( \mathbb{R}^N \). If \( g_\infty(d) > 0 \) for all \( 0 \neq d \in L \), then \( g|_L \) attains a minimum, where \( g|_L \) denotes the restriction of \( g \) on \( L \).

Consider the composite function \( h(x) = g(Bx + b) \), where \( Bx + b \) is an affine transformation. The following assertion is immediate from the definition of the recession function.

Lemma 2.3. It holds that
\[
h_\infty(d) = g_\infty(Bd).
\]

Let us consider the direct sum decomposition \( \mathbb{R}^N = (\ker B) \oplus (\ker B)^\perp \).

Lemma 2.4. (Shiraishi, 1991) If \( g_\infty(d) > 0 \) for all \( d \neq 0 \), then \( h \) attains its minimum on \( (\ker B)^\perp \).

Proof. For any \( 0 \neq d \in (\ker B)^\perp \), we have \( Bd \neq 0 \). Then, by Lemma 2.3, we have
\[
h_\infty(d) = g_\infty(Bd) > 0.
\]
The conclusion follows from Lemma 2.2.

Proposition 2.5. If \( g_\infty(d) > 0 \) for all \( d \neq 0 \), then \( h \) attains its minimum on \( \mathbb{R}^N \).

Proof. By Lemma 2.4, there exists a vector \( \bar{x} \) such that
\[
h(x) \geq h(\bar{x}) \quad \text{for all} \quad x \in (\ker B)^\perp.
\]
For any \( x \in \mathbb{R}^N \), we decompose \( x \) into \( x = x_1 + x_2 \in (\ker B) \oplus (\ker B)^\perp \). Then we have
\[
h(x) = h(x_1 + x_2) = g(Bx_1 + Bx_2 + b) = g(Bx_2 + b)
\geq h(x_2) \geq h(\bar{x}).
\]
This completes the proof.

We now apply this proposition to the Problem (2.4).

Lemma 2.6. For any \( 0 \neq d \in \mathbb{R}^K \), we have
\[
f_\infty(d) > 0.
\]

Proof. Since \( \log(e^{y_1} + \cdots + e^{y_K}) \geq \log e^{y_k} = y_k \) for all \( k = 1, \ldots, 2K \), we have
\[
f(x_1, \ldots, x_K) = \log(e^{x_1} + \cdots + e^{x_K} + e^{-x_1} + \cdots + e^{-x_K}) \geq |x_k|
\]
for all \( k = 1, \ldots, K \). Hence it holds that
\[
f_\infty(d) = \lim_{\lambda \to \infty} \frac{f(\lambda d) - f(0)}{\lambda} \geq \lim_{\lambda \to \infty} \frac{\lambda |d_k|}{\lambda} = |d_k|,
\]
for all \( k = 1, \ldots, K \). This implies that \( f_\infty(d) > 0 \) for all \( d \neq 0 \).

Theorem 2.7. The problem (2.4) always has an optimal solution.

Proof. It is clear from Proposition 2.5 and Lemma 2.6.
3. Conclusion

In this paper, we presented the existence of a solution of Problem (1.3). It is easy to see that this problem sometimes has infinitely many solutions. So the new question arises. Which solution is the best candidate?

It is an answer to this question to introduce another measurement function and consider its optimization problem on the solution set of Problem (1.3). For example, Yamada et al. (1997) proposed such a function. However they did not touch upon existence of the solution. Since we showed that the solution set is non-empty, this problem is always feasible. Hence one may consider that the present paper gives theoretical foundations for this problem.
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