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Abstract

This paper discusses confidence regions of linear combinations of explanatory
variables in multivariate linear calibration. Approximated confidence regions are
considered, since the exact confidence regions in multivariate linear calibration are
often empty or are not bounded. A numerical example is given for the approxi-
mated confidence regions.
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1. Introduction

In a multivariate regression model, we are interested in constructing confidence
regions of the explanatory variables. Various aspects of caliblation problem have been
summarized in Brown, P.J. (1982), Brown, P.J. (1993) and Osborne, C. (1991). We as-
sume that

y =Bz +e, (1.1)

where y is p dimensional random vector of response variables, B is a px g (p > ¢) matrix
of unknown parameters, @ is ¢ dimensional vector of explanatory variables, and € is a
random vector of errors. Suppose that € is distributed as p-variate normal distribution
with mean 0 and covariance matrix , i.e., Np(0,X), where ¥ is an unknown positive
definite matrix. Let Y = [y;,¥2,---,¥n] » X = [®1,22,...,2,] (n — ¢ > p), and
rankX = ¢, where (y;, ;) (j = 1,2,...,n) are observed independently. Then the
model (1.1) can be written by
Y=BX+E,

where E = [, €2, ...,€&y,], whose columns are independent and identically distributed as
N,(0,%). If y, is observed in order to estimate the corresponding explanatory variable
o, the exact confidence region has been given by Brown, P.J. (1982). The confidence
region is based on the statistic

noPat Ly (X X) 2o} (yo — Bao)'V~\(y — Bzo),
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which has an F-distribution with (p,n — p — ¢ + 1) degrees of freedom, where
B=YX'(XX")"! and V =Y[l,-X'"(XX")'X]Y'.

The statistic B is the least-squares estimate of B and is distributed as normal. The statis-
tic V has a Wishart distribution and S = V/(n—gq) is an unbiased estimator of X (see, e.g.
Brown, P.J. (1993) or Siotani, M., Hayakawa, T. and Fujikoshi, Y. (1985)). However,
Brown, P.J. (1982)’s confidence region may be empty (see, e.g. Oman, S.D. (1988)).
Mathew, T. and Kasala, S. (1994) have constructed an exact confidene region, which is
always nonempty and is invariant under nonsingular transformation. However, their
exact confidence region is not easy for practical use and may not be bounded, which is
seen by a simulation study in Nakao, H. and Hyakutake, H. (1997). For approximation,
Fujikoshi, Y. and Nishii, R. (1984) derived an asymptotic expansion up to the order n—2
for the distribution of a statistic

Q1= (t—x0)'B'S™'B(t — ), (1.2)

where ¢t = (B'S~'B)~1B'S~'y,. Nakao, H. and Hyakutake, H. (1997) have proposed
an approximated confidence region based on Brown, P.J. (1982) and the statistic Q;.
Each confidence region is always an ellipsoid. Nakao, H. and Hyakutake, H. (1997)
examined the accuracy of the approximations by a simulation study, in which the
method obtained by Fujikoshi, Y. and Nishii, R. (1984) is sometimes under approxi-
mated. Mathew, T. and Zha, W. (1996) gave a conservative confidence region, which
is nonempty.

In this paper, we assume that yg,,¥g2, ---,Y are ovserved, corresponding un-
known explanatory variables xo1,Zo2, ...,f0- Our interest is in constructing confi-
dence regions for a linear combination )’ ¢;xo;, where ¢;’s are given constants. When
l = 2,1 = 1, = —1, this problem becomes that of constructing confidence re-
gions for the difference xg; — 292 between explanatory variables based on correspond-
ing future observations y,; and yy,. An univariate case of the set up is given in
Knafl, G., Sacks, J., and Spiegelman, C. (1989). If it is assumed that xo; = oy =

© = g1,C01 = Co2 = -+ = ¢y = 1/l, then the | measurements yg4;,Ygs, - --,Yo are
replicated future at a single unknown explanatory variable xo(= o1 = Zo2 = -+ = zTo1)
and the confidence region is for &o. In Section 2, we derive a method for constructing
approximated confidence regions of Y c;xp;. In Section 3, we give an example using
Paint Finish Data in Brown, P.J. (1982).

2. Confidence regions

In this section, we introduce confidence regions proposed by Brown, P.J. (1982),
Fujikoshi, Y. and Nishii, R. (1984)and Nakao, H. and Hyakutake, H. (1997) in case of
only one future observation, at the start. Next we give an approximated confidence
region for a linear combination of the explanatory variables.

100(1 — @)% confidence region given by Brown, P.J. (1982) is

{1+ z5(XX") o} 1 (Q1 + Qo) < ka, (2.1)
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where ko = (n — @)pFp n—p—g+1(0)/(n —p—q+1), Frm, m,(a) is the upper 100a% point
of an F-distribution with (m;, m3) degree of freedom, and

Qo =Yh[S™t = S1B(B'STIB)"1B'S ]y,

For approximation to the confidence region, Fujikoshi, Y. and Nishii, R. (1984) de-
rived an asymptotic expansion for the upper percentile point U(a) of a distribution of
the statistic @; in (1.2). They assumed that X X'/v = H = O(1) and its limit is non-
singular with ¥ = n — ¢ — p — 1. The asymptotic expansion for the upper 100a% point
of Q; is given by

1
U(a) = Uat 5;{(41) - 3q)ua + ui + 2:1:6H‘1:l:0u,,}
e
+ 5403 [(249° —12(7g + 9)p + 55¢° + 369 — 4}ua

+ (36p — 35¢ — 14)u2 + 4u3]
1 _
+ 53T 'zo{(4p - 3q)ua +ul}
1 - _
+ W"’B(HB'E 'BH)'xo(p - q¢)(p — ¢ — Duq (2.2)
+0w™3)

where u, = xﬁ (@) is the upper 100 % point of a chi-square distribution with g degrees
of freedom. Using (2.2) the confidence region is

Q1 <U(a). (2.3)

The formula (2.2) includes unknown parameters €y, B and X. So, the unknown param-
eter should be replaced by their estimates for practical use. The unknown parameters
in U(c) are replaced by ¢, B and S, which is denoted by U(a).

An approximated confidence region given by Nakao, H. and Hyakutake, H. (1997)
is

Q1 < ko{l +#'(XX")71} — min{Qo, ka}, (2.4)
which are based on (2.1). It is easily seen that the confidence region (2.4) is not empty
and is bounded.

Now, we wish to give an approximated confidence region for a linear combination
of the explanatory variables. Under the model (1.1), we assume that ¥;,Yg2, - --,Yor
are observed as future measurements and corresponding unknown explanatory variables
are xo),Loz2, --.-,Lor- Our interest is to construct confidence regions for their linear
combination ) ¢;xg;, where ¢;’s are given constants.

Let Yo = [Yo1, Y02, - - - » You] be a p x I matrix of future observations, Xy = [zo1, Zo2,
..., &g be a ¢ x [ matrix of unknown explanatory variables, and

!
0= Xoc = Z C;To; (2.5)
i=1
be a ¢ dimensional unknown vector, where ¢ = (c1,¢2,...,¢)" is a known ! dimensional

constant vector. We wish to construct the confidence region of 6.
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Suppose that yo; (i = 1,2,...,1) are independently distributed as N,(Bzo;, L) (i =
1,2,...,1), then Ypc is distributed as N,(BXoc,c'cE) (see, e.g. Theorem 1.4.4 of
Siotani, M., Hayakawa, T. and Fujikoshi, Y. (1985)). Furthermore we denote

Yoo = (c'c)_%Yoc,
Toe = (c'c) % Xoc=(c'c)" 10, (2.:6)

then y,, is distributed as N,(Bzo.,X). Since (Yo, Yos,--->Yo;) are independent of
(Y1,Y2:- -, Yn), Yo, is also independent of (y;,ys,,-..,¥,). And once Yo;, Yoz, -- - You
are observed, yo, will be obtained. Therefore we can consider that y,, is observed
for the new object under the model (1.1) in order to estimate the corresponding Zge.
We construct the confidence regions for g, then the confidence regions for @ can be
obtained by using the transformation (2.6) because c is a known constant vector.

We can get two approximated confidence regions for @ using each methods by
Fujikoshi, Y. and Nishii, R. (1984) and Nakao, H. and Hyakutake, H. (1997). It can be
cosidered that (yo,, Zos) is a future observation which satisfy the model (1.1), so that
Fujikoshi, Y. and Nishii, R. (1984)’s confidence region for xg, is easily obtained by ex-
changing (y,, Zo) for (yo,,Z0e) in the formula (2.3). It is given by

Q16 < 0-(0) ) (2.7
where Q1o = (ts — 0s)'B'S™'B(ts — o.), to = (B'S~1B)~1B'S~1y,,, and

~

1
Udo) = ua+ E{(4p —3q)ua +uZ + 2L H tous}

+ [{24p® — 12(7g + 4)p + 55¢° + 36q — 4}u,

242
+(36p — 35¢ — 14)u? + 4u?]

1 ! -1 2
a.9 . 4p — a
+ 2y2t,H to{(4p — 3q)uqn +ul}

+ St HE'ST BH) (o~ )lp ~ g~ e

In this asymptotic expansion ﬁ.(a), H,v and u, are the same quantities as those of
(2.2).
Also, from (2.4), the approximated confidence region for zge is obtained as

Qre < ko {1+ t,o(XXI)—-lt-} —min{Qoe, ka} , (2.8)

where Qoo = yh, {S‘l - S“IB(B’S‘IB)‘IE’S_I}yO, . We obtain the approximated
confidence regions for @ by using the transformation (2.6) for (2.7) and (2.8). The con-
fidence regions are based on the region (2.3) by Fujikoshi, Y. and Nishii, R. (1984), and
the region (2.4) by Nakao, H. and Hyakutake, H. (1997), respectively. We summarize
the above discussion as the following;:

Theorem 2.1 Under the model (1.1), a future measurement ¥ = [y,,, Yo2s- - - You] 18
observed, then the approzimated confidence regions (2.3) and (2.4) of 8 in (2.5) are

Q:(8) < U.(a) (2.9)
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and
Qc(0) < ka{c'c+t.(XX")" t.} — min{Qoc, kaC'c} , (2.10)

respectively, where Q.(0) = (t. — 0)'B'S~1B(t. — 0), t. = (B'S™1B)"1B'S~Y,e¢,
Qoc = 'Y { S-1 - s—IB(B's—IB)—IB's-l} Yo, and

3 1
Ule) = uaCc+ o5 1(4p - 3Q)uac'c + uic'c + 2t H 't u,}
1
+ 5oz ({249 — 12(7g + 4)p + 55¢” + 36¢ - 4}ua

+(36p — 35g — 14)u2 + 4ul] c'c

1 ! -1 2
+ 52 ttH  t.{(4p — 3q)uqs + us}
+ a%t;(HB’S“IBH)_ItC(p -@)(p—q—1u, .

3. Example —paint finish data—

We wish to apply the confidence regions (2.9) and (2.10) in the previous sec-
tion to the Paint Finish Data given in Brown, P.J. (1982). Where ¢ = 2 facters,
pigmentation and viscosity of paint, we denote & = (pigmentation, viscosity)’, were
controlled each at three levels with four replicates, and p = 6 responses, we denote
9 = (Y1,Y,Ys,Y,,Ys,Ys), involving optical properties were obtained. The aim in fu-
ture was to be able to match the paint by taking optical measurements. The complete
data has been given in Brown, P.J. (1982).

The number of observations is 36. We extract four of these observations for predic-
tion (Predicting Data), whose pigmentation and viscosity are assumed to be unknown.
Remaining observations are used to estimate the relationship between & and ¢ (Cali-
brating Data). The predicting data and the calibrating data are in Table 3.1 and Table
3.2, respectively.

We adopt the multivariate linear model with an intercept at this data following
Brown, P.J. (1982). In this case, instead of (1.1), the model to be used is

§ =a+ Bi +e¢, (3.1)

where 7 is a p dimensional random vector of response variables, & is a g dimensional
vector of explanatory variables, a is a p dimensional intercept vector of unknown param-
eters, B and € are the same in (1.1). Let Y = [§;,5,...,73] , X= [&1, &2, ..., T32],
Yo = [#o1> Jo2> Po3, Joa] and Xo = [&o1,Eo2, Zo3, Zoa). The estimators @, B and S are
computed as

a = (1744, 29.622, 69.628, 37.893, 93.797, 20.563 ),
5 - 0.026 —0.262 —1.457 —1.247 —3.078 0.428 \’
= \ -0062 -4160 -1.760 0.065 —3.718 1.811 ) °
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Table 3.1. Calibrating Data

Jjth z; -L
observation || pig | vis Y I Y, l Y3 l Y, I Vs li)—’s
1 —1|-1] 1.88 | 35.0 75.0 | 40.94 | 101.0 | 20.0
2 —-1|-11|188]36.1¢}77.0{40.60 | 101.0 | 19.8
3 -1]-11 187 36.8 | 77.0 [ 40.57 | 100.5 | 17.5
4 -1]-11}) 1871353758} 40.68 | 114.0 | 17.5
5 -1 0 1.78 | 31.9 | 72.9 | 39.65 | 107.0 | 19.5
6 -1 0] 170 | 29.6 | 72.1 | 39.15 | 93.5 | 21.0
7 -1 0 179]324 | 73.2(39.88 | 95.0| 20.6
8 -1 11( 1.63 | 257667 3722 93.5 | 22.0
9 -1 1165]268|679} 378 | 8.0 | 21.3
10 -1 11168 (2726723815 ] 84.5 | 19.0
11 -1 1| 1.61 | 238|629 (3736 84.0 | 21.3
12 0{—-11 1.79 | 33.5 | 76.0 | 39.09 | 102.0 | 21.0
13 0}-11 180|318 7183931 103.0 | 20.0
14 0 0 1.74 | 30.5 | 71.5 | 39.31 | 103.0 | 20.1
15 0 0] 1.71129.6 | 71.1 | 38.50 | 99.0 | 21.0
16 0 0] 1.73 | 29.5 | 70.0 | 39.09 | 101.0 | 20.8
17 0 0| 1.68 | 28.7 | 71.1 | 38.64 { 98.5 | 20.9
18 0 1 150 | 21.0 | 63.0 | 35.82 | 85.0 | 21.1
19 0 1151121.2(63013570 84.0| 225
20 0 1 1.50 [ 20.6 | 61.6 | 35.77 | 85.0 | 22.2
21 0 11152 (219|639 (3565 8.0 | 21.8
22 1| -11]194| 358 | 74.0 | 38.00 | 101.0 | 19.5
23 1| -1 1.8 | 33.9 | 72.0 | 38.08 | 101.0 | 20.1
24 11-11192|3501|73.0|3793 | 925|195
25 1(-1192|33.7|70.5| 38.17| 83.0| 21.8
26 1 0] 187 ]33.0 7103718 | 96.0 | 21.0
27 1 0] 189|330 70.0}3783 | 99.0 | 19.5
28 1 01 186 | 31.5 ] 68.0 ] 3731 | 95.0] 20.1
29 1 0 1.85 | 31.5 | 68.5 | 37171 91.5 | 22.5
30 1 1160|246 | 674 | 34.09 | 71.0 | 21.0
31 1 11| 1.62 | 23.0 { 60.0 { 34.18 | 86.0 | 20.7
32 1 1| 1.62|24.0 | 63.0 | 34.16 | 80.0| 214
Table 3.2. Predicting Data
ith true &o; Yoi
observation || pig | vis Y Y2 Y; Y, Yy Vs
1 -1 0] 1.73 | 30.6 | 72.5 | 39.44 | 93.0 | 18.0
2 0| -11 1781318725 (3873} 101.0 | 20.8
3 0| -11{ 177|313 718 39.12 | 105.0 | 19.8
4 1 11 175|278 | 648 | 34.36 | 82.5 | 20.8
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0.009 0.211 0.251 0.130 0.325 0.037
5.577 6.103 2835 7.120 0.230
11.692 4.819 12.930 1.934

2.754 7874 1211

51.728 1.629

1.698

respectively. We reduce the data to the model without the intercept by the method in
Mathew, T. and Kasala, S. (1994). Let Z be a 32 x 31 matrix such that

(=)

is a 32 x 32 orthogonal matrix, where 132 is a 32 dimensional vector of 1’s. Define

Y=YZ X=X2Z,
INF/o 1.
Yo = 1+3§ Yo—§Y13214

Xo = 1) %o - o= X151,

o—(1+3—2) , ( 0~ 35X 15 4) )

then Y and Y; are independently distributed as Ng 31(BX;X) and Ng4(BXo; X), re-
spectively.

Our purpose is to calibrate for four explanatory variables; &o1, o2, E03 and &4 in
Table 3.2, individualy, calibrate for three differences; &o1 — Zo2, Zo1 — oz and Eo4 — Zo1,
and calibrate for an average between &o2 and o3. Let 8 = Xoc , then, we shall calibrate
for 0 in eight cases when

and

c = (17010’0)I’ (0’ 1’0’0)1’ (O’O’I,O)l’ (0,070’ 1)”
(la _1)01 O)la (1,0,—1,0)’, (—170)0’ l)la

11
(0,'5)5)0) .

For the reduced model we calculate the approximated confidence regions (2.9) and (2.10)
for @ = Xoc using the method in Section 2. Since

1
B INTH 1L
e_(1+32) (0 32)(13214<:), (3.2)

then we get the confidence regions for 0 by transformation (3.2). The approximated
confidence regions for @ with a = 0.05 are obtained as

0.(8) < (1 + 515) 0.(05) (3.3)

and
Qc(é) S k,os{clc + t:_.(XXI)—ltC} - miIl{ro, k_osCIC} y (34)
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Table 3.3. The values of £, Rrand Ry

| & Jtred] & [Rwin(36)[Rrin(35) |

(Tadividual)
Zor e _(1]:3% 12.264 10.544
Foy R e 16.761 9.773
Fo3 R e 16.782 9.778
Fo4 h égg 17.725 11.322
(Difference)
B -0 | “ééﬁ? 24.026 20.931
o~ | 1 "éjﬂgi 27.552 20.527
Z0s — Fox 2 3:222 36.228 24.967
(Average)
oz t To3 ;” To3 R sy 8.383 5.084

respectively, where Q.(8) = (. — 8)'B'S™'B({. - 0) , t. = (1+ &) H t. + 5X1314c,
t. = (B'S~1B)"1B'S1Y,e,

U.(05) = wugscc+ —(18u osc'c +ulc'e + 2tLH Mt ugs)
2904(61u 05 + 33u’s +ud5)ce
+ gfﬁtg H™'t.(18u.05 + u%5)
+ 54—2t'c(HB S~1BH) 't.ugs ,

Qoc Y, {s- ~ ST1B(B'S1B)1B'S! } Yoc ,

H = 22_1XX’, Ugs = X%(Os) = 5.991 and kg5 = %Fs‘24(.05) = 18.183. In the
resulting 95% confidence regions (3.3) and (3.4), the matrix B'S~1B is to have value

( 9.827  5.590 )

pro-1p -
BSTB= 11.135

The other values t., R and Ry, are in Table 3.3, where

Ry = (1 + 31—2) U.(.05) (3.5)
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and
RN =kos {c'c + ti.(XXI)_ltc} - min{ro, k'05C’C} (36)

are each of the right hand side in (3.3) and (3.4), respectively.

In all cases, both confidence regions include the true value of 8, and the region (3.4)
include the whole of that of (3.3). However, as we could see in the simulation study given
by Nakao, H. and Hyakutake, H. (1997), Fujikoshi, Y. and Nishii, R. (1984)’s confidence
regions sometimes will not preserve the confidence coeflicient.
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