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Abstract

Associated with an estimable parameter, we consider V-statistic and limit of Bayes estimate which we abbreviate LB-statistic. We assume that the kernel of the estimable parameter is degenerate. With respect to the expression of these statistics as a linear combination of U-statistics, we show the properties of its components which are unbiasedness and degeneracy. Using these properties, we give their asymptotic distributions. For the V-statistic, its asymptotic distribution is well-known (see, for example, Borovskikh (1996), p.113). But our expression is different from it. We confirm these are equivalent.
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1. Introduction

Let \( \theta(F) \) be an estimable parameter of an unknown distribution \( F \) which has a symmetric kernel \( g(x_1, \ldots, x_k) \) of degree \( k \) and \( X_1, \ldots, X_n \) be a random sample of size \( n \) from the distribution \( F \). U-statistic \( U_n \) corresponding to the kernel \( g \) is given by

\[
U_n = \binom{n}{k}^{-1} \sum_{1 \leq i_1 < \cdots < i_k \leq n} g(X_{i_1}, \ldots, X_{i_k})
\]

(1.1)

where \( \sum_{1 \leq i_1 < \cdots < i_k \leq n} \) denotes the summation over all integers \( i_1, \ldots, i_k \) satisfying \( 1 \leq i_1 < \cdots < i_k \leq n \). V-statistic \( V_n \) corresponding to the kernel \( g \) is given by

\[
V_n = \frac{1}{n^k} \sum_{i_1=1}^{n} \cdots \sum_{i_k=1}^{n} g(X_{i_1}, \ldots, X_{i_k}).
\]

(1.2)

(See, for example, Lee (1990), and Koroljuk and Borovskich (1994).)

We consider an estimator of \( \theta(F) \) which is obtained by averaging the kernel \( g \) over all unordered arrangements of \( k \) \( X \)'s chosen, allowing repetition, from \( X_1, \ldots, X_n \). This estimator can be written as

\[
B_n = \binom{n+k-1}{k}^{-1} \sum_{1 \leq i_1 \leq \cdots \leq i_k \leq n} g(X_{i_1}, \ldots, X_{i_k})
\]
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where \( \sum_{1 \leq i_1 \leq \cdots \leq i_k \leq n} \) denotes the summation over all integers \( i_1, \ldots, i_k \) satisfying \( 1 \leq i_1 \leq \cdots \leq i_k \leq n \). Alternatively, this estimator is written as

\[
B_n = \left( \frac{n + k - 1}{k} \right)^{-1} \sum_{r_1 + \cdots + r_n = k} g(x_{i_1}^1, \ldots, x_{i_k}^n), \tag{1.3}
\]

where \( \sum_{r_1 + \cdots + r_n = k} \) denote the summation over all non-negative integers \( r_1, \ldots, r_n \) satisfying \( r_1 + \cdots + r_n = k \) and

\[
g(x_{i_1}^1, \ldots, x_{i_k}^n) = g\left(\underbrace{x_1, \ldots, x_1}_{r_1}, \ldots, \underbrace{x_n, \ldots, x_n}_{r_n}\right).
\]

We call this statistic \( B_n \) as LB-statistic, because it was originally obtained as the limit of Bayes estimate of \( \theta(F) \) (Yamato (1977)). It has the representation as a linear combination of U-statistics as follows.

\[
B_n = \left( \frac{n + k - 1}{k} \right)^{-1} \sum_{j=1}^{k} \binom{k-1}{j-1} \binom{n}{j} U_n^{(j)}, \tag{1.4}
\]

where for \( j = 1, \ldots, k \), \( U_n^{(j)} \) is the U-statistic corresponding to the kernel given by

\[
g(j)(x_1, x_2, \ldots, x_j) = \left( \frac{k-1}{j-1} \right)^{-1} \sum_{r_1 + \cdots + r_j = k} g(x_{i_1}^1, \ldots, x_{i_j}^j), \tag{1.5}
\]

where \( \sum_{r_1 + \cdots + r_j = k} \) denote the summation over all positive integers \( r_1, \ldots, r_j \) satisfying \( r_1 + \cdots + r_j = k \). Especially, we have

\[
g(k)(x_1, x_2, \ldots, x_k) = g(x_1, x_2, \ldots, x_k), \quad U_n^{(k)} = U_n,
\]

\[
g(k-1)(x_1, x_2, \ldots, x_{k-1}) = \frac{1}{k-1} \{ g(x_1, x_1, x_2, x_3, \ldots, x_{k-1}) + g(x_1, x_2, x_2, x_3, x_4, \ldots, x_{k-1}) + \cdots + g(x_1, \ldots, x_{k-3}, x_{k-2}, x_{k-1}, x_{k-1}) \}.
\]

(See Nomachi and Yamato (2001)).

V-statistic \( V_n \) can be written as a linear combination of U-statistics as follows.

\[
V_n = \frac{1}{n^k} \sum_{j=1}^{k} S(k, j) (n)_j U_n^{(j)}, \tag{1.6}
\]

where \( (n)_j = n(n-1) \cdots (n-j+1) \) for \( j = 1, \ldots, k \), \( U_n^{(j)} \) is the U-statistic corresponding to the kernel given by

\[
g^{(j)}(x_1, \ldots, x_j) = \frac{1}{j! S(k, j)} \sum_{r_1 + \cdots + r_j = k} \frac{k!}{r_1! \cdots r_j!} g(x_{i_1}^1, \ldots, x_{i_j}^j), \tag{1.7}
\]

and \( S(k, j) \) are the Stirling numbers of the second kind (see, for example, Lee (1990) and Koroljuk and Borovakich (1994)) and \( g^{(k)} = g(k) = g, \ g^{(k-1)} = g(k-1) \).
In this paper we consider the case that the kernel $g$ is degenerate. For the kernel $g(x_1, \ldots, x_k)$, we put

$$
\psi_j(x_1, \ldots, x_j) = E[g(X_1, \ldots, X_k) \mid X_1 = x_1, \ldots, X_j = x_j], \quad j = 1, \ldots, k
$$

$$
\sigma_j^2 = \text{Var}[\psi_j(X_1, \ldots, X_j)], \quad j = 1, \ldots, k.
$$

We suppose that $\sigma_1^2 = \cdots = \sigma_{d-1}^2 = 0$ and $\sigma_d^2 > 0$, that is, the U-statistic and/or the kernel $g$ is degenerate of order $d-1$. Hence $E\psi_d(X_1, \ldots, X_d) = \theta$ and with probability one (w.p.1) $\psi_1(X_1) = \theta, \ldots, \psi_{d-1}(X_1, \ldots, X_{d-1}) = \theta$.

For this degenerate kernel, under the conditions $E | g(X_1, \ldots, X_k) |^2 < \infty$, the asymptotic distribution of $U_n$ is given by

$$
n^{d/2}(U_n - \theta) \overset{D}{\to} \left( \frac{k}{d} \right) J_d(\xi_d, \xi),
$$

where $\overset{D}{\to}$ means the convergence in distribution as $n \to \infty$ and $\xi_d(x_1, \ldots, x_d) = \psi_d(x_1, \ldots, x_d) - \theta$. $J_c(f)$ can be written by two expressions. Let $W$ be the Gaussian random measure associated with the distribution $F$ on the real line $(-\infty, \infty)$ such that $EW(A) = 0$ and $EW(A)W(B) = F(A \cap B)$ for any Borel sets $A, B$ (see, for example, Kotani (1997), p.237). The one expression is the stochastic integral given by

$$
J_c(f) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(x_1, \ldots, x_c)W(dx_1) \cdots W(dx_c).
$$

For any function $f_1$ and $f_2$ such that $\int_{R^c} f_i(x_1, \ldots, x_c)^2 \prod_{j=1}^{c} dF(x_j) < \infty (i = 1, 2)$, their inner product is given by

$$
(f_1, f_2) = \int_{R^c} f_1(x_1, \ldots, x_c)f_2(x_1, \ldots, x_c) \prod_{j=1}^{c} dF(x_j).
$$

By using an orthonormal basis $e_1, e_2, \ldots$ of $L_2(F)$, $J_c(f)$ is also written as

$$
J_c(f) = \sum_{i_1=1}^{\infty} \cdots \sum_{i_c=1}^{\infty} (f, e_{ii_1} \cdots e_{ic}) \prod_{l=1}^{\infty} H_{r_l}(Z_l),
$$

where $H_r$ is the $r$-th Hermite polynomial, $\{Z_l\}_{l=1}^{\infty}$ is a sequence of independent standard normal random variables and $r_l(i)$ is the number of indices among $i = (i_1, \ldots, i_d)$ equal to $l$ (see, for example, Lee (1990), and Koroljuk and Borovskich (1994)). The above convergence is also shown under the following conditions: (i) $E | g^{(c)}(X_1, \ldots, X_d) |^{2c/(2c-d)} < \infty$ for $c = d, d+1, \ldots, k$ (Koroljuk and Borovskich (1994)). (ii) $E | g^{(d)}(X_1, \ldots, X_d) |^2 < \infty$ and $t^{2c/(2c-d)}P[|g^{(c)}| > t] \to 0 (t \to \infty)$ for $c = d+1, \ldots, k$. (Borovskich (1996)). Since we must consider the convergence of certain degenerate U-statistics jointly in this paper, we assume $E[g^2(X_{j_1}, X_{j_2}, \ldots, X_{j_k})] < \infty$ for all $j_1, j_2, \ldots, j_k (1 \leq j_1 \leq j_2 \leq \cdots \leq j_k \leq k)$. 
In Section 2, we show the properties of the U-statistics $U_n^{(j)}$ having the kernel given by (1.5), which are unbiasedness and degeneracy. Using these and the relation (1.4) we give the asymptotic distribution of LB-statistic $B_n$.

In Section 3, we give the properties of the U-statistics $U_n^{(j)}$ having the kernel given by (1.7), which are unbiasedness and degeneracy. Using these we give the asymptotic distribution of $V$-statistic $V_n$. This asymptotic distribution of $V_n$ is derived using the linear combination of U-statistic given by (1.6).

In Section 4, we note the H-decomposition of U-statistic and the corresponding decomposition of the $V$-statistic. Using this decomposition we can also derive the asymptotic distribution of $V$-statistic $V_n$. It is well-known that the asymptotic distribution of $V_n$ is given by (4.3) of Section 4. Our expression is different from this. So we confirm these two expressions are equivalent.

In Section 5, we give some examples for our results. In Section 6 which is Appendix, the proofs of some Lemmas and Propositions in the previous sections are given. Rubin and Vitale (1980) obtains the asymptotic distribution of symmetric statistic which includes V-statistic and LB-statistic. Their method is based on the fact that any function which belongs to $L_2(F)$ can be written by an orthonormal basis for $L_2(F)$. Differently from this, we obtain the asymptotic distribution of LB-statistic and V-statistic, using their expression by linear combinations of U-statistics.

2. Asymptotic distribution of LB-statistic

For the kernel $g(j)(x_1, \ldots, x_j)$ given by (1.5), we put for $c = 1, \ldots, j$ and $j = 1, \ldots, k$

$$\psi_{(j),c}(x_1, \ldots, x_c) = E[g(j)(X_1, \ldots, X_j) \mid X_1 = x_1, \ldots, X_c = x_c]$$

$$= \binom{k-1}{j-1}^{-1}\sum_{r_1 + \cdots + r_j = k} E_{g}(x_1^{r_1}, \ldots, x_c^{r_c}, x_{c+1}^{r_{c+1}}, \ldots, x_j^{r_j}),$$

where on the right-hand side we use the notation used for (1.3). Using these notations, we show the properties of $U_n^{(j)}$ corresponding to the kernel $g(j)$.

**Lemma 2.1.**

$$E[U_n^{(j)}] = \theta, \quad k - \frac{d - 1}{2} \leq j \leq k$$

or

$$E[U_n^{(k-j)}] = \theta, \quad 0 \leq j \leq \frac{d - 1}{2}.$$

From this lemma, the bias of $B_n$ is

$$EB_n - \theta = \binom{n+k-1}{k}^{-1}\sum_{1 \leq j < k - \frac{d-1}{2}} \binom{k-1}{j-1}\binom{n}{j} [E U_n^{(j)} - \theta].$$

If $d = 2l + 1$ and $l$ is a positive integer, then the summation of the right-hand side is taken over $j = 1, 2, \ldots, k - l - 1$ and $EB_n - \theta = O(n^{l-1})$. If $d = 2l$ and $l$ is a positive
integer, then the summation of the right-hand side is taken over \( j = 1, 2, \ldots, k - l \) and 
\( EB_n - \theta = O(n^{-l}) \). Thus we have

\[
EB_n - \theta = O(n^{-\lfloor \frac{d-1}{2} \rfloor}),
\]

where \([x]\) denotes the greatest integer not exceeding \( x \).

**Lemma 2.2.** The order of degeneracy of \( U_n^{(k-j)} \) is at least \( d - 2j - 1 \) for \( 1 \leq j \leq (d-1)/2 \) and

\[
\psi_{(k-j),d-2j}(x_1, \ldots, x_{d-2j}) = \binom{k-1}{j}^{-1} \left\{ \binom{k-1}{j} - \binom{k-d+j}{j} \right\} \theta \tag{2.1}
\]

\[
+ \binom{k-d+j}{j} \varphi_{d,d-2j}(x_1, \ldots, x_{d-2j}),
\]

where for \( 1 \leq j \leq (d-1)/2 \)

\[
\varphi_{d,d-2j}(x_1, \ldots, x_{d-2j}) = E[\psi_d(x_1, \ldots, x_{d-2j}, x_{d-2j+1}, \ldots, x_{d-j}, x_{d-j})]. \tag{2.2}
\]

Since \( E\varphi_{d,d-2j}(x_1, \ldots, x_{d-2j}) = E[\psi_d(x_1, \ldots, x_{d-2j}, x_{d-2j+1}, \ldots, x_{d-j}, x_{d-j})] \), we have for \( 1 \leq j \leq (d-1)/2 \)

\[
E\varphi_{d,d-2j}(x_1, \ldots, x_{d-2j}) = \theta. \tag{2.3}
\]

Before stating the asymptotic distribution of \( B_n \), we note the followings which are the results of Lemmas 2.1 and 2.2: If \( d = 2l + 1 \) and \( l \) is a positive integer, then \( EUn^{(k-l)}_n = EUn^{(k-l+1)}_n = \ldots = EUn^{(k-l+2)}_n = EUn^{(k-l+1)}_n = \theta \). The orders of degeneracy of \( U_n^{(k-l)} \), \( U_n^{(k-l+1)} \), \( U_n^{(k-l+2)} \) are at least \( 2(l-1), \ldots, 2, 0 \), respectively. If \( d = 2l \) and \( l \) is a positive integer, then \( EUn^{(k)}_n = EUn^{(k-l)}_n = \ldots = EUn^{(k-l+2)}_n = EUn^{(k-l+1)}_n = \theta \). The orders of degeneracy of \( U_n^{(k-l)} \), \( U_n^{(k-l+1)} \), \( U_n^{(k-l+2)} \) are at least \( 2l-3, \ldots, 3, 1 \), respectively.

**Proposition 2.3.** We suppose that \( d = 2l + 1 \) where \( l \) is a positive integer and \( E[y^2(X_{j_1}, X_{j_2}, \ldots, X_{j_k})] < \infty \) for all \( j_1, j_2, \ldots, j_k \) \((1 \leq j_1 \leq j_2 \leq \cdots \leq j_k \leq k)\). Then we have

\[
n^{d/2}(B_n - \theta) \overset{D}{\rightarrow} \frac{k!}{(k-d)!} \sum_{j=0}^{l} \frac{1}{(d-2j)!} J_{d-2j}(\xi_{d,d-2j}), \tag{2.4}
\]

where

\[
\xi_{d,d-2j}(x_1, \ldots, x_{d-2j}) = \varphi_{d,d-2j}(x_1, \ldots, x_{d-2j}) - \theta \quad (0 \leq j \leq \frac{d-1}{2}).
\]

**Lemma 2.4.** In case of \( d = 2l \),

\[
EUn^{(k-l)}_n - \theta = \binom{k-1}{l}^{-1} \binom{k-1}{k-d}[E\psi_d(X_1, X_1, \ldots, X_l, X_l) - \theta]. \tag{2.5}
\]
PROPOSITION 2.5. We suppose that \( d = 2l \) where \( l \) is a positive integer and 
\( E[g^2(X_{j1}, X_{j2}, \ldots, X_{jk})] < \infty \) for all \( j_1, j_2, \ldots, j_k \) \( (1 \leq j_1 \leq j_2 \leq \ldots \leq j_k \leq k) \). Then we have

\[
n^{d/2}(B_n - \theta) \overset{D}{\to} \frac{k!}{(k-d)!} \sum_{j=0}^{l-1} \frac{1}{(d-2j)!} j_{d-2j}(\xi_{d,d-2j}) + \frac{1}{l!} \left[ E\psi_d(X_1, X_1, \ldots, X_1, X_1) - \theta \right].
\]

(2.6)

3. Asymptotic distribution of \( V \)-statistic

For the kernel \( g^*_{(j)}(x_1, \ldots, x_j) \) given by (1.7), we put for \( c = 1, \ldots, j \) and \( j = 1, \ldots, k \)

\[
\psi^*_{(j),c}(x_1, \ldots, x_c) = E[g^*_{(j)}(X_1, \ldots, X_j) \mid X_1 = x_1, \ldots, X_c = x_c]
\]

(3.1)

\[
= \frac{1}{j!S(k,j)} \sum_{r_1 + \ldots + r_j = k} \frac{k!}{r_1! \ldots r_j!} g(x^r_1, \ldots, x^r_c, X_{r_1+1}, \ldots, X_{r_j}),
\]

where on the right-hand side we use the notation used for (1.3). By the same methods as the proof of Lemmas 2.1 and 2.2, we can show the properties of \( U^{(j)}_n \) corresponding to the kernel \( g^*_{(j)} \), which are the following Lemmas 3.1 and 3.2.

LEMMA 3.1.

\[
E[U^{(j)}_n] = \theta, \quad k - \frac{d - 1}{2} \leq j \leq k
\]

or

\[
E[U^{(k-j)}_n] = \theta, \quad 0 \leq j \leq \frac{d - 1}{2}.
\]

We can prove Lemma 3.2, using the relation (3.1) replacing \( j \) with \( k - j \) for \( c = 1, 2, \ldots, d - 2j \).

LEMMA 3.2. The order of degeneracy of \( U^{(k-j)}_n \) is at least \( d - 2j - 1 \) for \( 1 \leq j \leq (d-1)/2 \) and

\[
\psi^{(k-j),d-2j}_n(x_1, \ldots, x_{d-2j}) = \frac{1}{(k-j)!S(k,k-j)} \left[(k-j)!S(k,k-j) - \frac{k!}{2^j} \binom{k-d+j}{j} \theta
\]

\[
+ \frac{k!}{2^j} \binom{k-d+j}{j} \varphi_{d,d-2j}(x_1, \ldots, x_{d-2j}) \right].
\]

(3.2)

\( \varphi_{d,d-2j}(x_1, \ldots, x_{d-2j}) \) is given by (2.2). Similarly to \( B_n \), the bias of \( V_n \) is \( EV_n - \theta = n^{-k} \sum_{1 \leq j < k-(d-1)/2} S(k,k-j)(n)_{k-j} \{ EU^{(k-j)}_n - \theta \} \) and \( EV_n - \theta = O(n^{-(d+1)/2}) \).

Before stating the asymptotic distribution of \( V_n \), we note the followings which are the results of Lemmas 3.1 and 3.2: If \( d = 2l + 1 \) and \( l \) is a positive integer, then \( EU^{(k)}_n = EU^{(k-1)}_n = \cdots = EU^{(k-l+1)}_n = EU^{(k-l)}_n = \theta \). The order of degeneracy of \( U^{(k-1)}_n, U^{(k-2)}_n, U^{(k-3)}_n, \ldots, U^{(k-l)}_n \) are at least \( 2l, 2l-2, \ldots, 2, 0 \), respectively. If \( d = 2l \) and \( l \) is a positive integer, then \( EU^{(k)}_n = EU^{(k-1)}_n = \cdots = EU^{(k-l+2)}_n = EU^{(k-l+1)}_n = \theta \). The order of degeneracy of \( U^{(k-1)}_n, U^{(k-2)}_n, U^{(k-3)}_n, U^{(k-l+2)}_n, U^{(k-l+1)}_n \) are at least \( 2l-3, \ldots, 3, 1 \), respectively.

By Lemmas 3.1 and 3.2, using (1.6) we can show the following two propositions. The
methods of proofs are as same as that of Propositions 2.3 and 2.5. Here we use the relation
\[ n^{d/2}(V_n - \theta) = \sum_{j=0}^{k-1} S(k, k-j) \frac{1}{n^k} n^{d/2}[U_{n}^{(k-j)} - \theta], \]
which is obtained from (1.6).

**Proposition 3.3.** We suppose that \( d = 2l + 1 \) where \( l \) is a positive integer and \( E[g^2(X_{j_1}, X_{j_2}, ..., X_{j_k})] < \infty \) for all \( j_1, j_2, ..., j_k \) \((1 \leq j_1 \leq j_2 \leq \cdots \leq j_k \leq k)\). Then we have
\[ n^{d/2}(V_n - \theta) \sim \frac{k!}{(k-d)!} \left\{ \sum_{j=0}^{l-1} \frac{1}{(d-2j)!j!2^j} J_d-2j(\xi_{d,d-2j}) + \frac{1}{l!2^l} [E\psi_d(X_1, X_1, ..., X_l, X_l) - \theta] \right\}. \]

The following lemma is used for Proposition 3.5.

**Lemma 3.4.** In case of \( d = 2l \),
\[ EU_{n}^{(k-l)} - \theta = \frac{k!}{S(k, k-l)!l!(k-d)l^2} [E\psi_d(X_1, X_1, ..., X_l, X_l) - \theta]. \]

**Proposition 3.5.** We suppose that \( d = 2l \) where \( l \) is a positive integer and \( E[g^2(X_{j_1}, X_{j_2}, ..., X_{j_k})] < \infty \) for all \( j_1, j_2, ..., j_k \) \((1 \leq j_1 \leq j_2 \leq \cdots \leq j_k \leq k)\). Then we have
\[ n^{d/2}(V_n - \theta) \sim \frac{k!}{(k-d)!} \left\{ \sum_{j=0}^{l-1} \frac{1}{(d-2j)!j!2^j} J_d-2j(\xi_{d,d-2j}) + \frac{1}{l!2^l} [E\psi_d(X_1, X_1, ..., X_l, X_l) - \theta] \right\}. \]

4. Decompositions of statistics

It is well-known that U-statistic of degree \( k \) can be written as a linear combination of U-statistics of degrees 1, 2, ..., \( k \). We put
\[ h^{(1)}(x_1) = \psi_1(x_1) - \theta \]
and
\[ h^{(c)}(x_1, ..., x_c) = \psi_c(x_1, ..., x_c) - \sum_{j=1}^{c-1} \sum_{i \in \{1, 2, ..., c\}} h^{(j)}(x_{i_1}, ..., x_{i_j}) - \theta, \quad c = 2, ..., k, \quad (4.1) \]
where the summation \( \sum_{i \in \{1, 2, ..., c\}} \) is taken over all subsets \( 1 \leq i_1 < \cdots < i_j \leq c \) of \( \{1, 2, ..., c\} \).

For \( j = 1, 2, ..., k \), let \( H_n^{(j)} \) be the U-statistic with the kernel \( h^{(j)} \). Then \( U_n = \theta + \sum_{j=1}^{k} \binom{k}{j} H_n^{(j)} \). The degree of \( H_n^{(j)} \) and/or \( h^{(j)} \) is \( j \) and the order of degeneracy is \( j-1 \), that is \( H_n^{(j)} \) and/or \( h^{(j)} \) is completely degenerate. Let \( K_n^{(j)} \) be the V-statistic based on the kernel \( h^{(j)} \). Then
\[ V_n = \theta + \sum_{j=1}^{k} \binom{k}{j} K_n^{(j)}. \]
If the order of degeneracy of $U_n$ is $d - 1$, then

$$U_n = \theta + \sum_{j=d}^{k} \binom{k}{j} H_n^{(j)}, \quad V_n = \theta + \sum_{j=d}^{k} \binom{k}{j} K_n^{(j)}.$$  (4.2)

(See, for example, Lee (1990) and Borovskikh (1995).) Now, as we stated in Section 1, we consider the case that $E[\psi_d(X_1, \ldots, X_d)] = 0$ and $1(X_i) = 1, \ldots, 1(X_{d-1}) = 1$ w.p.1, that is, the U-statistic and/or the kernel $g$ is degenerate of order $d - 1$.

In the following, we suppose that $E[g^2(X_{j_1}, X_{j_2}, \ldots, X_{j_k})] < \infty$ for all $j_1, j_2, \ldots, j_k$ $(1 \leq j_1 \leq j_2 \leq \cdots \leq j_k \leq k)$. Then it holds that $E[\psi_d^2(X_{j_1}, X_{j_2}, \ldots, X_{j_c})] < \infty$ for all $j_1, j_2, \ldots, j_c$ $(1 \leq j_1 \leq j_2 \leq \cdots \leq j_c \leq c \leq k)$ and therefore $E[h^{(c)}(X_{j_1}, X_{j_2}, \ldots, X_{j_c})]^2 < \infty$ for all $j_1, j_2, \ldots, j_c$ $(1 \leq j_1 \leq j_2 \leq \cdots \leq j_c \leq c)$.

It is well-known that the asymptotic distribution of $V$-statistic is given by

$$\lim_{n \to \infty} \frac{1}{\sqrt{n}} \sum_{j=1}^{k} \left\{ \psi_d - \theta \right\} Q(dx_1) \cdots Q(dx_d),$$  (4.3)

where $Q$ is a centered Gaussian random measure with covariance function $EQ(A)Q(B) = F(A \cap B) - F(A)F(B)$ for any Borel sets $A$, $B$ (see, for example, Borovskikh (1996), p.113). This is derived by using the decomposition of $V_n$ given by (4.2) and the convergence of the empirical measure. We can derive it not using this convergence and confirm the two forms are equivalent.

Differently from the method using the convergence of the empirical measure, we use Propositions 3.3 and 3.5 in case of completely degenerate kernel. Since for $c = d, d+1, \ldots, k$ $h^{(c)}$ is completely degenerate, by applying Propositions 3.3 and 3.5 to $K_n^{(d)}$ we can get the convergence of $n^{d/2}K_n^{(d)}$ in distribution for $c = d, d+1, \ldots, k$. Therefore for $c = d+1, \ldots, k$, $n^{d/2}K_n^{(d)}$ converges to zero in probability as $n \to \infty$. Since the kernel of $K_n^{(d)}$ is $\psi_d - \theta$, the asymptotic distribution of $n^{d/2}K_n^{(d)}$ is given by Propositions 3.3 and 3.5 replacing $k$ by $d$. Thus by (4.2), we know that the asymptotic distribution of $V$-statistic is given by Propositions 3.3 and 3.5. Hence we could confirm that the two approaches give the same asymptotic distribution. Furthermore we know that the asymptotic distribution of $K_n^{(d)}$ does not depend on the terms associated with the kernels of the lower degrees among the representation of $K_n^{(d)}$ by a linear combination of U-statistics.

5. Examples

Propositions 2.3, 2.5, 3.3, and 3.5 with $l = 1$ give the followings: For the first-order of degeneracy, that is $\sigma_1^2 = 0$, $\sigma_2^2 > 0$ and $d = 2$, the asymptotic distribution of $n(B_n - \theta)$ is

$$k(k-1)[\frac{1}{2} f_2(\xi_2, \xi) + [E\psi_2(X, X) - \theta]],$$  (5.1)
and the asymptotic distribution of \( n(V_n - \theta) \) is

\[
\frac{k(k-1)}{2} \{ J_2(\xi_2,2) + [E \psi_2(X, X) - \theta]\} \tag{5.2}
\]

(see, for example, Lee (1990) and Koroljuk and Borovskich (1994)).

In this case, the another form of \( J_2(\xi_2,2) \) is well-known. Let \( Z_1, Z_2, \ldots \) be independently and identically distributed standard normal random variables and \( \lambda_j \) \( (j = 1, 2, \ldots) \) be the eigenvalues of the integral equation

\[
\int_{-\infty}^{\infty} (\psi_2(x_1, x_2) - \theta)f(x_2)dF(x_2) = \lambda f(x_1).
\]

Then

\[
J_2(\xi_2,2) = \sum_{j=1}^{\infty} \lambda_j (Z_j^2 - 1) \tag{5.3}
\]

(see, for example, Lee (1990) and Koroljuk and Borovskich (1994)).

For the second-order of degeneracy, that is \( \sigma_1^2 = \sigma_2^2 = 0, \sigma_3^2 > 0 \) and \( d = 3 \), the asymptotic distribution of \( n^{3/2}(B_n - \theta) \) is

\[
k(k-1)(k-2)\{\frac{1}{6}J_3(\xi_3,3) + J_1(\xi_3,1)\},
\]

and the asymptotic distribution of \( n^{3/2}(V_n - \theta) \) is

\[
\frac{k(k-1)(k-2)}{6} \{ J_3(\xi_3,3) + 3J_1(\xi_3,1)\}.
\]

In the following Examples 1 and 2, we consider the kernels given by Lee (1990), p. 78 and p. 79, respectively.

**Example 1.** Let \( \phi(x_1, x_2) = f(x_1)f(x_2) \) and assume \( E f(X) = 0, Ef^2(X) < \infty \). Then we have \( \theta(F) = 0, \psi_1(x_1) = 0 \) and \( \psi_2(x_1, x_2) = f(x_1)f(x_2) \). Because of \( d = k = 2 \), from (2.2) we have \( \xi_2,2(x_1, x_2) = \psi_2(x_1, x_2) = f(x_1)f(x_2) \). Hence,

\[
J(\xi_2,2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x_1)f(x_2)W(dx_1)W(dx_2)
\]

\[
= \tau^2 H_2(\tau^{-1} \int f(x)W(dx)) = \tau^2(Z^2 - 1),
\]

where the random variable \( Z = \tau^{-1} \int f(x)W(dx) \) has the standard normal distribution and \( \tau^2 = Ef^2(X) \). Thus by (5.1) and (5.2), we get

\[
nB_n \xrightarrow{D} \tau^2(Z^2 - 1) + 2\sigma^2 = \tau^2(Z^2 + 1),
\]

\[
nV_n \xrightarrow{D} \tau^2(Z^2 - 1) + \sigma^2 = \tau^2Z^2.
\]

Compare with \( nU_n \xrightarrow{D} \tau^2(Z^2 - 1) \) (Lee (1990), p.78).
Example 2. Let \( g(x_1, x_2) = af(x_1)f(x_2) + bg(x_1)g(x_2) \). We assume that \( Ef(X) = Eg(X) = Ef(X)g(X) = 0 \) and \( Ef^2(X) = Eg^2(X) = 1 \). Then we have \( \theta(F) = 0 \), \( \psi_1(x_1) = 0 \), \( \psi_2(x_1, x_2) = g(x_1, x_2) \) and \( \sigma_2^2 = a^2 + b^2 \) (see, Lee (1990), p.79). Because of \( d = k = 2 \), from (2.2) we have \( \xi_{2,2}(x_1, x_2) = af(x_1)f(x_2) + bg(x_1)g(x_2) \) and

\[
J(\xi_{2,2}) = a \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x_1)f(x_2)W(dx_1)W(dx_2) + b \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x_1)g(x_2)W(dx_1)W(dx_2) = a(Z_1^2 - 1) + b(Z_2^2 - 1),
\]

where \( Z_1 = \int f(x)W(dx) \) and \( Z_2 = \int g(x)W(dx) \) are the independent standard normal random variables. Thus by (5.1), (5.2) and \( E\psi_2(X, X) = a + b \), we have

\[
nB_n \overset{D}{\longrightarrow} a(Z_1^2 - 1) + b(Z_2^2 - 1) + 2(a + b) = a(Z_1^2 + 1) + b(Z_2^2 + 1),
\]

\[
nV_n \overset{D}{\longrightarrow} aZ_1^2 + bZ_2^2.
\]

Compare with \( nU_n \overset{D}{\longrightarrow} a(Z_1^2 - 1) + b(Z_2^2 - 1) \) (Lee (1990), p.79).

Example 3 (Anderson-Darling Statistic.) We consider the kernel,

\[
g(x, y) = \int_0^1 w(t) [I(x < t) - t] [I(y < t) - t] dt,
\]

where \( w(t) = [t(1-t)]^{-1} \), \( I(x < t) = 1 \) if \( x < t \) and \( = 0 \) if \( x > t \), and the distribution \( F \) is the uniform distribution on \((0, 1)\). Then \( \theta(F) = 0 \), \( \psi_1(x_1) = 0 \), \( \psi_2(x_1, x_2) = g(x_1, x_2) \) and \( E\psi_2(X, X) = 1 \). The eigenvalues of \( g(x, y) \) is

\[
\lambda_j = \frac{1}{j(j + 1)}, \; j = 1, 2, \ldots
\]

(see, for example, Borovskikh (1985)). Thus by (5.1), (5.2) and (5.3), we have

\[
nB_n \overset{D}{\longrightarrow} \sum_{j=1}^{\infty} \lambda_j (Z_j^2 - 1) + 2 = \sum_{j=1}^{\infty} \frac{1}{j(j + 1)} Z_j^2 + 1,
\]

\[
nV_n \overset{D}{\longrightarrow} \sum_{j=1}^{\infty} \frac{1}{j(j + 1)} Z_j^2.
\]

The asymptotic distribution of \( nV_n \) is well-known (see, for example, Pettitt (1981)).

Example 4 (Cramér-von Mises Statistic.) We consider the kernel,

\[
g(x, y) = \int_{-\infty}^{\infty} [I(x < t) - F(t)] [I(y < t) - F(t)] dF(t).
\]

Then \( \theta(F) = 0 \), \( \psi_1(x_1) = 0 \), \( \psi_2(x_1, x_2) = g(x_1, x_2) \) and \( E\psi_2(X, X) = 1/6 \). The eigenvalues of \( g(x, y) \) is

\[
\lambda_j = \frac{1}{(j\pi)^2}, \; j = 1, 2, \ldots
\]
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Thus by (5.1), (5.2) and (5.3), we have

\[ nB_n \overset{D}{\to} \frac{1}{\pi^2} \sum_{j=1}^{\infty} \frac{1}{j^2 \pi^2} (Z_j^2 - 1) + \frac{1}{3} = \frac{1}{\pi^2} \sum_{j=1}^{\infty} \frac{1}{j^2} Z_j^2 + \frac{1}{6}, \]

\[ nV_n \overset{D}{\to} \frac{1}{\pi^2} \sum_{j=1}^{\infty} \frac{1}{j^2} Z_j^2. \]

The asymptotic distribution of \( nV_n \) is well-known (see, for example, Pettitt (1981)).

In the following Examples 5 and 6, we consider the kernel of degree \( k \) given by \( g(x_1, \ldots, x_k) = x_1 \cdots x_k \) and assume that \( E(X) = 0, E(X^2) = 1 \). Then \( \theta(F) = 0 \), \( \psi_j(x_1, \ldots, x_j) = 0 \) (\( j = 1, \ldots, k-1 \)), and \( \psi_k(x_1, \ldots, x_k) = x_1 \cdots x_k \). Thus this kernel \( g \) is degenerate of order \( d-1 = k-1 \).

**Example 5 (LB-statistics):** We shall derive the asymptotic distribution of LB-statistics corresponding to the kernel \( g(x_1, \ldots, x_k) = x_1 \cdots x_k \). Because of \( d = k \), from (2.1) we have

\[ \phi_d,d-2j(x_1, \ldots, x_{d-2j}) = E[\psi_d(x_1, \ldots, x_{d-2j}, x_{d-2j+1}, x_{d-2j+1}, \ldots, x_{d-j}, x_{d-j})] = x_1 \cdots x_{d-2j}. \]

Since \( J_r(f) \overset{d}{=} CH_r(Z) \) for \( f(x_1, \ldots, x_r) = C x_1 \cdots x_r \) (see, for example, Koroljuk and Borovskich (1994), p.66), we have

\[ J_{d-2j}(\phi_{d,d-2j}) = J_{d-2j}(\psi_{d,d-2j}) \overset{d}{=} H_{d-2j}(Z) \]

where \( Z \) is the standard normal random variable.

Thus if \( d = 2l + 1 \) (\( l \) is a positive integer), by Proposition 2.4 we have

\[ n^{d/2}B_n \overset{D}{\to} \sum_{j=0}^{l} \frac{d!}{(d-2j)!j!} H_{d-2j}(Z). \]

For example, in case of \( d = 3 \),

\[ n^{3/2}B_n \overset{D}{\to} H_3(Z) + 6H_1(Z) = Z^3 - 3Z + 6Z = Z^3 + 3Z, \]

which is also easily obtained by direct computation because of \( n^{3/2}B_n = [(n-1)(n-2)/(n+1)(n+2)]n^{3/2}U_n + [6n^2/(n+1)(n+2)](\sum_{i=1}^{n} X_i^2/n)(\sum_{i=1}^{n} X_i/\sqrt{n}) \).

If \( d = 2l \) (\( l \) is a positive number), then by Proposition 2.5, \( k = d = 2l \), and \( E\psi_d(X_1^2, \ldots, X_l^2) = (EX^2)^l = 1 \) we have

\[ n^{d/2}B_n \overset{D}{\to} \sum_{j=0}^{l-1} \frac{(2l)!}{(2l-2j)!j!} H_{2l-2j}(Z) + \frac{k!}{(k/2)!}. \]
For example, in case of $k = 2$,

$$n B_n \overset{D}{\to} H_2(Z) + 2 = Z^2 + 1,$$

which is also easily obtained by direct computation because of $n B_n = \frac{n}{(n + 1)} [(\sum_{i=1}^n X_i^2/n)^2 + \sum_{i=1}^n X_i^4/n].$

**Example 6 (V-statistics):** We shall derive the asymptotic distribution of V-statistics corresponding to the kernel $g(x_1, ..., x_k) = x_1 \cdots x_k$. As stated in Example 5, we have $J_{d-2j}(Z) \overset{d}{=} H_{d-2j}(Z)$. Thus if $d = 2l + 1$ ($l$ is a positive integer), by Proposition 3.4 we have

$$n^{d/2} V_n \overset{D}{\to} \sum_{j=0}^l \frac{d!}{j!(d-2j)!} 2^j H_{d-2j}(Z).$$

If $d = 2l$ ($l$ is a positive number), then as stated in Example 1 we have $E \psi_d(X_1^2, ..., X_l^2) = (EX^2)^l = 1$. Thus by Proposition 3.4 and $H_0(z) = 1$ we have

$$n^{d/2} V_n \overset{D}{\to} 2^d.$$

Therefore using the relations of Hermite polynomials such that $x^{2l+1} = (2l+1)! \sum_{j=0}^l H_{2l+1-2j}(x)/[j!(2l+1-2j)!2^{j}]$ and $x^{2l} = (2l)! \sum_{j=0}^l H_{2l-2j}(x)/[j!(2l-2j)!2^{j}]$, we have

$$n^{d/2} V_n \overset{D}{\to} 2^d.$$

This convergence is also easily shown by noting $n^{d/2} V_n = (\sum_{i=1}^n x_i/\sqrt{n})^d$. Hence this example is the one to show the validity of Propositions 3.4 and 3.5.

6. Appendix

**Proof of Lemma 2.1:** In the description of the kernel $g(x)$ given by (1.5), we consider the positive integers $r_1, ..., r_j$ satisfying $r_1 + \cdots + r_j = k$. Since $(r_1 - 1) + \cdots + (r_j - 1) = k - j$ and $j = (k - j) + (2j - k)$, the number of $r_1, ..., r_j$ equal to one is at least $2j - k$. By the assumption, $2j - k \geq k - d + 1$. So typically we consider the case of $r_{j-k+d} = r_{j-k+d+1} = \cdots = r_j = 1$. Then we have

$$E g(X_1^{r_1}, ..., X_j^{r_j}) = E E[g(X_1^{r_1}, ..., X_{j-k+d-1}^{r_{j-k+d-1}}, X_{j-k+d}, ..., X_j)$$

$$| X_1, ..., X_{j-k+d-1} ] = E \psi_{d-1}(X_1^{r_1}, ..., X_{j-k+d-1}^{r_{j-k+d-1}})$$

which equals $\theta$, because of $\psi_{d-1} = \theta$ w.p.1. Since the number of positive integers $r_1, ..., r_j$ satisfying $r_1 + \cdots + r_j = k$ is $\binom{k}{j-1}$, we have $E[U_n^{(j)}] = \theta$ for $j \geq k - (d - 1)/2$.

**Proof of Lemma 2.2:** For $c = 1, 2, ..., d - 2j$, we consider

$$\psi_{(k-j)c}(x_1, ..., x_c) = \binom{k-1}{k-j-1}^{-1} \sum_{r_1 + \cdots + r_{k-j} = k} E[g(x_1^{r_1}, ..., x_c^{r_c}, X_1^{r_{j+1}}, ..., X_{k-j}^{r_{k-j}})].$$
Since \((r_{c+1} + \cdots + r_{k-j}) = r_1 + \cdots + r_c \geq c\), we have \((r_{c+1} - 1) + \cdots + (r_{k-j} - 1) = 0, 1, \ldots, j\) where the number of terms of the left-hand side is \(k - j - c = j + (k - 2j - c)\). Thus the number of \(r_{c+1}, \ldots, r_{k-j}\) equal to one is at least \(k - 2j - c\).

At first we consider the case of \(c = 1, 2, \ldots, d - 2j - 1\). Typically we suppose \(r_{j+c+1} = r_{j+c+2} = \cdots = r_{k-j} = 1\), since the number of \(r_{c+1}, \ldots, r_{k-j}\) equal to one is at least \(k - 2j - c\) as stated above. Then

\[
Eg(x_1^{r_1}, \ldots, x_c^{r_c}, X_{c+1}^{r_{c+1}}, \ldots, X_{c+j}^{r_{c+j}}, X_{j+c+1}, \ldots, X_{k-j}) = E\psi_{2j+c}(x_1^{r_1}, \ldots, x_c^{r_c}, X_{c+1}^{r_{c+1}}, \ldots, X_{c+j}^{r_{c+j}}),
\]

which is equal to \(\theta\) because of \(\psi_{2j+c} = \theta\) w.p.1 for \(2j + c \leq d - 1\). This is valid also for another \(r_c, \ldots, r_{k-j}\) which include at least the \(k - 2j - c\) components equal to 1. Thus we have \(\psi_{(k-j),c}(x_1, \ldots, x_c) = \theta\) w.p.1 for \(1 \leq c \leq d - 2j - 1\).

Now we consider the case of \(c = d - 2j\). Then the number of \(r_{c+1}, \ldots, r_{k-j}\) equal to 1 is at least \(k - 2j - c = k - d\). If the number of \(r_{c+1}, \ldots, r_{k-j}\) equal to 1 is more than \(k - d\), then because the sum of \(r_i\)'s not equal to 1 is less than \(d\) we have

\[
Eg(x_1^{r_1}, \ldots, x_c^{r_c}, X_{c+1}^{r_{c+1}}, \ldots, X_{k-j}^{r_{k-j}}) = \theta.
\]

If the number of \(r_{c+1}, \ldots, r_{k-j}\) equal to 1 is \(k - d\) exactly, then we consider typically the case of \(r_{d-j+1} = r_{d-j+2} = \cdots = r_{k-j} = 1\). Then \(r_1 + \cdots + r_c + r_{c+1} + \cdots + r_{d-j} = d\) because of \(r_1 + \cdots + r_{k-j} = k\), and \(r_{c+1}, \ldots, r_{d-j} \geq 2\), where \(c = d - 2j\). Hence we have \(r_1 + \cdots + r_c \leq d - 2j = c\) and \(r_1 = r_2 = \cdots = r_c = 1\). Therefore \(r_{c+1} + \cdots + r_{d-j} = 2j\) and we get \(r_{c+1} = r_{c+2} = \cdots = r_{d-j} = 2\). Thus as a typical term we have

\[
Eg(x_1, \ldots, x_c, X_{c+1}^{2}, \ldots, X_{d-j+1}, \ldots, X_{k-j}^{2}) = E\psi_d(x_1, \ldots, x_c, X_{c+1}^{2}, \ldots, X_{d-j}^{2}),
\]

which is equal to \(E\psi_d(x_1, \ldots, x_c, X_{c+1}, \ldots, X_{d-j}, X_{d-j})\) by our notation. The number of these terms is \(\binom{k-d+1}{d-j} = \binom{k-j-1}{d-j}\), which is the number of ways choosing \(d - j - c\) places where the terms \(X^2 = (X, X)\) (with our notation) appear among \(k - j - c\) places. All the other terms are equal to \(\theta\) and its number is \(\binom{k-1}{k-j-1} - \binom{k-d+1}{d-j}\). Hence we have (2.1) and the order of degeneracy of \(U_n^{(k-j)}\) is at least \(d - 2j - 1\) for \(1 \leq j \leq (d - 1)/2\).

\[\Box\]

**Proof of Proposition 2.3:** Since \(E\psi_{(j),c}(X_1, \ldots, X_c) \leq E[g_{(j)}^2(X_1, \ldots, X_j)]\) and by Minkowski's inequality

\[
\{E[g_{(j)}^2(X_1, \ldots, X_j)]\}^{1/2} \leq \left\{\sum_{r_1 + \cdots + r_j = k} E[g^2(T_1^{r_1}, \ldots, T_j^{r_j})]\right\}^{1/2},
\]

under the assumption we have \(E\psi_{(j),c}(X_1, \ldots, X_c) < \infty \) for \(c = 1, \ldots, j\) and \(j = 1, \ldots, k\). These assure the convergence of \(U_n^{(j)}\) in distribution as stated in connection with (1.8). Since \(\sum_{j=1}^k \binom{k-1}{k-j} \binom{n}{k-1} \) from (1.4) we have

\[
r^{d/2}(B_n - \theta) = \sum_{j=0}^l \binom{k-1}{k-j-1} \binom{n}{k-j-1} r^{d/2} \left[U_n^{(k-j)} - \theta\right] + T_{1n}, \tag{6.1}
\]
where

$$T_{1n} = \sum_{j=1}^{k-l-1} \binom{n}{j} \binom{n-k-1}{j-1} (\frac{n}{k})^{d/2} [U_n^{(j)} - \theta].$$

For $1 \leq j \leq k - l - 1$, we have $(\binom{n}{j}) (\frac{n}{k})^{d/2} (\frac{n-k-1}{j}) = O(n^{-1/2})$. Since $U_n^{(j)}$ converges to $EU_n^{(j)}$ as $n \to \infty$ w.p.1, $T_{1n}$ converges to zero as $n \to \infty$ w.p.1. For $0 \leq j \leq l$, the order of degeneracy of $U_n^{(k-j)}$ is at least $d - 2j - 1$ by Lemma 2.2 and $E[U_n^{(k-j)}] = \theta$ by Lemma 2.1. Hence if the order of degeneracy of $U_n^{(k-j)}$ is $d - 2j - 1$, then by (1.8),

$$\binom{n-k-j}{n-k-1} (\frac{n}{k})^{d/2} [U_n^{(k-j)} - \theta] = \binom{n-j}{n-k-1} (\frac{n}{k})^{d/2} [U_n^{(k-j)} - \theta]$$

converges to

$$\frac{k!}{(k-j)!} \binom{k-j}{d-2j} \binom{k-1}{j}^{d/2} [\xi_{d,d-2j}]$$

in distribution as $n \to \infty$. Where we used the relation for the kernel (2.1) related with $U_n^{(k-j)}$;

$$\psi_{(k-j),d-2j}(x_1, ..., x_{d-2j}) - \theta = \binom{k-1}{j}^{d/2} [\xi_{d,d-2j}]$$

If the order of degeneracy of $U_n^{(k-j)}$ is larger than $d - 2j - 1$ and is equal to $d - 2j + i$ for some $i \geq 0$, then $(\binom{n}{j}) (\frac{n}{k})^{d/2} [U_n^{(k-j)} - \theta]$ converges in distribution. Then, $(\binom{n-j}{n-k-1} (\frac{n}{k})^{d/2} [U_n^{(k-j)} - \theta]) (\binom{n}{j})$ converges to zero in probability. In this case, $\varphi_{d,d-2j}$ is equal to $\theta$ by (2.3) since $\varphi_{d,d-2j}$ is constant. Therefore $\xi_{d,d-2j} = 0$ and we have $J_{d-2j}(\xi_{d,d-2j}) = 0$. Thus the corresponding term does not appear in the asymptotic distribution. Applying these convergence to the right-hand side of (6.1), we get (2.4).

**Proof of Lemma 2.4:** The kernel of $U_n^{(k-l)}$ is given by (1.5) replacing $j$ by $k - l$. So we consider $r_1, ..., r_{k-l}$ satisfying $r_1 + \cdots + r_{k-l} = k$, where $d = 2l$. Since $(r_1 - 1) + \cdots + (r_{k-l} - 1) = l$, noting $k - l = l + (k - d)$ we know that the number of $r$'s, equal to 1 among $r_1, ..., r_{k-l}$, is at least $k - d$.

At first let us assume that the number of $r$'s equal to 1 is exactly $k - d$. For example, if we consider the case that $r_1 = \cdots = r_{k-l} = 1$, then $r_1 - 1 + \cdots + (r_1 - 1) = l$ with $r_1 - 1, ..., r_1 - 1 \geq 1$ and hence $r_1 = \cdots = r_1 = 2$. The number of ways, such that the number of $r$'s equal to 1 among $r_1, ..., r_{k-l}$ is exactly $k - d$, is $\binom{k-1}{d-1}$. The corresponding $Eg(X_1^{r_1}, ..., X_{k-l}^{r_{k-l}})$ is equal to $Eg(X_1^{r_1}, ..., X_{k-d}^{r_{k-1}}, X_{k-d+1}^{r_{k-d+1}}, ..., X_{k-l}^{r_{k-l}}) = E\psi_{d}(X_1^{r_1}, ..., X_{k-l}^{r_{k-l}})$.

Now let us assume that the number of $r$'s among $r_1, ..., r_{k-l}$ equal to 1 is more than or equal to $k - d + 1$. For example, if we assume that $r_{d-l} = \cdots = r_{k-l} = 1$, then $r_1 + \cdots + r_{d-l} = d - 1$ and $Eg(X_1^{r_1}, ..., X_{k-l}^{r_{k-l}}) = Eg(X_1^{r_1}, ..., X_{d-l}^{r_{d-l-1}}, X_{d-l}^{r_{d-l-1}}, ..., X_{k-l}^{r_{k-l}}) = E\psi_{d-1}(X_1^{r_1}, ..., X_{d-l-1}^{r_{d-l-1}}) = \theta$. This is still valid for the another $r_1, ..., r_{k-l}$ which include
at least the $k - d + 1$ components equal to 1.

Thus by (1.5) we have

$$EU_n^{(k-l)} = \left(\begin{array}{c} k-1 \\ l \end{array}\right)^{-1} \left\{ \left(\begin{array}{c} k-1 \\ k-d \end{array}\right) E\psi_d(X_1^2, \ldots, X_l^2) + \left(\begin{array}{c} k-1 \\ l \end{array}\right) - \left(\begin{array}{c} k-1 \\ k-d \end{array}\right) \theta \right\}.$$  

By our notation, $\psi_d(X_1^2, \ldots, X_l^2)$ means $\psi_d(X_1, X_1, \ldots, X_l, X_l)$. Hence we get the desired relation.

**Proof of Proposition 2.5:** By the same reason stated in the first paragraph of the proof of Proposition 2.3, under the assumption we have $E\psi_d^2(X_1, \ldots, X_c) < \infty$ for $c = 1, \ldots, j$ and $j = 1, \ldots, k$, and the convergence of $U_n^{(j)}$ are assured. From (1.4) we have

$$n^{d/2}(B_n - \theta) = \sum_{j=0}^{l-1} \left(\begin{array}{c} k-1 \\ j-1 \end{array}\right) \left(\begin{array}{c} n-j \\ k-j \end{array}\right) n^{d/2}[U_n^{(k-j)} - \theta]$$

$$+ \left(\begin{array}{c} k-1 \\ l-1 \end{array}\right) \left(\begin{array}{c} n \\ k \end{array}\right) n^{d/2}[U_n^{(k-l)} - \theta] + T_{2n},$$

where

$$T_{2n} = \sum_{j=1}^{k-l-1} \left(\begin{array}{c} k-1 \\ j-1 \end{array}\right) \left(\begin{array}{c} n \\ j \end{array}\right) n^{d/2}[U_n^{(j)} - \theta].$$

For $1 \leq j < k-l-1$, we have $\left(\begin{array}{c} n \\ j \end{array}\right) n^{d/2}/(n+k-1) = O(n^{-1})$ and $T_{2n}$ converges to zero as $n \to \infty$ w.p.1.

$$(\begin{array}{c} n \\ k-j \end{array}) n^{d/2}/(n+k-1)$$

converges to $kl/(k-l)!$ and $U_n^{(k-l)}$ to $EU_n^{(k-l)}$ w.p.1 as $n \to \infty$. Hence $\left(\begin{array}{c} n \\ k-l \end{array}\right) n^{d/2}[U_n^{(k-l)} - \theta]/(n+k-1)$ converges w.p.1. as $n \to \infty$ to $\left(\begin{array}{c} k-1 \\ l \end{array}\right) k! [EU_n^{(k-l)} - \theta]/(k-l)!$, which equals $\{kl/[ll(k-d)!]\} \{E\psi_d(X_1^2, \ldots, X_l^2) - \theta\}$ by Lemma 2.5. By our notation, $\psi_d(X_1^2, \ldots, X_l^2)$ means $\psi_d(X_1, X_1, \ldots, X_l, X_l)$.

For $0 \leq j \leq k-l-1$, the order of degeneracy of $U_n^{(k-j)}$ is at least $d-2j-1$ and therefore by (1.8), $\left(\begin{array}{c} n \\ k-j \end{array}\right) n^{d/2}[U_n^{(k-j)} - \theta]/(n+k-1)$ converges to $(k!/(k-j)!)(k-j)!^{-1}(k-d+3) J_{d-2j}$ in distribution as $n \to \infty$. Here we used the relation immediately after (6.2).

If the order of degeneracy of $U_n^{(k-j)}$ is larger than $d-2j-1$, then the corresponding term does not appear in the asymptotic distribution as stated at the last of the proof of Proposition 2.3. Applying these convergence to the right-hand side of (6.3), we get (2.5).
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