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                       Abstract 

   A two-stage procedure for constructing fixed-size confidence region 
of a conditional mean in multivariate normal distribution is proposed. A 
distribution of a statistic, which is appeared in the two-stage procedure, is 
approximated by an Fdistribution. The accuracy of the approximation 
is examined by simulation. A numerical example is also given. 
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1. Introduction 

    Let xi, (i = 1, 2,...) be independent and identically distributed random vectors 
having the pvariate normal distribution with mean p and covariance matrix E, that is 
Np(µ, E). The covariance matrix E is a positive definite matrix. Let Xi be partitioned 
as (xi xi2)', (r+s) x 1, and p3 and Eik, (j, k = 1, 2) be the corresponding partitions of p 
and E, respectively. The conditional mean of x02 given xol is P2.1 = P2 + E21 E111(xo1— 
P1). E21E1-11 is a regression matrix. In the usual linear regression problem, Chatterjee 
(1962) developed Stein's (1945) two-stage procedure for the fixed-size confidence region 
of the regression parameters (see Ghosh, Mukhopadhyay and Sen, 1997). Healy (1956) 
gave a multivariate two-stage procedure for fixed-size confidence regions of p. 

    The problem is to determine the sample size satisfying 

P{(µ2 .1 — P2.1)'(P2.1 — P2.1) < d2} > 1 — a, (1) 

where d > 0 and a (0 < a < 1) are given and P2.1 is an estimate of P2.1. Let 
xn = (E ,nx2,n) be the usual sample mean with sample size n. If E were known, it 
is easily seen that 
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P{(122.1  /22.1)'(A2.1 — P2.1) < d2} 

                > P{n4-12.1 — 112.1)'E22'1(112.1 — P2.1) < nd2/A} 

             = G,(nd2/A), 

where G, is the cumulative distribution function (c.d.f.) of the chisquare distribution 
with s degrees of freedom (d.f.), A is the maximum characteristic root (ch.r.) of E22.1 = 
E22 — E21E111E12i and /12.1 = i2,n + E21E111(X01 — ~i,n)• Hence, if the sample size n 
is chosen such that 

n > n* = uA/d2,(2) 

where u is the solution of the equation G, (u) = 1 — a, then (1) is satisfied. 
    When E is unknown and the sample size n is fixed, E is estimated by 

                 S11 ,n S12 ,n1         Sn =_E(xi — n)(Xi n)1 
S21,n S22,nn — 1                                                      i -1 

and the statistic 

n — s (µ2.1,n—12.1)°22.11,n(P2.1,n —/2.1)   to(3) (n — r — 1)s1/n + Qn/(n — 1) 

is used for constructing the confidence region of the conditional mean, where Qn = 
(X011,n),'Sll1,n (X 01 1,n) • But, there is no fixed sample procedure satisfying (1), 
when E is unknown. So, we need at least two-stage procedure. Since the size of the 
confidence region depends on 522.1,n and Qn, it will be impossible to give a two-stage 
procedure which is asymptotically efficient. In this paper, we propose a two-stage pro
cedure to satisfy (1) approximately. The two-stage procedure and its property are given 
in Section 2. In Section 3, the accuracy of approximation in the procedure is examined 
by simulation. In Section 4, we give an example by using the data of Potthoff and Roy 

(1964).

2. Two-stage procedure 

    Since E is unknown, we give a two-stage procedure and its asymptotic efficiency. 
In the two-stage procedure, take m observations as the initial sample and compute Sm. 
We define the total sample size N as 

                N = maxim, [cf/d2] + 1} + 1,(4)
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where [b] denotes the greatest integer less than b,  £ is the maximum ch.r. of S22.1,m = 
S22,m—S21,mSll1,mS12,m, 

             =(m — r — 1)sf{ 

          

c-------------- 1 + (0o1 —1,m)/S111m(°C01 — "E1,m)},(5) 
m—s 

and f is the upper 100(1 — a)% point of the Fdistribution with (s, m — p) d.f. Next 
take N — m additional observations and compute 

/22.1,N = S21,NS111N(°01 1,N)(6) 

based on N observations. By (4), it follows that 

P{(P.2.1,N — / 2.1)1(P2.1,N — P2.1) C d2} 

> P{(N —1)(P 2.1,N  — P2.1)1(i12.1,N — P2.1) C ct}(7) 

          > P{ m — s  (/2.1,N—P2.1)1S2211,m(P2.1,N—P2.1) C f} (
m — r — 1)s 1/N + Qm/(N — 1) — 

If P2.1 is estimated by m (fixed sample size) observations instead of N in (6), then 
the statistic tm is distributed as the Fdistribution with (s, m — p) d.f. exactly (see 
e.g. Siotani, Hayakawa and Fujikoshi, 1985). If ~1,N, Si1,N and S22.1,N were fixed, 
the estimate µ2.1,N in (6) is conditionally distributed as svariate normal with mean 
112 + E21E11 (x01 — 1,N) and covariance matrix {1/N+ Q/(N — 1)}E22.1. (m — 1)S22.1 
is distributed as Wishart with covariance matrix E22.1 and (m — r) d.f. Hence the 
distribution of the statistic 

                  m — s (i12.1,N — µ2.1)'S2211,m(µ2.1,N — P2.1)(8) 
            (m — r — 1)s 1/N + Qm/(N — 1) 

in (7) may be approximated by the Fdistribution. That is, the right-hand side of (7) 
is approximated by 1 — a, then (1) is satisfied. 

    Takada (1988) showed that the usual multivariate two-stage procedure is asymptot
ically efficient when the initial sample size satisfies appropriate condition. We examine 
the asymptotic efficiency when 

m oo and d2m --+ 0 as d —+ 0.(9) 

It follows that limd.o sf = u and limd,0 P = a under (9) and 

ce/d2 +1 < N cP/d2 + 1 + m 
                n* — n* —n* 

by (4). Hence we have the asymptotic efficiency as
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              limE(N) = 1 + (x01  /~i)~ii(~o~  1/1). (10) 
d-40 n* 

The procedure (4) is asymptotically efficient if zoi = µl

3. Accuracy of approximation 

    The distribution of the statistic in (8) appeared in the two-stage procedure is ap
proximated by the Fdistribution. In order to examine the accuracy of the approxima
tion, a simulation experiment was conducted. In the simulation, the coverage probability 
(1) is also estimated. The simulation results are based on 10000 replications and are 
given in Table 1. The table lists the proportion of the statistic in (8) which is less than 
f. The values in the parentheses are the proportion of 

(µ2.1  i 2.1Y(1-t2.1  P2.1) < d2. 

The confidence coefficient is chosen to be 1  a = 0.95. It is chosen that p = 2, 3, 

d = 0.4, 0.6, 0.8 and µ = 0. For p = 2 (r = s = 1), we choose m = 10, 15, 25, 
   = 0.2, 0.5, 1.0 and E = Ej (j = 1, 2, 3), where 

_(2.0 0.5= '(2.0 1.0= (1.6 1.0 E10
.5 2.0'E21.0 2.0E31.0 2.0 

For p = 3 (r = 2, s = 1), we choose 2oi = (0.2, 0.2), (0.2, 0.5), (0.5, 0.5), (0.5, 1.0), 
m = 15, 25 and E = Ei (j = 4, 5), where 

                 2.0 1.0 1.0 1.5 1.0 0.6 
E4 = 1.0 2.0 1.0 , E5 = 1.0 2.0 1.0 . 

                 1.0 1.0 2.00.6 1.0 1.8

Table 1. Accuracy of approximation 

Ei

aeoi d I m=10 I m=15 I m=25  
0.2 0.4 .9364 (.9406) .9404 (.9455) .9424 (.9475) 

    0.6 .9302 (.9444) .9352 (.9542) .9409 (.9766) 
    0.8 .9290 (.9645) .9363 (.9800) .9405 (.9966) 

0.5 0.4 .9327 (.9384) .9378 (.9431) .9413 (.9461) 
    0.6 .9305 (.9448) .9360 (.9524) .9414 (.9695) 
    0.8 .9283 (.9591) .9368 (.9766) .9403 (.9954) 

1.0 0.4 .9272 (.9301) .9366 (.9401) .9427 (.9453) 
    0.6 .9261 (.9359) .9391 (.9481) .9435 (.9573) 
    0.8 .9271 (.9484) .9376 (.9653) .9431 (.9859)
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Table 1. Accuracy of approximation (continued)
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Table 1. Accuracy of approximation (continued)

E5 

41. dm=15 m=25  

 (0.2, 0.2) 0.4 .8878 (.8988) .9246 (.9362) 
         0.6 .9032 (.9470) .9297 (.9847) 
         0.8 .9070 (.9825) .9302 (.9981) 

 (0.2, 0.5) 0.4 .8438 (.8530) .9117 (.9213) 
         0.6 .8932 (.9295) .9285 (.9782) 
         0.8 .9073 (.9761) .9294 (.9965) 

 (0.5, 0.5) 0.4 .8282 (.8374) .9051 (.9147) 
         0.6 .8864 (.9257) .9269 (.9761) 
         0.8 .9021 (.9731) .9273 (.9963)  

 (0.5, 1.0) 0.4 .7237 (.7311) .8487 (.8550) 
         0.6 .8394 (.8645) .9183 (.9571) 
         0.8 .8871 (.9426) .9247 (.9883)

Table 1 shows that all values are smaller than 0.95, namely the approximation of the 
distribution of the statistic (8) to the Fdistribution is not good. But, when d and m are 
large, the table shows that (1) is satisfied. For example, if d = 0.8 and m = 25, all values 
in the parentheses are greater than 0.985. The coverage probability (1) is increasing in 
d and m and is decreasing in the distance of 0 (mean pi) and o01. This finding suggests 
that we may use the procedure if d and m are large and the distance is small. Note that 
the asymptotic efficiency in (10) is increasing in the Mahalanobis distance 

(xo1  P1)'E111(eo1  pi). 

Thus when the distance is small, then the both of asymptotic efficiency and accuracy of 

approximation are good, and the proposed method might be useful. The approximation 

for p = 2 is better than that for p = 3.

4. Example 

   We give a numerical example by using the data (p = 4) of Potthoff and Roy (1964), 
which are the dental measurement of the distance (mm) from the center of the pituitary 
to the pterygomaxillary fissure. xi has been measured at age 2i + 6 (i = 1, 2, 3, 4). Let 
r = 3, s = 1 and the first stage sample size m is selected as 20. The values of xi's are 

given in Table 2.
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             Table 2. First stage samples 

 xi x2 53 54 xi 52 53 54 

1 21.0 20.0 21.5 23.0 11 24.5 25.0 28.0 28.0 

2 21.0 21.5 24.0 25.5 12 26.0 25.0 29.0 31.0 

3 20.5 24.0 24.5 26.0 13 21.5 22.5 23.0 26.5 

4 23.5 24.5 25.0 26.5 14 23.0 22.5 24.0 27.5 

5 21.5 23.0 22.5 23.5 15 25.5 27.5 26.5 27.0 

6 20.0 21.0 21.0 22.5 16 20.0 23.5 22.5 26.0 

7 21.5 22.5 23.0 25.0 17 24.5 25.5 27.0 28.5 

8 23.0 23.0 23.5 24.0 18 22.0 22.0 24.5 26.5 

9 20.0 21.0 22.0 21.5 19 24.0 21.5 24.5 25.5 

10 16.5 19.0 19.0 19.5 20 23.0 20.5 31.0 26.0

The unbiased covariance matrix is 

/ 5.102 3.388 5.184 4.845 
                              4.329 3.118 3.914            S

20_8 .221 5.863 • 
6.802 

Let us take d = 1.5, 1  a = 0.95, and 

                         x01 = (27.5, 28.0, 31.0)' 

After computation, £ = S22.i,m = 1.588 and c = 33.26. Then the total sample size are 
computed as N = 25. The additional observations are taken and those values are given 

in Table 3.

Table 3. Second stage samples 

xi x2 53 x4 

21 23.0 23.0 23.5 25.0 

22 21.5 23.5 24.0 28.0 

23 17.0 24.5 26.0 29.5 

24 22.5 25.5 25.5 26.0 

25 23.0 24.5 26.0 30.0

Based on 25 samples, 25 =(21.98, 23.04, 24.44, 25.92)' and 

                        5.198 2.449 3.822 3.134 

                             3.936 2.794 3.722              S
25_6

.819 5.193 • 

                                           6.993
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Hence the estimator (6) is computed as  1./2.1,N = 32.09, and the confidence region 
(interval) is obtained as 

                           30.59 < p2 .1 < 33.59. 

In fact, x04 is measured as 31.5, which is included in the region.
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