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Abstract

We deal with a sequential stochastic assignment problem on a partially observable Markov chain. This is a generalization of a problem treated in Derman, Lieberman and Ross (1972). Especially, not only one job will appear at one time period. Under several assumptions, we consider a partially observable Markov chain and several properties concerning a relation between observations and information. On basis of these properties, we investigate the sequential stochastic assignment problem on this partially observable Markov chain.

1. Introduction

We deal with a sequential stochastic assignment problem on a partially observable Markov chain. This is a generalization of problem treated in Derman, Lieberman and Ross (1972). There are m jobs which appear in a sequential order, and m persons to be assigned to these jobs. This problem is how to assign these persons to m jobs in order to maximize the total expected reward. Especially, not only one job will appear at one time period. Associated with each job, there is a random variable depending on the state of this chain, which indicates a value of a job. In order to investigate this problem, we initially treat an optimal selection problem. This is a problem to select a predetermined number of jobs in order to maximize the total expected reward of these selected. In both problems, the number of observations available at one time period is not known in advance, but only the probability is known beforehand.

When the state of this Markov chain indicates the economic condition, it affects the values of jobs available at each time period. Usually, this condition is not known directly, and there is only partial information about this condition. Theorems 1 and 2 give essential properties about posterior information after having obtained through the values of these jobs. As a learning procedure, we employ the Bayes' theorem. Albright (1974) and Nakai (1986b) also treated a sequential stochastic assignment problem on a partially observable Markov chain. Brown and Solomon (1973), Nakai (1985, 1990,
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In Section 2, we deal with an optimal selection problem. In subsection 2.1, we make some preliminary notations and assumptions to treat these problems. In subsection 2.2, we summarize some properties about posterior information. For this problem, we use some results obtained in Nakai (1986a). In subsection 2.3, we summarize some essential properties about the optimal selection problem. Finally, we investigate a sequential stochastic assignment problem on this partially observable Markov chain.

2. Optimal Selection Problem

2.1. Some Preliminaries

An optimal selection problem is to select a predetermined number of jobs in order to maximize the total expected reward of these selected. Associated with each job, there is a random variable indicating its value. These random variables are independent and identically distributed. Let $N$ be the planning horizon of this problem. On the other hand, there are $m$ jobs having a random value $\{X_i\}_{i=1,...,m}$. The objective of this problem is to maximize the total expected reward by selecting $k$ jobs out of $m$ during $N$ time periods. If a job is not selected at one time period, then it is not available for future decisions.

In general, the number of jobs observable at one time period is assumed to be random with known distribution. When there are $m$ jobs during $N$ time periods, let $\{p_{N,m}(n)\}_{n=0,1,...,m}$ be a probability of $n$ jobs at the initial time period. When these jobs appear uniformly and independently, $p_{N,m}(n)$ is as follows.

$$p_{N,m}(n) = mC_n \frac{(N-1)^{m-n}}{N^m}. \quad (0 \leq n \leq m, p_{1,m}(m) = 1) \quad (1)$$

We concentrate on this case, but it is possible to consider these problems for a more general case.

Let $X_1, \cdots, X_n$ be $n$ i.i.d. random variables, and let further $X_{(1)}, \cdots, X_{(n)}$ be the order statistics corresponding to $X_1, \cdots, X_n$. $(X_{(1)} \geq \cdots \geq X_{(n)})$ We arrange these values from the largest to the smallest one, for convenience sake. We also use the notation $\{X_{(i)}\}_{i=1,...,n}$ instead of $\{X_i\}_{i=1,...,n}$. These $n$ random variables $\{X_i\}_{i=1,...,n}$ are absolutely continuous with density $f(x)$. It is well known that

$$g_{n,i}(x_{(i)}) = \frac{n!}{(i-1)!(n-i)!} (F(x_{(i)}))^{n-i} (1 - F(x_{(i)}))^{i-1} f(x_{(i)}) \quad (2)$$

is the probability distribution of the $i$-th order statistic $X_{(i)}$ (See Wilks (1962)).

For a decreasing sequence $\{a_i\}$ ($a_0 = \infty$) of positive numbers, define a function $U_n(a_i, a_{i-1} | k, y)$ by

$$U_n(a_i, a_{i-1} | k, y) = \int_0^{a_i \land y} a_i h_{n,k}(x_{(k)}) f(x_{(k)}) \, dx_{(k)}$$
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\[ + \int_{a \land y}^{a_i \land y} x(k) h_{n,k} (x(k)) f(x(k)) \, dx(k) \]

\[ + \int_{a_i \land y}^{y} U_n (a_{i-1}, a_{i-2} | k + 1, x(k)) f(x(k)) \, dx(k) \]  \( (3) \)

where \( a \land b = \min\{a, b\} \), \( U_n(a_i, a_{i-1} | n + 1, y) = a_i \) (\( y \geq 0 \)) and

\[ h_{n,k} (x(k)) = \frac{n!}{(n-k)!} \left( F(x(k)) \right)^{n-k}. \]  \( (4) \)

For any decreasing sequence \( \{a_i\}_{i \geq 0} \), we construct a sequence \( \{\alpha_{i,n}\}_{i \geq 0} \) as

\[ \alpha_{i,n} = U_n(a_i, a_{i-1} | 1, \infty) \quad (i \geq 1), \]  \( (5) \)

where \( \alpha_{0,n} = \infty \). We summarize some properties according to Nakai (1986a), which are necessary to investigate these problems.

**Lemma 1**

\[ \alpha_{i,n} = \sum_{j=1}^{n} \int_{x(j)-1}^{x(j)} x(g_{n,j} (x(j)) \, dx(j) + \sum_{j=0}^{n-1} a_{i-j} n C_j (1 - F(a_{i-j}))^j (F(a_{i-j}))^{n-j} \]

**Lemma 2** If a sequence \( \{a_i\}_{i=0,1,2,...}(a_0 = \infty) \) is decreasing with respect to \( i \), then the sequence \( \{\alpha_{i,n}\}_{i,n=0,1,2,...} \) defined by Equation (5) is also decreasing with respect to \( i \).

**Lemma 3** If \( a_0 = \infty \) and \( a_1 = a_2 = \cdots = 0 \), then \( \alpha_{i,n} = E[X(i)] (1 \leq i \leq n) \) and \( \alpha_{i,n} = 0. \) \( (i > n) \)

### 2.2. A Partially Observable Markov Chain

Let's consider a countable state partially observable Markov chain. Let \( \{0, 1, 2, \cdots\} \) be a set of states, and let further \( P = (p_{st}) \) be a transition probability matrix of this chain. The random variables observed at each time period depend on a state of this chain. When the state of this chain is \( s \) and \( n \) jobs appear, we assume the random variables associated with these jobs to be independent and identically distributed, but dependent on \( s \). Let \( S \) be a random variable indicating the state of this Markov chain. When a state of this chain is \( s \), the conditional expectation \( \mu_s \) is finite, and the distribution function \( F_s(x) \) of these random variables are absolutely continuous with density \( f_s(x) \). We consider two assumptions.

**Assumption 1** If \( t < s \), \( (s, t = 0, 1, 2, \cdots) \) then, for \( x \leq y, \)

\[ f_t(y) f_s(x) \geq f_t(y) f_t(x), \]  \( i.e., \left| \begin{array}{cc} f_s(x) & f_t(x) \\ f_t(y) & f_t(y) \end{array} \right| \geq 0. \]  \( (6) \)

**Assumption 2** For any pair of \( t \) and \( t' \), if \( t \geq t' \), \( (t, t' = 0, 1, 2, \cdots) \) then

\[ p_{st'} p_{st} \geq p_{s't'} p_{st} , \]  \( i.e., \left| \begin{array}{cc} p_s & p_{s't'} \\ p_{st} & p_{s't} \end{array} \right| \geq 0, \]  \( (7) \)

where \( s \leq s' \). \( (s, s' = 0, 1, 2, \cdots) \)
If the state of this chain corresponds to the condition of the economy, then Assumption 1 means that this condition becomes better as \( s \) becomes smaller. The state 0 is the best one among them. It is easy to show that \( \{ \mu_s \}_{s=0,1,2,\ldots} \) is decreasing with respect to \( s \). From Assumption 1, if \( s > t \) \((s, t = 0, 1, 2, \ldots)\), then \( X(t) \) is greater than \( X(s) \) by means of the likelihood ratio. This also implies that \( X(s) \) satisfies the \( \text{TP}_2 \) condition (totally positivity of order two).

For this countable state Markov chain, assume that the state of this chain is not known directly. All information about this state is summarized by a probability distribution \( \Phi \) on the state space, i.e., \( \Phi \in \mathcal{S} = \{ \Phi : \Phi = (\phi_0, \phi_1, \phi_2, \ldots), \phi_s \geq 0, \sum_{s=0}^{\infty} \phi_s = 1 \} \).

At each time period, information is obtained through random variables depending on the state of this chain. If there is no observation at one time period, there is no information about it. Let prior information about the state of this chain be \( \Phi(\in \mathcal{S}) \). When \( n \) jobs appear with \( \mathbf{x} = (x_1, \cdots, x_n) \), then, by learning, we improve information as \( T(\Phi | \mathbf{x}) \). In this paper, we use Bayes’ theorem as the learning procedure. Since this chain initially makes a transition according to \( \mathbf{P} \), information \( \Phi \) changes to

\[
\begin{align*}
\phi_{s'} & = \sum_{s=0}^{\infty} \phi_s P_{s,s'}, \\
\Phi & = (\phi_0, \phi_1, \phi_2, \cdots).
\end{align*}
\]

Let \( f_t(\mathbf{x}) \) be a joint probability distribution function of \( n \) random variables \( \mathbf{X} = (X_1, \cdots, X_n) \) when the state of the chain is \( t \). Since the random variables are independent with each other and identically distributed, we note that

\[
f_t(\mathbf{x}) = \prod_{i=1}^{n} f_t(x_i).
\]

Information about the state of this chain is updated by using Bayes’ theorem as

\[
\begin{align*}
T_s(\Phi | \mathbf{x}) & = \frac{\phi_{s'} f_s(x)}{\sum_{s=0}^{\infty} \phi_s f_s(x)}, \\
T(\Phi | \mathbf{x}) & = (T_0(\Phi | \mathbf{x}), T_1(\Phi | \mathbf{x}), T_2(\Phi | \mathbf{x}), \cdots).
\end{align*}
\]

Initially, we introduce an order on \( \mathcal{S} \) by using a likelihood ratio. This order is also treated in Nakai (1985, 1986b, 1990, 1993) and Ross (1983), etc.

**Definition 1** For any pair of \( \Phi \) and \( \Psi \) in \( \mathcal{S} \), denote \( \Phi >_1 \Psi \) if and only if

\[
\phi_s \psi_t \leq \phi_t \psi_s, \text{i.e., } \left| \begin{array}{cc} \psi_s & \psi_t \\ \phi_s & \phi_t \end{array} \right| \geq 0
\]

for any \( s \) and \( t \), \((t \leq s, s, t = 0, 1, 2, \cdots)\) and at least one pair of \( s \) and \( t \), \( \phi_s \psi_t < \phi_t \psi_s \). If \( \phi_s = \psi_s \) for any \( s = 0, 1, 2, \cdots \), then \( \Phi =_1 \Psi \). \( \Phi >_1 \Psi \), if and only if \( \Phi =_1 \Psi \) and \( \Phi >_1 \Psi \).
It is easy to show that this order is a partial order. We say a function \( u(\Phi) \) on \( S \) to be increasing by means of this order, if and only if \( u(\Phi) \geq u(\Psi) \) for any pair \( \Phi \) and \( \Psi \) where \( \Phi \geq \Psi \).

**Definition 2** For any \( x \) and \( y \) of \( k \) observations \( (x, y \in \mathbb{R}^k) \), \( x < y \) if and only if \( x(i) \leq y(i) \) \((1 \leq i \leq k)\).


**Lemma 4** For any pair of \( t \) and \( s \), \((t < s \land s \in \mathbb{Z})\) if \( x < y \), then

\[
\begin{vmatrix}
    f_t(y) & f_s(x) \\
    f_s(y) & f_t(x)
\end{vmatrix} \geq 0. \tag{12}
\]

As for posterior information, we obtain the following properties by a method similar to one used in Nakai (1985, 1986b, 1993). We have already obtained for the case where \( n = 1 \) in (1985, 1986b, 1993). We use the notation \( E_{\Phi} [\cdot] \) for the expectation when a probability distribution on the state space is \( \Phi \).

**Theorem 1** If \( x < y \), then \( T (\Phi | x) \leq T (\Phi | y) \) \((\Phi \in S)\).

**Theorem 2** If \( \Phi \geq \Psi \), then \( \Phi \geq \Psi \) and \( T (\Phi | x) \geq T (\Psi | x) \) \((x \in \mathbb{R}^n)\).

**Lemma 5** If \( \Phi \geq \Psi \) \((\Phi, \Psi \in S)\), then

\[
E_{\Phi}[\varphi(X)] = \sum_{i=0}^{\infty} \phi_i \int \varphi(x)f_i(x)dx \leq \sum_{i=0}^{\infty} \psi_i \int \varphi(x)f_i(x)dx = E_{\Psi}[\psi(X)]
\]

for any non-decreasing function \( \varphi(\cdot) \) of \( x \).

### 2.3. Optimal Selection Problem on a Partially Observable Markov Chain

Let’s consider an optimal selection problem on the partially observable Markov chain treated in the last subsection. There are \( m \) jobs, and each one of them appears uniformly and independently during \( N \) time periods. Associated with each job is a random variable indicating its value, which depends only on a state of this chain. If a job with a value \( x \) is selected, a reward \( x \) is earned. The density function of these random variables is known previously. If a state of this chain corresponds to an economic condition, the economic condition is not known precisely, but there exists only partial information about it. Concerning the number of jobs at the initial time period, the probability \( \{p_{N,m}(n)\}_{n=0,1,...,m} \) is given by Equation (1), which is independent of the state of this chain. The value of a job appeared at one time period, however, depends only on the current state \( s \) of this chain.

The optimal selection problem is to select \( k \) jobs out of \( m \) during \( N \) time periods when prior information about the state is \( \Phi \). We consider \((N, m, k, \Phi)\) as a state of this problem. The objective of this problem is to find an optimal policy in order to maximize...
the total expected reward. When the problem is in state \((N, m, k, \Phi)\), consider that \(n\) jobs appear with \(x = (x(1), \cdots, x(n))\). If \(i\) jobs out of \(n\) are selected, then, at the next instance, the state of the problem becomes \((N - 1, m - n, k - i, T(\Phi, x))\).

Let \(v_{N,m,k,\Phi}\) be the total expected reward (under the optimal policy) for a problem in state \((N, m, k, \Phi)\). As in Ross (1970), the principle of optimality implies

\[
v_{N,m,k,\Phi} = \sum_{n=0}^{m} v_{N,m,k,\Phi}(n)p_{N,m}(n),
\]

\[
v_{N,m,k,\Phi}(n) = E \left[ v_{N,m,k,\Phi} \left( n; X(1), \cdots, X(n) \right) \right],
\]

\[
v_{N,m,k,\Phi}(n; x) = \max_{j=1}^{k} \left\{ \sum_{j=1}^{k} x(j) + v_{N-1,m-n,k-i,T(\Phi,x)} \right\}.
\]

Define sequences \(\{d_{N,\Phi,m}^i\}, \{d_{N,\Phi,m}(n)\}\) and \(\{e_{N,\Phi,m}^i\}\) of non-negative numbers recursively in the following manner. \((i, n = 0, 1, 2, \cdots, m, N = 0, 1, 2, \cdots, \Phi \in \mathcal{S})\)

\[
d_{N,\Phi,m}^i = \sum_{n=0}^{m} d_{N,j,m}^i(n)p_{N,m}(n),
\]

\[
d_{N,\Phi,m}(n) = E \left[ d_{N,\Phi,m}^i(n; X) \right],
\]

\[
d_{N,\Phi,m}(n; x) = U_n \left( e_{N-1,T(\Phi,x),m-n}^{i-1}, e_{N-1,T(\Phi,x),m-n}^i, N \geq 2 \right)
\]

\[
d_{N,\Phi,m}(0) = e_{N-1,T(\Phi,m),m}^i, e_{N-1,T(\Phi,x),m}^i = d_{N-1,T(\Phi,x),m}^i, \quad (N > 2)
\]

where \(\Phi = (\Phi_0, \Phi_1, \Phi_2, \cdots), \Phi_i = \sum_{t=0}^{\infty} \phi_t P_t, d_{0,\Phi,m}^0 = d_{0,\Phi,m}(n) = \infty, \text{ and } d_{0,\Phi,0}^0 = 0.\)

When prior information about the state of the chain is \(\Phi\), Lemma 3 implies \(d_{N,\Phi,m}^i = d_{N,j,m}^i(m)\) and \(d_{N,\Phi,m}^i(m) = E \left[ X(1) \right].\) When \(\Phi \leq i\) \(\Phi\) implies \(a_\Phi \geq a_\Phi\), we call a function \(a_\Phi\) to be decreasing with respect to \(\Phi\). The following properties are also obtained in Nakai(1996).

\textbf{Lemma 6} \(d_{N,\Phi,m}^i, d_{N,\Phi,m}(n)\) and \(e_{N,\Phi,m}^i\) are decreasing with respect to \(\Phi\) by means of the likelihood ratio. \(\{d_{N,\Phi,m}^i\}_{0 \leq i \leq m}, \{d_{N,\Phi,m}(n)\}_{0 \leq n \leq m}\) and \(\{e_{N,\Phi,m}^i\}_{0 \leq i \leq m}\) are decreasing sequences of \(i\).

\textbf{Theorem 3} For a problem in state \((N, m, k, \Phi)\), assume that \(n\) random variables appear with \(x(1), \cdots, x(n)\). Let \(j\) be the largest number which satisfies \(x(j) \geq e_{N-1,\Phi,m-n}^{k-j+1}\) and \(1 \leq j \leq k \land n\), then it is optimal to select the largest \(j\) observations out of \(n\), i.e., \(x(1), \cdots, x(j)\).

\textbf{Theorem 4} For an optimal selection problem in state \((N, m, k, \Phi)\),

\[
v_{N,m,k,\Phi} = \sum_{i=1}^{k} d_{N,\Phi,m}^i, \quad v_{N,m,k,\Phi}(n) = \sum_{i=1}^{k} d_{N,\Phi,m}^i(n).
\]

\(v_{N,m,k,\Phi}\) and \(v_{N,m,k,\Phi}(n)\) are decreasing with respect to \(\Phi\).
Remark 1  Theorem 4 implies $v_{N,m,k,\phi} - v_{N,m,k-1,\phi} = d_{N,\phi,m}^k$, and it is possible to consider that a value of $d_{N,\phi,m}^k$ indicates a value of a contribution from another option to select for a problem in state $(N,m,k-1,\phi)$. Lemma 6 yields that $d_{N,m,\phi}^k$ is a decreasing sequence of $k$. This implies that the value of a contribution is, therefore, decreasing with respect to $k$. Since Equation (20) implies $v_{N,m,k,\phi} = \sum_{i=1}^{k} d_{N,\phi,m}^i$, these values do not necessary decreases with respect to $N$.

If the number of observations is known and even if the number of periods increases, one cannot obtain monotone results as before. On the other hand, Theorem 4 shows that \{v_{N,m,k,\phi}\} and \{v_{N,m,k,\phi(n)}\} are decreasing with respect to $\phi$.

3. A Sequential Stochastic Assignment Problem

Let's consider a partially observable Markov chain treated in Section 2.2. There are $m$ jobs, and each one of them appears uniformly and independently during $N$ time periods. Associated with each job is a random variable which depends only on a state of this chain. Regarding the number of jobs at the initial time period, the probability \{p_{N,m}(n)\}_{n=0,1,...,m} is given by Equation (1). On the other hand, there are $m$ persons to be assigned to these $m$ jobs. The abilities of these $m$ persons are indicated as $p_1, p_2, \ldots, p_m$. We assume $1 > p_1 > p_2 > \cdots > p_m > 0$ without loss of generality. Associated with the $n$ appeared jobs are independent and identically distributed random variables. When a state of this chain is $s$, these random variables indicate the values of jobs and depend on $s$. If a person with an ability $p$ is assigned to a job with $x$, a reward $px$ is earned. We also assume that a person who is assigned to some job is not available for future decisions. This problem is to assign $m$ persons to $m$ appearing jobs, in order to maximize the total expected reward.

As usual, there exists threshold values independent to $p_1, p_2, \ldots, p_m$, which are closely related to the optimal policy and essential properties of this problem. Let $m$ and $m'$ be numbers of jobs and persons, respectively. We assume here that $m'$ and $m$ are equal. If $m < m'$, then it is sufficient to assign the $m$ largest $p$, i.e., \{p_1, \ldots, p_m\} to $m$ jobs. On the other hand, if $m > m'$, then it is sufficient to add $m - m'$ trivial values $p_{m'+1} = \cdots = p_m = 0$.

Consider that there are $m$ persons with abilities' \{p_1, \ldots, p_m\} for $m$ jobs during $N$ time periods. We treat this problem is in state $(N, \Phi; p_1, \ldots, p_m)$. We also indicate this problem as $P_{N,\Phi}(p_1, \ldots, p_m)$. When a state of this problem is $(N, \Phi; p_1, \ldots, p_m)$ and there are $n$ jobs at the initial time period, then we use the notation $P_{N,p_1,\ldots,p_m}(n)$ for this subproblem. When there are $n$ jobs with $x_1, \ldots, x_n$, we also consider a subproblem $P_{N,\Phi; p_1,\ldots,p_m}(n; x_1, \ldots, x_n)$. The objective of this problem is to maximize the total expected reward by assigning $m$ persons with \{p_1, \ldots, p_m\} to $m$ appearing jobs.

For the problems $P_{N,\Phi; p_1,\ldots,p_m}$, $P_{N,\Phi; p_1,\ldots,p_m}(n)$ and $P_{N,\Phi; p_1,\ldots,p_m}(n; x_1, \ldots, x_n)$, let $v_{N,\Phi; p_1,\ldots,p_m}$, $v_{N,\Phi; p_1,\ldots,p_m}(n)$ and $v_{N,\Phi; p_1,\ldots,p_m}(n; x_1, \ldots, x_n)$ be total expected rewards obtainable under the optimal policy, respectively. As in Ross (1970), the principle
of optimality implies the following optimality equations.

\[ v_{N; \Phi; p_1, \ldots, p_m} = \sum_{n=0}^{m} v_{N; \Phi; p_1, \ldots, p_m} (n) p_N(n) \]  

(21)

\[ v_{N; \Phi; p_1, \ldots, p_m} (n) = E \left[ v_{N; \Phi; p_1, \ldots, p_m} (n; X(1), \ldots, X(n)) \right] \]  

(22)

\[ v_{N; \Phi; p_1, \ldots, p_m} (n; x(1), \ldots, x(n)) \]

\[ = \max_{\{p_{1}, \ldots, p_{m}\} \subseteq \{p_{1}, \ldots, p_{m}\}} \max_{\sigma \in \Delta_{m}} \left\{ \sum_{j=1}^{n} \tilde{p}_{\sigma(j)} x(j) + v_{N-1, T(\Phi, \sigma); p_{1}, \ldots, p_{m-n}} \right\}, \]  

(23)

where \{p_{1}, \ldots, p_{m-n}\} are the remaining \( m-n \) persons except to \( n \) persons, \{\tilde{p}_{1}, \ldots, \tilde{p}_{n}\}, out of \( m \) p’s, \{p_{1}, \ldots, p_{m}\} (p_{1} \geq \cdots \geq p_{m-n}, \tilde{p}_{1} \geq \cdots \geq \tilde{p}_{n})$. The optimal policy and the total expected reward obtainable under this policy are determined by threshold values as usual. These threshold values are the same ones obtained for the optimal selection problem in the last section, i.e., \{d_{N, \Phi, m}\} and \{d_{N, \Phi, m} (n)\}. The proof of the following two theorems are complicated, and we only sketch the outlines of the proofs.

**Theorem 5** For the sequential stochastic assignment problem \( P_{N; \Phi; p_1, \ldots, p_m} \), the optimal policy is as follows. “When the problem is in state \( (N; \Phi; p_1, \ldots, p_m) \), \( n \) jobs appear with \( x(1), \ldots, x(n) \). Let \( \{b_{j}\}_{j=1,2,...,m} \) be a rearranged sequence of two sequences \( \{x(i)\}_{i=1,...,n} \) and \( \{d_{N-1, \Phi, m-n}\}_{i=1,...,m-n} \) from the largest to the smallest. If \( b_{j} = x(i) \), \( (j = 1, \ldots, m, i = 1, \ldots, n) \) then it is optimal to assign the \( j \)-th \( p_{j} \) to a job with \( x(i) \). If \( b_{j} = d_{N-1, \Phi, m-n} \), \( (j = 1, \ldots, m, i = 1, \ldots, m-n) \) then it is optimal not to assign this \( p_{j} \) in this time.”

**Theorem 6** The total expected reward \( v_{N; \Phi; p_1, \ldots, p_m} \) and \( v_{N; \Phi; p_1, \ldots, p_m} (n) \) obtainable under the optimal policy for problem in state \( (N; \Phi; p_1, \ldots, p_m) \) are as follows.

\[ v_{N; \Phi; p_1, \ldots, p_m} = \sum_{i=1}^{m} p_{i} d_{N, \Phi, m}, \quad v_{N; \Phi; p_1, \ldots, p_m} (n) = \sum_{i=1}^{m} p_{i} d_{N, \Phi, m} (n). \]  

(24)

In order to prove Theorems 5 and 6, we employ the induction principle on \( N \). When \( N = 1 \), Theorem 5 are obvious since

\[ \max_{\sigma \in \Delta_{m}} \left\{ \sum_{j=1}^{n} \tilde{p}_{\sigma(j)} x(j) \right\} = \sum_{j=1}^{n} p_{j} x(j), \]  

(25)

which is known as Hardy’s lemma. On the other hand,

\[ v_{1; \Phi; p_1, \ldots, p_m} = \sum_{i=1}^{m} p_{i} E \left[ X(i) \right] = \sum_{i=1}^{m} p_{i} d_{1, \Phi, m} \]

implies Theorem 6. We assume that they are true for any value less than \( n-1 \).
Proof of Theorem 5

Since the induction assumptions imply
\[ v_{N-1}\cdot p_1^*\cdots p_{m-n}^* = \sum_{i=1}^{m-n} p_i^* d_{N-1,T(\bar{\phi},\bar{x})}^{i}, \]
we have
\[
\max_{\sigma \in S_n} \left\{ \sum_{j=1}^{n} \bar{p}_{\sigma(j)} x(j) + v_{N-1,T(\bar{\phi},\bar{x});p_1^*,\cdots,p_{m-n}^*} \right\}
\]
\[
= \max_{\sigma \in S_n} \left\{ \sum_{j=1}^{n} \bar{p}_{\sigma(j)} x(j) + \sum_{i=1}^{m-n} p_i^* d_{N-1,T(\bar{\phi},\bar{x})}^{i} \right\}
\]
\[
= \max_{\sigma \in S_n} \left\{ \sum_{j=1}^{n} \bar{p}_{\sigma(j)} x(j) \right\} + \sum_{i=1}^{m-n} p_i^* d_{N-1,T(\bar{\phi},\bar{x})}^{i} \cdot \tag{26}
\]

Equation (25) yields
\[
\max_{\sigma \in S_n} \left\{ \sum_{j=1}^{n} \bar{p}_{\sigma(j)} x(j) \right\} + \sum_{i=1}^{m-n} p_i^* d_{N-1,T(\bar{\phi},\bar{x})}^{i} = \max_{\sigma \in S_n} \left\{ \sum_{j=1}^{n} \bar{p}_{\sigma(j)} x(j) \right\} + \sum_{i=1}^{m-n} p_i^* d_{N-1,T(\bar{\phi},\bar{x})}^{i} \cdot \tag{27}
\]

If an individual decides to assign \( n \) \( p \)'s \( \{\bar{p}_1, \ldots, \bar{p}_n\} \subset \{p_1, \ldots, p_m\} \), it is optimal to assign the \( j \)-th largest \( \bar{p}_j \) to a job with \( x(j) \). This implies
\[
v_{N,\bar{\phi};p_1,\ldots,p_m}(n; x(1), \ldots, x(n))
\]
\[
= \max_{\{\bar{p}_1, \ldots, \bar{p}_n\} \subset \{p_1, \ldots, p_m\}} \max_{\sigma \in S_n} \left\{ \sum_{j=1}^{n} \bar{p}_{\sigma(j)} x(j) + v_{N-1,T(\bar{\phi},\bar{x});p_1^*,\cdots,p_{m-n}^*} \right\}
\]
\[
= \max_{\{\bar{p}_1, \ldots, \bar{p}_n\} \subset \{p_1, \ldots, p_m\}} \left\{ \sum_{j=1}^{n} \bar{p}_j x(j) + \sum_{i=1}^{m-n} p_i^* d_{N-1,T(\bar{\phi},\bar{x})}^{i} \right\} \cdot \tag{27}
\]

In this point, the problem is how to assign the \( n \) \( \{x(i)\}_{i=1,\ldots,n} \) and the \( m-n \) \( \{d_{N-1,T(\bar{\phi},\bar{x})}^{i}\}_{i=1,\ldots,m-n} \) to \( m \) \( p \)'s, i.e., \( \{p_1, \ldots, p_m\} \). Let \( \{b_j\}_{j=1,2,\ldots,m} \) be a rearranged sequence of two sequences \( \{x(i)\}_{i=1,\ldots,n} \) and \( \{d_{N-1,T(\bar{\phi},\bar{x})}^{i}\}_{i=1,\ldots,m-n} \) from the largest to the smallest, then Equation (27) equals to \( \max_{\sigma \in S_n} \left\{ \sum_{i=1}^{m} p_i b_{\sigma(i)} \right\} \). Since
\[
b_1 \geq b_2 \geq \cdots \geq b_m, \tag{27}
\]
Equation (25) implies
\[
\max_{\sigma \in S_n} \left\{ \sum_{i=1}^{m} p_i b_{\sigma(i)} \right\} = \sum_{i=1}^{m} p_i b_i.
\]
If \( b_j = x(i) \) \( (j = 1, \cdots, m, i = 1, \cdots, n) \), then it is optimal to assign \( x(i) \) to the \( j \)-th \( p_j \). If \( b_j = d_{N-1,T(\bar{\phi},\bar{x})}^{i} \) \( (j = 1, \cdots, m, i = 1, \cdots, m-n) \), then it is optimal not to assign at this time period. \( \square \)
Proof of Theorem 6.

By the induction principle, we will prove that \( d_{N,i,m} \) is the expectation (under the optimal policy) to which the \( i \)-th \( p_i \) is assigned in the problem in state \((N, \Phi, p_1, \cdots, p_m)\) \((i \leq m)\). From this, it will be shown obviously that the total expected reward is given by Equation (24). Similarly, \( d_{N,i,m}(n) \) is also the expectation to which the \( i \)-th \( p_i \) is assigned in the same problem when \( n \) jobs appear for decisions.

We note that \( d_{N,i,m}(n) = U_n(d_{N-1,i,T(\Phi),m-n}^{i-1}, d_{N-1,T(\Phi),m-n}^i | 1, \infty) \). Since

\[
\alpha_{1,n} = U_n(d_{i, \infty} | 1, \infty)
\]

\[
= \int_{0}^{d_i} d_1 h_{n,1} (x(1)) f(x(1)) dx(1) + \int_{d_i}^{\infty} x(1) h_{n,1} (x(1)) f(x(1)) dx(1), \tag{28}
\]

then

\[
d_{N,i,m} = U_n \left( d_{N-1,T(\Phi),m-n}^{i-1}, d_{N-1,T(\Phi),m-n}^i \right) \int_{0}^{d_i} d_1 h_{n,1} (x(1)) f(x(1)) dx(1)
\]

\[
+ \int_{d_i}^{\infty} x(1) h_{n,1} (x(1)) f(x(1)) dx(1), \tag{29}
\]

This value is an expectation to which the largest \( p_1 \) is assigned under the optimal policy. This comes from the fact that, if \( x(1) > d_{N-1,T(\Phi),m-n}^{i-1} \), then it is optimal to assign \( p_1 \), and if, otherwise, it is optimal to decide not to assign \( p_1 \) at this time period. This result follows by conditioning on the initial \( x(1) \) recalling that \( p_1 \) is used if and only if this value lie in the interval \( (d_{1, \infty}) \). The second term of Equation (28) corresponds to the first case, and the first term is the expectation to which the \( p_i \) is assigned for the future decisions under the optimal policy.

For the general cases, since

\[
\alpha_{i,n} = U_n(d_{i, \infty} | 1, \infty)
\]

\[
= \int_{0}^{d_i} d_i h_{n,1} (x(1)) f(x(1)) dx(1) + \int_{d_i}^{\infty} x(1) h_{n,1} (x(1)) f(x(1)) dx(1)
\]

\[
+ \int_{d_i}^{\infty} U_n(d_{i-1, \infty} | 2, x(1)) f(x(1)) dx(1), \tag{30}
\]

we investigate about these three terms. Equation (30) implies

\[
d_{N,i,m}(n) = U_n \left( d_{N-1,T(\Phi),m-n}^{i-1}, d_{N-1,T(\Phi),m-n}^i \right) \int_{0}^{d_i} d_1 h_{n,1} (x(1)) f(x(1)) dx(1)
\]

\[
+ \int_{d_i}^{\infty} x(1) h_{n,1} (x(1)) f(x(1)) dx(1)
\]

\[
+ \int_{d_i}^{\infty} U_n \left( d_{i-1, \infty} | 2, x(1) \right) f(x(1)) dx(1). \tag{31}
\]
If $x(1) < d_{N-1,T(\Phi,\mathbf{x}),m-n}$, then not only $p_i$ but also $p_1, \ldots, p_{i-1}$ are not assigned at this time period. At the next instant, $p_i$ will be also the $i$-th largest among the remaining $m-n$ $p$'s. This implies that the expectation (under the optimal policy) which will be assigned to $p_i$ is $d_{N-1,T(\Phi,\mathbf{x}),m-n}$ from the future decisions. This case corresponds to the first term of Equation (31).

If $d_{N-1,T(\Phi,\mathbf{x}),m-n} \leq x(1) < d_{N-1,T(\Phi,\mathbf{x}),m-n-1}$, then $p_1, \ldots, p_{i-1}$ are not assigned at this time period, but the $i$-th $p_i$ is assigned to this job. This case corresponds to the second term of Equation (31).

If $d_{N-1,T(\Phi,\mathbf{x}),m-n} \leq x(1)$, then $p_i$ is not assigned to a job with $x(1)$. Since $d_{N-1,T(\Phi,\mathbf{x}),m-n} \leq x(1)$, one of the $p_1, \ldots, p_{i-1}$ is assigned to this job under the optimal policy. In this case, an individual decides for a job with $x(2)$. There will consider the following three cases, i.e., (1) $x(2) < d_{N-1,T(\Phi,\mathbf{x}),m-n}$, (2) $d_{N-1,T(\Phi,\mathbf{x}),m-n} \leq x(2) < d_{N-1,T(\Phi,\mathbf{x}),m-n-1}$, and (3) $d_{N-1,T(\Phi,\mathbf{x}),m-n} \leq x(2)$. These cases are similar classification for $x(1)$. The third term of Equation (31) corresponds to this case.

This result follows by conditioning on the initial $x(1)$ recalling that $p_i$ is used if and only if this value lies in the interval $(d_{N-1,T(\Phi,\mathbf{x}),m-n}, d_{N-1,T(\Phi,\mathbf{x}),m-n-1})$. The expectation to which the $p_i$ is assigned under the optimal policy is, therefore, equal to Equation (31), and this completes the proofs. □

Remark 2 If we assume $p_1 = \cdots = p_k = 1$ and $p_{k+1} = \cdots = p_m = 0$ in Theorem 6, then we obtain a similar result in Theorem 4. From this fact, the sequential stochastic assignment problem is a generalization of an optimal selection problem in the last section. As is shown in Theorem 5, $d_{N,\Phi,k}(m)$ means a threshold value for the optimal policy. Theorems 5, 6 and Lemma 6 indicate the properties of the optimal policy. For example, $d_{N,\Phi,k}(m)$ is decreasing with respect to $\Phi$. If a state corresponds to an economic condition, as information about this state becomes smaller, the economic condition improves. From this fact, we say that, as information about the state improves to better, the threshold value increases. We also consider that, as the number of random variables increases, the threshold value increases. It is, therefore, natural that $d_{N,\Phi,k}(m)$ is increasing with respect to $m$. This can be shown by using the induction principle.

Remark 3 In this paper, we only treat a case where the total number of jobs is previously known, but it is possible to show similar results when this number is not known previously. We can obtain a proof for this case by a method similar to one used in Nakai (1986a).
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