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Abstract

We consider a wide class of shortest path problems in acyclic digraphs. In the problems, the length of a path is defined by using an associative binary operation. We derive recursive equations in dynamic programming for the problems, which involve additive, multiplicative, multiplicative-additive, minimum and fractional shortest path problems. A necessary and sufficient condition and two sufficient conditions for the recursive equation to have a solution are given because for all problems the recursive equation does not hold. In case the equation has a solution, a sequence which converges to the solution is proposed.
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1. Introduction

In this paper, we are concerned with the problem of finding a path of minimum or maximum length from a single origin node to a few destination nodes in a directed network G(V, A), where V is a finite set of nodes and A is a finite set of directed arcs. Let node 1 be the origin node and let St be the set of the destination nodes: St = {i* E V | D(i*) = Ø}, where D(i) = {j E V | (i, j) E A}. With each arc (i, j) E A and each destination node i* E St we associate arc length (or cost) tij E R and terminal reward k(i*) E R, respectively. A path p from i to i* E St is denoted by

p = (i, j1, j2, ..., jk-1, jk, i*),

where

i, j1, j2, ..., jk-1, jk E V \ St, i* E St, (i, j1), (j1, j2), ..., (jk-1, jk), (jk, i*) E A.

A length of the path p is defined by

\[ t_{i j_1} \circ t_{j_1 j_2} \circ \cdots \circ t_{j_{k-1} j_k} \circ t_{j_k i_*} \circ k(i_*), \]
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where $\circ : R \times R \rightarrow R$ is an associative binary operation: $(x \circ y) \circ z = x \circ (y \circ z)$. 

The objective is to find a path of minimum or maximum length which starts at the node 1 and ends at some $i^* \in S^t$:

$$\text{Opt}_p \ [t_{i_1,j_1} \circ t_{j_1,j_2} \circ \cdots \circ t_{j_{k-1},j_k} \circ t_{j_k,i^*} \circ k(i^*)],$$

where Opt denotes either Max or min, optimizer and $p$ is a path from 1 to $i^* \in S^t$:

$$p = (1, j_1, j_2, \ldots, j_k, i^*).$$

Here we note that optimization in (1) is taken for all paths from 1 to some $i^* \in S^t$. We call this problem associative shortest path problem and denote it by (ASP).

Throughout this paper, we suppose that network $G(N, A)$ contains no cycles and that every node $i \in V$ is connected to all destination nodes with a path.

If $S^t$ is a single node set: $S^t = \{N\}$, then the terminal reward $k(i^*)$ is meaningless. So, in this case, we consider the following problem:

$$\text{Opt}_p \ [t_{i_1,j_1} \circ t_{j_1,j_2} \circ \cdots \circ t_{j_{k-1},j_k} \circ t_{j_k,N}],$$

where

$$p = (1, j_1, j_2, \ldots, j_k, N).$$

Let $R(\circ)$ denote a real number satisfying that

$$t \circ R(\circ) = t \quad \text{for all } t \in T,$$

where $T = \{t_{ij} \circ \cdots \circ t_{ni^*} \mid (i, j, \ldots, n, i^*) : \text{path}, \ i^* \in S^t, \ i \notin S^t\}$. Then this problem are also obtained by putting $k(i^*) = R(\circ)$ in the problem (ASP).

In case the binary operation $\circ$ in (1) is additive, the problem (ASP) reduces to the well-known problem, which we call the additive (shortest path) problem. In many monographs and papers, the additive problem has been effectively solved by dynamic programming (see, for example Bellman, Esogubue and Nabeshima (1982), Dreyfus (1969)).

On the other hand, in case the operation is multiplicative, Iwamoto (1987), Smith (1991) and Sniedovich (1992) derived the recursive equation to solve the shortest path problem. Moreover, Iwamoto (1987) and Sniedovich (1992) also studied the case $\circ = \wedge, \vee$, where for any real numbers $a$ and $b$

$$a \wedge b = \min(a, b), \quad a \vee b = \max(a, b).$$

Recently, Maruyama (1996) solved a wide class of shortest path problems which contains the additive and multiplicative problems, but does not contain the case $\circ = \wedge, \vee$.

The problem (ASP) in this paper involves not only the additive, multiplicative, minimum and maximum problems but also many other problems, for example, multiplicative-additive and fractional ones. We will derive the recursive equations for the problem
(ASP). It is noted that the recursive equation does not necessarily hold without conditions.

So, in Section 2, we give a necessary and sufficient condition and two sufficient conditions for the recursive equation in (ASP) to have a solution. Furthermore, we show the uniqueness of a solution of the equation if it exists. In Section 3, we give a sequence which converges to the unique solution in case it exists.

2. Existence and Uniqueness

To solve the problem (ASP), we imbed it into the following family of problems:

\[
\begin{align*}
\mathbf{f}_i &= \text{Opt}_p \left[ t_{ij_1} \circ t_{j_1j_2} \circ \cdots \circ t_{j_{k-1}j_k} \circ t_{j_ki^*} \circ k(i^*) \right] & i & \notin S^t, \\
\mathbf{f}_{i^*} &= k(i^*) & i^* & \in S^t,
\end{align*}
\]

where optimization in (3) is taken for all path \( p \) from \( i \) to \( i^* \in S^t \);

\[ p = (i, j_1, j_2, \ldots, j_{k-1}, j_k, i^*). \]

In case \( \circ = + \) and \( S^t = \{N\} \), it is well known that \( \{f_i | i \in V\} \) is a solution of the recursive equation

\[
g_i = \text{Opt}_{j \in D(i)} [t_{ij} + g_j] & \quad i \notin N, \quad g_N = 0.
\]

On the other hand, for all associative operation, \( \{f_i | i \in V\} \) does not satisfy the following recursive equation (see Example 2.8):

\[
g_i = \text{Opt}_{j \in D(i)} [t_{ij} \circ g_j] & \quad i \notin S^t, \quad g_{i^*} = k(i^*) & \quad i^* \in S^t.
\]

**Theorem 2.1 (Necessary and Sufficient Condition).** The set of the optimal values \( \{f_i, i \in V\} \) defined by (3) is a solution of (4) if and only if the problem (ASP) satisfies the following condition:

\[
< R_1 > \quad \text{Opt}_{j \in D(i)} [t_{ij} \circ f_j] \leq \text{Opt}_{j \in D(i)} [t_{ij} \circ a | a \in A_j] \quad \forall j \in D(i), \forall i \notin S^t.
\]

where \( \leq \) denotes \(< \) and \( \geq \) in case \( \text{Opt} = \min \) and \( \text{Opt} = \max \), respectively, \( A_j = \{ t_{jk} \circ \cdots \circ t_{ni^*} \circ k(i^*) | (j, k, \ldots, n, i^*) : \text{path, } i^* \in S^t \} \) for \( j \notin S^t \) and \( A_{i^*} = \{ k(i^*) \} \) for \( i^* \in S^t \).

**Proof.** It suffices to show only the case \( \text{Opt} = \min \). Similarly, the case \( \text{Opt} = \max \) is proved. We assume that the problem (ASP) satisfies the condition \( < R_1 > \). Let \( i \notin S^t \) be given but arbitrary. Let \( (i, j, k, \cdots, n, i^*) \) be any path from \( i \) to \( i^* \in S^t \). Then

\[
t_{ij} \circ (t_{jk} \circ \cdots \circ t_{ni^*} \circ k(i^*)) \geq \min \{ t_{ij} \circ a | a \in A_j \}.
\]
Further, from the condition $< R_1 >$, we have

$$\min \{ t_{ij} \circ a | a \in A_j \} \geq \min_{j \in D(i)} [t_{ij} \circ f_j],$$

(6)

for all $j \in D(i)$. It follows from (5) and (6) that

$$f_i \geq \min_{j \in D(i)} [t_{ij} \circ f_j].$$

(7)

On the other hand, it is easily proved that

$$f_i \leq \min_{j \in D(i)} [t_{ij} \circ f_j].$$

Hence from (7), we get

$$f_i = \min_{j \in D(i)} [t_{ij} \circ f_j].$$

Conversely, suppose that $< R_1 >$ does not hold: there exist $i' \notin S'$ and $j' \in D(i')$ such that

$$\min_{j \in D(i')} [t_{ij'} \circ f_j] > \min \{ t_{ij'} \circ a | a \in A_{j'} \}. $$

From this and the inequality

$$\min \{ t_{ij'} \circ a | a \in A_{j'} \} \geq f_{i'},$$

we get

$$\min_{j \in D(i')} [t_{ij} \circ f_j] > f_{i'}. $$

Consequently, $f_{i'}$ does not satisfy (4). \hfill \Box

**Corollary 2.2 (Sufficient Condition).** Let the problem (ASP) satisfy the following condition:

$$< R_2 > \quad t_{ij} \circ f_j < \text{Opt} \{ t_{ij} \circ a | a \in A_j \} \quad \forall j \in D(i), \quad \forall i \notin S'. $$

Then $\{ f_i | i \in V \}$ is a solution of (4).

**Proof.** The condition $< R_2 >$ implies $< R_1 >$. \hfill \Box

**Corollary 2.3 (Sufficient Condition).** Suppose that the problem (ASP) satisfies the following condition:

$$< R_3 > \quad b, c \in A_j, \quad b \leq c \implies t_{ij} \circ b \leq t_{ij} \circ c \quad \forall j \in D(i), \quad \forall i \notin S'. $$

Then $\{ f_i | i \in V \}$ is a solution of (4).
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Proof. Let \( i \not\in S^t, j \in D(i) \) be given but arbitrary. Then it holds that

\[
f_j < a \quad \text{for all } a \in A_j.
\]

Hence it follows from the condition \(< R_3 >\) that

\[
t_{ij} \circ f_j < t_{ij} \circ a \quad \text{for all } a \in A_j.
\]

From this, we get

\[
t_{ij} \circ f_j < \text{Opt}\{t_{ij} \circ a | a \in A_j\} \quad \text{for all } j \in D(i), i \not\in S^t,
\]

thus, \(< R_3 >\) implies \(< R_2 >\).

Remark. In case \( S^t = \{N\} \), we imbed the problem (ASP) into the following family of problems in place of (3):

\[
f_t = \text{Opt}\{t_{ii_1} \circ t_{i_1i_2} \circ \cdots \circ t_{i_{k-1}i_k} \circ t_{ikN} | i \in N, f_N = R(o)\}.
\]

So, in this case we obtain the following recursive equation instead of (4):

\[
\begin{align*}
& f_i = \text{Opt}\{t_{ij} \circ f_j | j \in D(i), i \not\in N, f_N = R(o)\}. \\
& f_N = R(o).
\end{align*}
\]

Remark. If the associative operation \( \circ \) is monotone on \( R \) at each \( a \in R : b, c \in R, b < c \implies a \circ b \leq a \circ c \), then the problem (ASP) satisfies the condition \(< R_3 >\). Hence in this case, from Corollary 2.3, we see that \( \{f_i | i \in V\} \) is a solution of (4).

For example, addition is monotone on \( R \) at each \( a \in R \). Therefore the recursive equation (4) holds for the additive problem.

Remark. The implication is

\[
< R_3 > \implies < R_2 > \implies < R_1 > .
\]

It should be noted that a gap exists between these conditions.

Example 2.4 (Minimum Problem). We consider the case \( \circ = \wedge \). Since this operation is monotone on \( R \) at each \( a \in R \), we have

\[
f_i = \text{Opt}\{t_{ij} \land f_j | j \not\in i, i \not\in S^t, f_{i^*} = k(i^*) \in R, i^* \in S^t\}.
\]

Put

\[
R(\wedge) = \text{Max}\{t_{ij} | i, j \in V, (i, j) \in A\}.
\]

Then \( R(\wedge) \) satisfies (2). Hence in case \( S^t = \{N\} \), from (8) we obtain

\[
\begin{align*}
& f_i = \text{Opt}\{t_{ij} \land f_j | j \not\in i, i \not\in N, f_N = R(\wedge)\}.
\end{align*}
\]
On the other hand, replacing $\land$ by $\lor$ yields Maximum problem. Similarly, the results corresponding to (9) and (10) holds for this problem, where $R(\land)$ in (10) are replaced with

$$R(\lor) = \min\{t_{ij} | i, j \in V, (i, j) \in A\}.$$ 

**Example 2.5 (Multiplicative-Additive Problem).** In this example, we consider the following associative operation: $a \circ b = ab + a + b$. We suppose that

$$t_{ij} + 1 \geq 0 \quad \forall i, j \notin S^t.$$ 

Then the problem (ASP) satisfies the condition $< R_3 >$. Hence from Corollary 2.3, we have

$$f_i = \text{Opt} \left[ (t_{ij} + 1)(f_j + 1) - 1 \right] \quad i \notin S^t, \quad f_{i^*} = k(i^*) \in R \quad i^* \in S^t. \quad (12)$$

For $0(= R(o))$, (2) holds. Hence in case $S^t = \{N\}$, from (8), we obtain

$$f_i = \text{Opt} \left[ (t_{ij} + 1)(f_j + 1) - 1 \right], \quad i \neq N, \quad f_N = 0. \quad (13)$$

**Remark.** Iwamoto (1996) has introduced the operation $a \circ b = ab + a + b$ in associative dynamic programs. Now let us propose the following one parameter associative operation:

$$a \circ b = f(s; a, b) = ab + s(a + b + s - 1).$$

Then the operation $a \circ b = ab + a + b$ and the multiplication are unified into it. If we suppose

$$t_{ij} + s \geq 0 \quad \forall i, j \notin S^t,$$

we obtain recursive equations with the parameter $s$ which are similar to (12), (13).

**Example 2.6 (Fractional Problem).** Let us consider the following associative operation: $a \circ b = (a + b)/(1 + ab)$. We assume that

$$k(i^*) \geq 0 \quad \text{for } i^* \in S^t,$$
$$t_{ij} \geq 0 \quad \text{for } i \notin S^t, \quad j \in D(i),$$
$$1 \geq t_{ij} \geq 0 \quad \text{for } j \notin S^t,$$

Then the problem (ASP) satisfies the condition $< R_3 >$. Hence from Corollary 2.3, we get

$$f_i = \text{Opt} \left[ \frac{t_{ij} + f_j}{1 + t_{ij}f_j} \right] \quad i \notin S^t, \quad f_{i^*} = k(i^*) \in R \quad i^* \in S^t. \quad (14)$$

For $0(= R(o))$, (2) holds. So, in case $S^t = \{N\}$, from (8), we have

$$f_i = \text{Opt} \left[ \frac{t_{ij} + f_j}{1 + t_{ij}f_j} \right], \quad i \neq N, \quad f_N = 0. \quad (15)$$
REMARK. One parameter associative operation which contains the operation: \( a \circ b = (a + b)/(1 + ab) \) is as follows:

\[
a \circ b = g(s; a, b) = \frac{a + b + (s - 2)ab}{1 + (s - 1)ab}.
\]

Klir and Folger (1988) and Butnariu and Klement (1993) referred to this operation in their monographs. Under some condition on \( t_{ij} \) we have recursive equations with one parameter \( s \) which are similar to (14), (15).

In all examples stated above, \( \{f_i | i \in V\} \) is a solution of the recursive equation (4). In what follows, we illustrate some examples in which (ASP) does not satisfy the condition \( < R_1 > \); hence it follows from Theorem 2.1 that \( \{f_i | i \in V\} \) is not a solution of (4).

EXAMPLE 2.7. In this example we show that the problem (ASP) with the same network satisfies or does not satisfy the condition \( < R_1 > \), depending on the choice of optimizer. Let us consider the fractional shortest path problem \( (a \circ b = (a + b)/(1 + ab), \text{Opt} = \text{min}) \) on a network given in Fig.1.

We have

\[
\begin{align*}
  f_2 &= (1 \circ 2 \circ 0) \land (1 \circ 2 \circ 0) \land (1 \circ 2 \circ 0) = 1, \\
  f_3 &= (1 \circ 2 \circ 0) \land (1 \circ 2 \circ 0) \land (\frac{1}{2} \circ 3 \circ 0) = 1.
\end{align*}
\]

Hence we get

\[
\min\{t_{13} \circ a | a \in A_3\} = (2 \circ 1) \land (2 \circ 1) \land (2 \circ \frac{7}{5}) = \frac{17}{19} < 1 = \min_{j \in D(1)} [t_{1j} \circ f_j],
\]

thus, this problem does not satisfy the condition \( < R_1 > \).

On the other hand, if we consider the fractional longest path problem \( (a \circ b = (a + b)/(1 + ab), \text{Opt} = \text{Max}) \) on the network given in Fig.1, then the problem satisfies the condition \( < R_1 > \). In fact, we have

\[
\begin{align*}
  f_2 &= 1 \lor 1 \lor 1 = 1, \\
  f_3 &= 1 \lor 1 \lor \frac{7}{5} = \frac{7}{5}.
\end{align*}
\]

Hence we get

\[
\max_{j \in D(1)} [t_{1j} \circ f_j] = [2 \circ 1] \lor [2 \circ \frac{7}{5}] = 1 \lor \frac{17}{19} = 1.
\]

Therefore,

\[
\max_{j \in D(1)} [t_{1j} \circ f_j] = 1 = \max\{t_{12} \circ a | a \in A_2\} = \max\{t_{13} \circ a | a \in A_3\}.
\]

Similarly, we can show that

\[
\max_{j \in D(i)} [t_{ij} \circ f_j] \geq \max\{t_{ij} \circ a | a \in A_j\} \text{ for all } j_1 \in D(i), i \neq 1,
\]

thus, this problem satisfies the condition \( < R_1 > \).
In view of Example 2.7, we introduce the following notation: $A_s(\text{min})$ and $A_s(\text{Max})$ denote all problems satisfying the condition $< R_1 >$ in case Opt = min and Opt = Max, respectively.

If the problem (ASP) satisfies the condition $< R_3 >$, then it belongs to both $A_s(\text{min})$ and $A_s(\text{Max})$ ((ASP) $\in A_s(\text{min}) \cap A_s(\text{Max})$). Therefore, all the problems which we considered in Examples 2.4 ~ 2.6 belong to both. On the other hand, the problem in Example 2.7 belongs to $A_s(\text{Max})$ but does not belong to $A_s(\text{min})$. Similarly, we can take an example of the problem satisfying that (ASP) $\in A_s(\text{min})$ and (ASP) $\notin A_s(\text{Max})$. Further, in the following example, we illustrate a problem which belongs to neither $A_s(\text{min})$ nor $A_s(\text{Max})$.

**EXAMPLE 2.8.** Let us replace only the arc length $t_{24}$ with $\frac{1}{2}$ in the network given in Fig.1. Then we consider the fractional problem: $a \circ b = (a + b)/(1 + ab)$ on the changed network.

If Opt = min, then we obtain

\[
\begin{align*}
f_2 &= \left(\frac{1}{2} \circ \frac{1}{2}\right) \land (1 \circ 2) \land (1 \circ 2) = \frac{4}{5} \land 1 \land 1 = \frac{4}{5}, \\
f_3 &= (1 \circ 2) \land (1 \circ 2) \land \left(\frac{1}{2} \circ 3\right) = 1 \land 1 \land \frac{7}{5} = 1.
\end{align*}
\]

Hence we have

\[
\min\{t_{13} \circ a | a \in A_3\} = (2 \circ 1) \land (2 \circ \frac{7}{5}) = \frac{17}{19} < 1 = \min_{j \in D(1)} [t_{1j} \circ f_j],
\]
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thus, this problem does not satisfy the condition $< R_1 >$ in case $\text{Opt} = \min$. Consequently, it does not belong to $A_s(\min)$.

Similarly we can show that this problem does not satisfy the condition $< R_1 >$ in case $\text{Opt} = \max$, thus, it does not belong to $A_s(\max)$.

From now on, we consider only the problem which belongs to $A_s(\max)$ or $A_s(\min)$; hence we do not touch on such a problem as stated in Example 2.8. With this in mind, we will next discuss the existence and uniqueness of the solution of (4).

**Lemma 2.9.** Let $\{a_j\}_{j \in J}$, $\{b_j\}_{j \in J}$, $\{c_j\}_{j \in J} \subset R$ and put $d = \text{Opt}_{j \in J}[a_j \circ b_j]$, $e = \text{Opt}_{j \in J}[a_j \circ c_j]$, where $\circ$ is an associative operator and $J$ is a finite indexing set. Then there exists an index $j \in J$ such that

$$|d - e| \leq |a_j \circ b_j - a_j \circ c_j|.$$  \hfill (16)

Moreover, if $b_j \neq c_j$, then there exists a positive number $\alpha_j$ satisfying that

$$|d - e| \leq \alpha_j |b_j - c_j|.$$  \hfill (17)

**Proof.** Take $k$ and $l$ satisfying

$$d = a_k \circ b_k, \quad e = a_l \circ c_l.$$  \hfill (18)

Then we have

$$d \leq a_l \circ b_l, \quad e \leq a_k \circ c_k.$$  \hfill (19)

From (18) and (19), we obtain

$$a_k \circ b_k - a_k \circ c_k \leq d - e \leq a_l \circ b_l - a_l \circ c_l.$$  \hfill (20)

This leads us to

$$|d - e| \leq |a_l \circ b_l - a_l \circ c_l| \vee |a_k \circ b_k - a_k \circ c_k|.$$  \hfill (21)

Take $j$ satisfying that

$$|a_l \circ b_l - a_l \circ c_l| \vee |a_k \circ b_k - a_k \circ c_k| = |a_j \circ b_j - a_j \circ c_j|.$$  \hfill (22)

Then (16) follows.

Furthermore if $b_j \neq c_j$, then $|b_j - c_j| > 0$. Hence there exists a sufficiently large, positive number $\alpha_j$ satisfying that

$$|a_j \circ b_j - a_j \circ c_j| < \alpha_j |b_j - c_j|.$$  \hfill (23)

Combining this with (16), we obtain the inequality (17). \hfill $\square$

**Theorem 2.10 (Existence and Uniqueness).** Let the problem (ASP) belong to $A_s(\min)$ or $A_s(\max)$. Then there exists a unique solution of (4), where optimizer in (4) is $\min$ and $\max$ in case (ASP) $\in A_s(\min)$ and (ASP) $\in A_s(\max)$, respectively.
PROOF. First, from the assumption and Theorem 2.1, it follows that \( \{f_i | i \in V\} \) defined by (3) is one solution of (4), where all optimizers are min and Max if (ASP) \( \in A_\mu(\text{min}) \) and \( A_\mu(\text{Max}) \), respectively.

Second let us show that there can not be two different solutions of (4). We suppose that \( \{f_i | i \in V\} \) and \( \{g_i | i \in V\} \) are two solutions of (4). Let \( i \notin S^t \) be an arbitrary but fixed node and put

\[
J = D(i), \quad d = f_i, \quad e = g_i, \quad a_j = t_{ij}, \quad b_j = f_j, \quad c_j = g_j.
\]

Then it follows from Lemma 2.14 that there exists \( j \in D(i) \) such that \((i, j) \in A\) and

\[
|f_i - g_i| \leq |t_{ij} \circ f_j - t_{ij} \circ g_j|.
\]  \hspace{1cm} (21)

Suppose that \( f_j \neq g_j \). Then \( j \notin S^t \). From this and (16) in Lemma 2.14, we obtain

\[
|f_j - g_j| \leq |t_{jk} \circ f_k - t_{jk} \circ g_k|, \quad k \in D(j).
\]

If \( f_k = g_k \), then from this inequality, it follows that \( f_j = g_j \), which contradicts the assumption. Hence \( f_k \neq g_k \). So it follows from (17) that there exists \( \alpha_k > 0 \) such that

\[
|f_j - g_j| \leq \alpha_k |f_k - g_k|.
\]

By continuing in the same manner, we obtain

\[
|f_j - g_j| \leq \alpha_k \alpha_l |f_l - g_l| \leq \ldots \leq \alpha_k \alpha_l \cdots \alpha_n |f_n - g_n|,
\]  \hspace{1cm} (22)

where \((j, k, l, \ldots, n)\) is a path, \( f_1 \neq g_1, \ldots, f_n \neq g_n \), and \( \alpha_1, \ldots, \alpha_n > 0 \). Since \( G(V, A) \) contains no cycles, \( n \in S^t \) for a finite number of repetitions. Hence \( f_n = g_n = k(n) \), which contradicts (22). Therefore we conclude that \( f_j = g_j \). From this and (21), it follows that \( f_i = g_i \). Since \( i \) is arbitrary node of \( V \), the two solutions are in fact identical, which completes the proof. \(\square\)

Through the recursive equation (4), we can define the minimum (maximum) decision function \( \pi \) as follows:

\[
\pi(i) = \text{the node } j \in V \text{ which attains the minimum(maximum) of r.h.s. of (4)}.
\]

Hence, optimal decision function \( \pi(\cdot) \) generate a shortest(longest) path \( (i, j, k, \ldots, m, n); n \in S^t \) as follows:

\[
\hat{j} = \pi(i), \quad \hat{k} = \pi(\hat{j}), \quad \ldots, \quad \hat{n} = \pi(\hat{m})
\]
3. Successive approximation method

In this section we generate a sequence which converges to the solution of the recursive equation (4); the solution found by using the sequence gives us the desired minimal or maximal path lengths for the reason that the optimal path lengths comprise a solution of (4) and the solution of it is unique.

The sequence \( \{f_i^{(k)}(\cdot)\}, \ k = 0, 1, 2, \ldots \), which converges to the solution of (4) can be described as follows:

\[
\begin{align*}
  k = 0 : & \quad f_i^{(0)} = k(i^*) \quad i^* \in S^t, \quad f_i^{(0)} \in R \quad i \notin S^t. \\
  k \geq 1 : & \quad f_i^{(k)} = k(i^*) \quad i^* \in S^t, \quad f_i^{(k)} = \text{Opt} \left[ t_{ij} \circ f_j^{(k-1)} \right] \quad j \in D(i), \quad i \notin S^t.
\end{align*}
\]

where \( D(i) = \{ j \in V | (i, j) \in A \} \).

**Theorem 3.1 (Successive Approximation).** Suppose that the problem (ASP) belongs to \( A_s(\text{min}) \) or \( A_s(\text{Max}) \). Let \( \{f_i^{(k)}\}, k = 0, 1, 2, \ldots \), be the sequence generated by (23), (24). Then the sequence converges to the unique solution of (4), where optimizer in (4) and (24) is min and Max in case (ASP) \( \in A_s(\text{min}) \) and (ASP) \( \in A_s(\text{Max}) \), respectively.

**Proof.** Let \( i \notin S^t \) be given but arbitrary. Let \( k_i \) denote maximum of the number of arcs used when we move along paths from \( i \) to the destination nodes and \( k \) be fixed but arbitrary number such that \( k_i \leq k \).

Then in the same way as in the proof of Theorem 2.15, we can show that for each \( i \notin S^t \) there exists a path \( p = (i, j(1), j(2), \ldots, j(l)) \) such that

\[
|f_i^{(k)} - f_i^{(k-1)}| \leq |t_{ij(1)} \circ f_j^{(k-1)} - t_{ij(1)} \circ f_j^{(k-2)}| \\
\leq \alpha_j(2) \alpha_j(3) \cdots \alpha_j(l) |f_j^{(k-l)} - f_j^{(k-l-1)}|,
\]

where \( \alpha_j(l) > 0 \).

If \( j(l) \in S^t \), then from (25), we obtain

\[
f_i^{(k)} = f_i^{(k-1)}. \tag{26}
\]

In case \( j(l) \notin S^t \), take \( l = k_i - 1 \). Then since \( D(j(l)) \subseteq S^t \), we have

\[
f_j^{(k-l-1)} = f_j^{(k-l-1)} = \text{Opt} \left[ t_{ij} \circ k(j) \right] = t_{ij} \circ k(j^*).
\]

Hence, from (25) we see that (26) holds even if \( j(l) \notin S^t \). Consequently, for each \( i \notin S^t \)

\[
f_i^{(k)} = f_i^{(k-1)}, \quad k = k_i, k_i + 1, \ldots \tag{27}
\]
Hence, for each \( i \not\in S' \) the sequence \( \{f_i^{(k)}\} \) converges to the real number \( f_i^{(k-1)} \). Put \( \text{Max}_{i \in S'} k_i = \bar{k} \). Then from (27) we obtain

\[
    f_i^{(k)} = \text{Opt}_{j \in D(i)} [t_{ij} \circ f_j^{(k-1)}] = \text{Opt}_{j \in D(i)} [t_{ij} \circ f_j^{(k)}], \quad i \not\in S',
\]

\[
    f_i^{(k)} = k(i^*) \quad i^* \in S'.
\]

Therefore, \( \{f_i^{(k)} \mid i \in V\} \) is the solution of (4).

**REMARK.** Let \( \bar{k} \) be the same number as in the proof in Theorem 3.1 and \( N \) be potency of the set \( V \). Then since \( \bar{k} \leq N - 1 \), the sequence generated by (23), (24) converges in at most \( N - 1 \) steps.

**COROLLARY 3.2.** Let the problem (ASP) satisfy the assumption of Theorem 3.1. Let \( \{f_i^{(k)}\} \) be the sequence generated by (24) and the following:

\[
    k = 0 : f_i^{(0)} = k(i^*) \quad i^* \in S', \quad f_i^{(0)} = \text{Opt}_{j \in D(i)} t_{ij} \quad i \not\in S'. \quad (28)
\]

Then the sequence converges to the unique solution of (4), where optimizer in (4), (24) and (28) is min and Max in case \( (\text{ASP}) \in \text{A}_s(\text{min}) \) and \( (\text{ASP}) \in \text{A}_s(\text{Max}) \), respectively.

**PROOF.** Since for \( i \not\in S' \), \( f_i^{(0)} = \text{Opt}_{j \in D(i)} t_{ij} \in R \), it follows from Theorem 3.1 that the sequence generated by (24) and (28) converges to the solution of (4).

**COROLLARY 3.3.** Let the problem (ASP) satisfy the following condition:

(a) \( k(i^*) = R(o) \quad i^* \in S' \),

(b) each \( t_{ij} \) and \( R(o) \) belong to a set \( A' \) such that \( (A', o) \) is a semigroup (that is, \( o : A' \times A' \rightarrow A' \), associative operation),

(c) the associative operation is monotone on \( A' \subset R \) at each \( t_{ij}, i, j \not\in S' \):

\[
    a, b \in A', \quad a \leq b \implies t_{ij} \circ a \leq t_{ij} \circ b.
\]

Then the meaning of \( f_i^{(n)} \) generated by (28) and (24) is as follows:

\[
    f_i^{(n)} = \text{the length of the shortest(longest) path from node } i \text{ to reachable node}
    \quad \text{or to } i^* \in S' \text{ when } n + 1 \text{ or fewer arcs are used, respectively,} \quad (29)
\]

where the length of a path \( (i, j_1, j_2, \ldots, j_k, j) \) from \( i \) to \( j \not\in S' \) is defined by \( t_{ij_1} \circ t_{j_1j_2} \circ \cdots \circ t_{j_{k-1}j} \).

**PROOF.** We will show only the case \( \text{Opt} = \text{min} \). In the same manner, the case \( \text{Opt} = \text{Max} \) is proved. From (28) and (a), (29) holds for \( n = 0 \). Assume (29) is true for \( n = k - 1 \). Then We will show the same for \( n = k \).
Suppose that there exists a path \((i, j_1, j_2, \ldots, j_l, j_{l+1})\), \(l \leq k\) such that
\[
f_i^{(k)} > t_{ij_1} \circ t_{j_1j_2} \circ \cdots \circ t_{j_lj_{l+1}}.
\] (30)
where in case \(l < k\), then \(j_{l+1} \in S_i\). It follows from (24) that
\[
t_{ij_1} \circ f_j^{(k-1)} \geq f_i^{(k)}.
\] (31)
Hence from (30), we have
\[
t_{ij_1} \circ f_j^{(k-1)} > t_{ij_1} \circ t_{j_1j_2} \circ \cdots \circ t_{j_lj_{l+1}}.
\]
Therefore it follows from (b), (c) and the inductive assumption that
\[
f_j^{(k-1)} \geq f_j^{(k-1)} > t_{j_1j_2} \circ \cdots \circ t_{j_lj_{l+1}},
\]
where in case \(l < k\), then \(j_{l+1} \in S_i\). This contradicts the assumption of \(f_j^{(k-1)}\). Consequently, we get
\[
f_i^{(k)} \leq \min_{p, l \leq k} \left[ t_{ij_1} \circ t_{j_1j_2} \circ \cdots \circ t_{j_lj_{l+1}} \right],
\] (32)
where \(p = (i, j_1, j_2, \ldots, j_l, j_{l+1})\).
On the other hand, the reverse inequality to (32) follows from the definition of \(f_i^{(k)}\) and the inductive assumption. Consequently, (29) also holds for \(n = k\), which completes the proof.

Let
\[
\pi^{(k)}(i) = \text{the node } j \in V \text{ which attains the minimum(maximum) of r.h.s. of the second equation in (24).}
\] (33)
Then in the same way as in Section 2, optimal decision function \(\pi^{(k)}(\cdot)\) generates the shortest(longest) path from node \(i\) to reachable node or to destination node when \(k + 1\) or fewer arcs are used, respectively.

**Example 3.4 (a \circ b = (a + b)/(1 + ab), Opt = min).** We consider an example of a network given in Fig.2. The sequence \(\{f_i^{(k)}\}, k = 0, 1, 2, \ldots\), can be computed successively as shown in Table 1. Since \(f_i^{(2)} = f_i^{(k)}, k \geq 3, i = 1 \sim 8\), we obtain \(f_i = f_i^{(2)}, i = 1 \sim 8\). We remark that since this problem satisfies the assumptions of Corollary 3.3, each \(f_i^{(k)}\) has such meaning as in (29). For each \(i\) the node \(\pi^{(k)}(i)\) is presented in Table 2. Using the optimal decision function \(\pi^{(k)}(\cdot)\), we can determine the shortest path \((1, 2, 5, 7)\).
Table 1:

<table>
<thead>
<tr>
<th>Node</th>
<th>$f_i^{(0)}$</th>
<th>$f_i^{(1)}$</th>
<th>$f_i^{(2)} = f_i$</th>
<th>$f_i^{(3)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{13}{7}$</td>
<td>$\frac{13}{7}$</td>
<td>$\frac{13}{7}$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{5}{7}$</td>
<td>$\frac{5}{7}$</td>
<td>$\frac{5}{7}$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{2}{3}$</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2:

<table>
<thead>
<tr>
<th>Node</th>
<th>$\pi^{(1)}(i)$</th>
<th>$\pi^{(2)}(i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 2: directed network
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