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Abstract

The present paper deals with the learnability of indexed families $\mathcal{L}$ of uniformly recursive languages from positive data. We consider the influence of three monotonicity demands and their dual counterparts to the efficiency of the learning process. The efficiency of learning is measured in dependence on the number of mind changes a learning algorithm is allowed to perform. The three notions of (dual) monotonicity reflect different formalizations of the requirement that the learner has to produce better and better (specializations) generalizations when fed more and more data on the target concept.

We distinguish between exact learnability ($\mathcal{L}$ has to be inferred with respect to $\mathcal{L}$), class preserving learning ($\mathcal{L}$ has to be inferred with respect to some suitably chosen enumeration of all the languages from $\mathcal{L}$), and class comprising inference ($\mathcal{L}$ has to be learned with respect to some suitably chosen enumeration of uniformly recursive languages containing at least all the languages from $\mathcal{L}$).

In particular, we prove that a relaxation of the relevant (dual) monotonicity requirement may result in an arbitrarily large speed-up. However, whether or not such a speed-up may be achieved crucially depends on the set of allowed hypothesis spaces as well as of the (dual) monotonicity demands involved.

1. Introduction

Inductive inference is the process of hypothesizing a general rule from eventually incomplete data. Within the last three decades it received much attention from computer scientists. Nowadays inductive inference can be considered as a form of machine learning with potential applications to artificial intelligence (cf., e.g., Angluin and Smith [3, 4], Osherson, Stob and Weinstein [36]). For more information concerning recent developments in inductive inference, the reader is referred to the annual Workshops on Computational Learning Theory, COLT (cf., e.g., Rivest et al. [37], Fulk and Case [15], Haussler [18], and Warmuth [39]), the International Workshops on Algorithmic Learning Theory, ALT (cf., e.g., Arikawa et al. [5, 6, 7]) and the International Workshops
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on Analogical and Inductive Inference, All (cf., e.g., Jantke [20, 22], and Arikawa and Jantke [7]).

The present paper deals with inductive inference of formal languages, a field in which many interesting and sometimes surprising results have been obtained (cf., e.g., Case and Lynes [12], Case [11], Fulk [14]). Looking at potential applications, Angluin [1, 2] started the systematic study of learning enumerable families of uniformly recursive languages, henceforth called indexed families. Recently, this topic has attracted much attention (cf., e.g., [23, 24, 25, 27, 28, 29, 34, 38, 43]).

Next we specify the information from which the target languages have to be learned. A text of a language L is an infinite sequence of strings that eventually contains all strings of L. Alternatively, one can consider learning from informant. An informant of a language L is an infinite sequence of all strings over the underlying alphabet that are classified with respect to their containment in L. In this paper we exclusively deal with the learnability from text.

An algorithmic learner, henceforth called inductive inference machine (abbr. IIM), takes as input initial segments of a text, and outputs, from time to time, a hypothesis about the target language. The set G of all admissible hypotheses is called hypothesis space. Furthermore, the sequence of hypotheses has to converge to a hypothesis correctly describing the language to be learned, i.e., after some point, the IIM stabilizes to an accurate hypothesis. If there is an IIM that learns a language L from all texts for it, then L is said to be learnable in the limit from text with respect to the hypothesis space G. Consequently, when dealing with learning in the limit, we are faced with an ongoing inference process. If do, ..., dx, x = 0, 1, 2, ..., denotes the sequence of data the IIM M is successively fed, then we use jx to denote the last hypothesis output by M, if any, on successive input do, ..., dx. We say that M changes its mind, or synonymously, M performs a mind change, iff jx ≠ jx+1. The number of mind changes is a measure of efficiency and has been introduced by Barzdin and Freivalds [8]. Subsequently, this measure of efficiency has been intensively studied (cf., e.g., Barzdin et al. [9], Case and Smith [13], Wiehagen et al. [41], Gasarch and Velauthapillai [16]). However, all the mentioned papers considered the learnability of recursive functions. Hence, it is only natural to ask whether or not this measure of efficiency is of equal importance in the setting of language learning. This is indeed the case as recently obtained results show (cf., e.g., Mukouchi [34, 35], Lange and Zeugmann [29], Lange [26]).

In this paper we study problems of higher granularity. In order to explain them we have to describe the monotonicity constraints and their dual counterparts we are going to deal with. The three notions of monotonicity reflect different formalizations of the requirement that the learner has to produce better and better generalizations when fed more and more data on the target concept (cf. Jantke [21], Wiehagen [40]). Interpreting generalization in its strongest sense yields that the learner is forced to produce an augmenting chain of languages, i.e., Li ⊆ Lj in case Lj is hypothesized later than Li. This learning model is referred to as strong monotonic inference. Restricting "better generalization" to the language L to be learned results in demanding Lj ∩ L ⊆
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$L_j \cap L$ provided $L_j$ is later guessed than $L_i$. Learning algorithms behaving thus are called monotonic.

Weakening the strong-monotonicity constraint in the same way as the monotonicity principle of classical logic is generalized to cumulativity (cf., e.g., Brewka [10]) yields weak-monotonic learning, i.e., now the learner is required to behave strong-monotonically as long as it does not receive data contradicting its actual guess (cf. Definition 2.3).

All the models of monotonic learning share the common property that they model "learning by generalization." Hence, it is only natural to consider their dual counterparts, that is "learning by specialization." These learning models have been introduced by Kapur [23]. The resulting learning types are referred to as dual strong-monotonic, dual monotonic and dual weak-monotonic learning (cf. Definition 2.4). As Jantke [21] pointed out, the (dual) monotonicity requirements described above reflect different degrees of non-monotonic reasoning that may be incorporated into the learning process. However, it is well imaginable that the use of non-monotonic reasoning does not only affect the learnability at all but also the efficiency of learning. Kinber [25] first studied this problem for learning recursively enumerable languages. We continue along this line in the setting of uniformly recursive languages.

Clearly, this question is directly related to the problem of what a natural learning algorithm might look like. In particular, it is well imaginable that one may succeed in designing a learning algorithm that fulfills a desirable (dual) monotonicity demand. However, it seems to be interesting to know what price one might have to pay concerning the resulting efficiency. Therefore, we study the influence of different (dual) monotonicity constraints to the number of mind changes an IIM has to perform when inferring a target indexed family. Then, the right question to ask is whether a weakening of the monotonicity requirement may yield a speed-up. Therefore, we always start with a target indexed family inferable under some (dual) monotonicity constraint with an a priori fixed number of mind changes. Then we ask whether or not the least or some possible relaxation of the corresponding (dual) monotonicity requirement might help to uniformly reduce the number of mind changes. As we shall see, there is no unique answer to this problem.

2. Preliminaries

Let $\mathbb{N} = \{0, 1, 2, \ldots\}$ be the set of all natural numbers. We set $\mathbb{N}^+ = \mathbb{N} \setminus \{0\}$. Let $\varphi_0, \varphi_1, \varphi_2, \ldots$ denote any fixed acceptable programming system of all (and only all) partial recursive functions over $\mathbb{N}$, and let $\Phi_0, \Phi_1, \Phi_2, \ldots$ be any associated complexity measure (cf. Machttey and Young [33]). Furthermore, let $k, x \in \mathbb{N}$. If $\varphi_k(x)$ is defined (abbr. $\varphi_k(x) \downarrow$) then we also say that $\varphi_k(x)$ converges; otherwise, $\varphi_k(x)$ diverges (abbr. $\varphi_k(x) \uparrow$). By $\langle , \rangle : \mathbb{N} \times \mathbb{N} \to \mathbb{N}$ we denote Cantor's pairing function. In the sequel we assume familiarity with formal language theory (cf., e.g., Hopcroft and Ullman [19]). By $\Sigma$ we denote any fixed finite alphabet of symbols. Let $\Sigma^*$ be the free monoid over $\Sigma$, and let $\Sigma^+ = \Sigma^* \setminus \{\varepsilon\}$, where $\varepsilon$ denotes the empty string.
Any \( L \subseteq \Sigma^* \) is called a language. By \( co-L \) we denote the complement of \( L \). Let \( L \) be a language and \( t = s_0, s_1, s_2, \ldots \) an infinite sequence of strings from \( \Sigma^* \) such that \( \text{range}(t) = \{ s_k \mid k \in \mathbb{N} \} = L \). Then \( t \) is said to be a text for \( L \) or, synonymously, a positive presentation. Let \( L \) be a language. By \( \text{text}(L) \) we denote the set of all positive presentations of \( L \). Moreover, let \( t \) be a text and let \( x \in \mathbb{N} \). Then \( t_x \) denotes the initial segment of \( t \) of length \( x + 1 \), and \( t_x^+ \) its range, i.e., \( t_x^+ = \{ s_k \mid k \leq x \} \).

Next, we introduce the notion of the canonical text that turned out to be very helpful in proving several theorems. Let \( s_0, s_1, s_2, \ldots \) be the lexicographically ordered text of \( \Sigma^* \), i.e., all strings over the corresponding underlying alphabet \( \Sigma \) ordered by increasing length, where strings having the same length are lexicographically ordered. Let \( L \subseteq \Sigma^* \) be any non-empty recursive language. Then the canonical text of \( L \) is obtained as follows. Test sequentially whether \( s_z \in L \) for \( z = 0, 1, 2, \ldots \) until the first \( z \) is found such that \( s_z \in L \). Since \( L \neq \emptyset \) there must be at least one \( z \) fulfilling the test. Set \( t_0 = s_z \). We proceed inductively. For all \( x \in \mathbb{N} \) we define:

\[
t_{x+1} = \begin{cases} 
t_x \cdot s_{z+x+1}, \text{ if } s_{z+x+1} \in L, \\
t_x \cdot s, \text{ otherwise, where } s \text{ is the last string in } t_x.
\end{cases}
\]

Note that the canonical text of every non-empty recursive language can be effectively computed provided an effective procedure deciding membership in \( L \) is given.

In this paper we deal with the learnability of indexed families defined as follows: A sequence \( L_0, L_1, L_2, \ldots \) is said to be an indexed family provided all languages \( L_j \) are non-empty and membership in \( L_j \) is uniformly decidable for all \( j \in \mathbb{N} \). Note that the definition of an indexed family includes both, a description for every language \( L_j \), and a particular enumeration of all the languages. In particular, every indexed family is directly connected with the grammars behind the enumerated languages. Consequently, we can consider the indices as compiled grammars (cf. Hopcroft and Ullman [19]).

As in Gold [17], we define an inductive inference machine (abbr. IIM) to be an algorithmic device which works as follows: The IIM takes as its input larger and larger initial segments of a text \( t \) and it either requests the next input string, or it first outputs a hypothesis, i.e., a number, and then it requests the next input string.

At this point we have to clarify what hypothesis space we should choose. Since we exclusively deal with the learnability of indexed families \( L = (L_j)_{j \in \mathbb{N}} \) we always take as hypothesis space an enumerable family of grammars \( G = G_0, G_1, G_2, \ldots \) over the terminal alphabet \( \Sigma \) satisfying \( \text{range}(G) \subseteq \{ L(G_j) \mid j \in \mathbb{N} \} \), and require that membership in \( L(G_j) \) is uniformly decidable for all \( j \in \mathbb{N} \) and all \( s \in \Sigma^* \). When an IIM outputs a number \( j \), we interpret it to mean that the machine is hypothesizing the grammar \( G_j \). Furthermore, let \( G = (G_j)_{j \in \mathbb{N}} \) be any hypothesis space. For notational convenience we use \( \mathcal{L}(G) \) to denote \( (L(G_j))_{j \in \mathbb{N}} \). Note that \( \mathcal{L}(G) \) constitutes itself an indexed family for all hypothesis spaces \( G = (G_j)_{j \in \mathbb{N}} \).

Let \( t \) be a text, and \( x \in \mathbb{N} \). Then we use \( M(t_x) \) to denote the last hypothesis produced by \( M \) when successively fed \( t_x \). The sequence \( (M(t_x))_{x \in \mathbb{N}} \) is said to converge in the limit to the number \( j \) if and only if either \( (M(t_x))_{x \in \mathbb{N}} \) is infinite and all but
finitely many terms of it are equal to \( j \), or \((M(t_x))_{x \in \mathbb{N}}\) is non-empty and finite, and its last term is \( j \). Now we are ready to define learning in the limit from positive data.

**Definition 2.1.** (Gold [17]) Let \( \mathcal{L} \) be an indexed family, let \( L \) be a language, and let \( \mathcal{G} = (G_j)_{j \in \mathbb{N}} \) be a hypothesis space. An IIM \( M \) **CLIM-identifies** \( L \) from text with respect to \( \mathcal{G} \) iff for every text \( t \) for \( L \), there exists a \( j \in \mathbb{N} \) such that the sequence \((M(t_x))_{x \in \mathbb{N}}\) converges in the limit to \( j \) and \( L = L(G_j) \).

Furthermore, \( M \) **CLIM-identifies** \( \mathcal{L} \) with respect to \( \mathcal{G} \) if and only if, for each \( L \in \text{range}(\mathcal{L}) \), \( M \) **CLIM-identifies** \( L \) with respect to \( \mathcal{G} \).

Finally, let \( \text{CLIM} \) denote the collection of all indexed families \( \mathcal{L} \) for which there are an IIM \( M \) and a hypothesis space \( \mathcal{G} \) such that \( M \) **CLIM-identifies** \( \mathcal{L} \) with respect to \( \mathcal{G} \).

In the above Definition **LIM** stands for “limit.” Furthermore, the prefix \( C \) is used to indicate **class comprising** learning, i.e., the fact that \( \mathcal{L} \) may be learned with respect to some hypothesis space comprising \( \text{range}(\mathcal{L}) \). The restriction of **CLIM** to **class preserving** inference is denoted by **LIM**. That means **LIM** is the collection of all indexed families \( \mathcal{L} \) that can be learned in the limit with respect to a hypothesis space \( \mathcal{G} = (G_j)_{j \in \mathbb{N}} \) such that \( \text{range}(\mathcal{L}) = \{L(G_j) \mid j \in \mathbb{N}\} \). Moreover, if a target indexed family \( \mathcal{L} \) has to be inferred with respect to the hypothesis space \( \mathcal{L} \) itself, then we replace the prefix \( C \) by \( E \), i.e., \( ELIM \) is the collection of indexed families that can be **exactly** learned in the limit. Finally, we adopt this convention in defining all the learning types below.

By the definition of convergence, whenever an IIM identifies the language \( L \), then it performs at most finitely many mind changes. However, the precise number of mind changes may well vary from text to text as well as for every language \( L \in \text{range}(\mathcal{L}) \). In particular, the number of allowed mind changes is not required to be universally bounded for all \( L \in \text{range}(\mathcal{L}) \). Within the next definition we consider the special case that the number of allowed mind changes is universally bounded by an *a priori* fixed number.

**Definition 2.2.** (Barzdin and Freivalds [8]) Let \( \mathcal{L} \) be an indexed family, let \( L \) be a language, let \( \mathcal{G} = (G_j)_{j \in \mathbb{N}} \) be a hypothesis space, and let \( n \in \mathbb{N} \cup \{*\} \). An IIM \( M \) **CLIME-identifies** \( L \) from text with respect to \( \mathcal{G} \) iff

1. \( M \) **CLIM-identifies** \( L \) from text with respect to \( \mathcal{G} \),
2. for every text \( t \) for \( L \) the IIM \( M \) performs, when fed \( t \), at most \( n \) (\( n = * \) means at most finitely many) mind changes, i.e., \( \text{card}(\{x \mid M(t_x) \neq M(t_{x+1})\}) \leq n \).

Moreover, \( M \) **CLIME-*identifies** \( \mathcal{L} \) with respect to \( \mathcal{G} \) if and only if, for each \( L \in \text{range}(\mathcal{L}) \), \( M \) **CLIME-*identifies** \( L \) with respect to \( \mathcal{G} \).

**CLIM**, **LIM** and **ELIM** \( n \) are defined in the same way as above.

Obviously, \( \lambda \text{LIM}_* = \lambda \text{LIM} \) for all \( \lambda \in \{E, \varepsilon, C\} \). Moreover, \( \lambda \text{LIM}_0 \) is also referred to as **finite learning** for \( \lambda \in \{E, \varepsilon, C\} \), since the IIM is only allowed to produce a single guess that cannot be changed later (cf. Gold [17]). Note that the learning types \( \lambda \text{LIM}_n \) do heavily depend on \( \lambda \in \{E, \varepsilon, C\} \) for all \( n \geq 1 \) (cf. Lange and Zeugmann [29], Lange
The following proposition summarizes the known results concerning learning in the limit from text with respect to the number of allowed mind changes.

**Proposition 2.1.**

\[ \text{ELIM} = \text{LIM} = \text{CLIM} \]

\[ \bigcup_{n \in \mathbb{N}} \text{ELIM}_n \subseteq \bigcup_{n \in \mathbb{N}} \text{LIM}_n \subseteq \bigcup_{n \in \mathbb{N}} \text{CLIM}_n \]

\[ \text{ELIM}_3 \subseteq \text{LIM}_3 \subseteq \text{CLIM}_3 \]

\[ \text{ELIM}_2 \subseteq \text{LIM}_2 \subseteq \text{CLIM}_2 \]

\[ \text{ELIM}_1 \subseteq \text{LIM}_1 \subseteq \text{CLIM}_1 \]

\[ \text{ELIM}_0 = \text{LIM}_0 = \text{CLIM}_0 \]

Note that the hierarchy in the first column has been independently obtained by Mukouchi [34].

Next, we want to formally define strong-monotonic, monotonic and weak-monotonic inference.

**Definition 2.3.** (Jantke [21]; Wiehagen [40]) Let \( L \) be a language, and let \( \mathcal{G} = (G_j)_{j \in \mathbb{N}} \) be a hypothesis space. An IIM \( M \) is said to identify the language \( L \) from text with respect to \( \mathcal{G} \)

(A) strong-monotonically

(B) monotonically

(C) weak-monotonically

iff

\( M \) identifies \( L \) with respect to \( \mathcal{G} \) and for every text \( t \) of \( L \) as well as for any two consecutive hypotheses \( j_x, j_{x+k} \) which \( M \) has produced when fed \( t_x \) and \( t_{x+k} \), respectively, where \( k \geq 1, k \in \mathbb{N} \), the following conditions are satisfied:

(A) \( L(G_{j_x}) \subseteq L(G_{j_x+k}) \)

(B) \( L(G_{j_x}) \cap L \subseteq L(G_{j_x+k}) \cap L \)

(C) if \( t_{x+k}^+ \subseteq L(G_{j_x}) \), then \( L(G_{j_x}) \subseteq L(G_{j_x+k}) \).

We denote by \( \text{CSMON} \), \( \text{CMON} \), \( \text{CWMON} \) the collection of all those indexed families \( \mathcal{L} \) for which there are a hypothesis space \( \mathcal{G} \) and an IIM inferring them strong-monotonically, monotonically, and weak-monotonically from text with respect to \( \mathcal{G} \).
Note that the learning types $\lambda_{SMON}$, $\lambda_{MON}$, and $\lambda_{WMON}$ do heavily depend on $\lambda \in \{E, \varepsilon, C\}$ (cf. Lange and Zeugmann [30, 31] and Lange, Zeugmann and Kapur [32]).

**Proposition 2.2.**

\[
\begin{align*}
ELIM &= LIM = CLIM \\
EWMON &\subseteq WMON \subseteq CWMON \\
EMON &\subseteq MON \subseteq CMON \\
ESMON &\subseteq SMON \subseteq CSMON \\
ELIM_0 &= LIM_0 = CLIM_0
\end{align*}
\]

Furthermore, we use $CSMON_n$, $CMON_n$, $CWMON_n$, where $n \in \mathbb{N}$, to denote the collections of all those indexed families $L$ for which there are a hypothesis space $G$ and an IIM inferring them strong-monotonically, monotonically, and weak-monotonically from text with at most $n$ mind changes with respect to $G$.

We continue in formally defining the three types of dual monotonic language learning mentioned in Section 1.

**Definition 2.4.** (Kapur [23]) Let $L$ be a language, and let $G = (G_j)_{j \in \mathbb{N}}$ be a hypothesis space. An IIM $M$ is said to identify the language $L$ from text with respect to $G$

(A) **dual strong-monotonically**

(B) **dual monotonically**

(C) **dual weak-monotonically**

iff

$M$ $CLIM$-identifies $L$ with respect to $G$ and for every text $t$ of $L$ as well as for any two consecutive hypotheses $j_x, j_x+k$ which $M$ has produced when fed $t_x$ and $t_{x+k}$, respectively, where $k \geq 1, k \in \mathbb{N}$, the following conditions are satisfied:

(A) $co-L(G_{j_x}) \subseteq co-L(G_{j_x+k})$

(B) $co-L(G_{j_x}) \cap co-L \subseteq co-L(G_{j_x+k}) \cap co-L$

(C) if $t_{x+k}^+ \subseteq L(G_{j_x})$, then $co-L(G_{j_x}) \subseteq co-L(G_{j_x+k})$.

By $CSMON^d$, $CMON^d$, and $CWMON^d$ we denote the collections of all those indexed families $L$ for which there are a hypothesis space $G$ and an IIM identifying them dual strong-monotonically, dual monotonically and dual weak-monotonically from text with respect to $G$, respectively.

Note that the learning types $\lambda_{SMON}^d$, $\lambda_{MON}^d$, and $\lambda_{WMON}^d$ do heavily depend on $\lambda \in \{E, \varepsilon, C\}$ (cf. Lange and Zeugmann [30, 31] and Lange, Zeugmann and Kapur [32]). The following proposition summarizes the results obtained.
Proposition 2.3.

\[
ELIM = LIM = CLIM
\]

\[
EWMON^d \subset WMON^d \subset CWMON^d
\]

\[
EMON^d \subset MON^d \subset CMON^d
\]

\[
ESMON^d = SMON^d \subset CSMON^d
\]

Finally, we use \(CSMON_n^d\), \(CMON_n^d\), \(CWMON_n^d\), where \(n \in \mathbb{N}\), to denote the collections of all those indexed families \(L\) for which there are a hypothesis space \(G\) and an IIM inferring them dual strong-monotonically, dual monotonically, and dual weak-monotonically from text with at most \(n\) mind changes with respect to \(G\).

3. Results

In this section we study the problem whether or not any of the monotonicity constraints and their dual counterparts defined above may be traded versus the efficiency of learning. Since each monotonicity and dual monotonicity demand has its peculiarities, we handle each of them separately in a special subsection. Moreover, in the following we exclusively consider the case where at least one mind change is mandatory, since otherwise finite learning is compared with some type of monotonic learning.

3.1. Strong-Monotonic Inference

We start our investigations with the strongest possible monotonicity constraint, i.e., with \(SMON\) and its variations.

Theorem 3.1. Let \(L\) be an indexed family. Then, for every \(n \in \mathbb{N}^+\) we have:

(1) \(L \in ESMON_{n+1} \setminus ESMON_n\) implies \(L \notin CLIM_n\),

(2) \(L \in SMON_{n+1} \setminus SMON_n\) implies \(L \notin CLIM_n\).

Proof. The proof is based on the following observations. Let \(\hat{M}\) be any strong-monotonic IIM, and let \(G = (G_j)_{j \in \mathbb{N}}\) be any hypothesis space such that \(\hat{M}\) witnesses \(L \in SMON_{n+1}\) with respect to \(G\). Then the IIM \(M\) can be simulated by an IIM \(\hat{M}\) such that for all texts \(t \in \bigcup_{L \in range(L)} text(L)\) and all \(x \in \mathbb{N}\)

(A) if \(M\) on input \(t_x\) makes an output \(j_x\) then \(t^+_x \subseteq L(G_j)\), i.e., \(M\) is consistent, and if \(M(t_x) \neq M(t_{x+1})\), then \(t^+_{x+1} \not\subseteq L(G_j)\), i.e., \(M\) is conservative,

(B) \(M\) witnesses \(L \in SMON_{n+1}\) with respect to \(G\), i.e., \(M\) performs at most as many mind changes as \(\hat{M}\) does (cf. Lange and Zeugmann [28]).
Let \( \mathcal{L} \) be any indexed family with \( \mathcal{L} \in SMON_{n+1} \setminus SMON_n \). Furthermore, let \( \mathcal{L} \in SMON_{n+1} \) be witnessed by \( M \), where \( M \) is chosen in accordance with (A) and (B). Since \( \mathcal{L} \notin SMON_n \), there have to be an \( L \in range(\mathcal{L}) \) and a text \( t \) for \( L \) such that \( M \) changes its mind exactly \( n + 1 \) times when fed \( t \). Let \( j_0, \ldots, j_{n+1} \) denote the finite sequence of \( M \)'s mind changes produced on \( t \). Since \( M \) is strong-monotonic, consistent and conservative, we directly obtain that \( L(G_{j_0}) \subset \cdots \subset L(G_{j_{n+1}}) = L \).

Now, \( \mathcal{L} \notin CLIM_n \) is a direct consequence of Proposition 3.7 by Mukouchi [35]. This proves Assertion (2), and the same arguments prove Assertion (1).

The latter theorem allows the following interpretation. Relaxing the requirement to learn exactly (class preservingly) strong-monotonically as much as possible does not increase the efficiency. This is even true, if we are allowed to choose an arbitrary class comprising hypothesis space provided that the target indexed family is inferable in the sense of \( ESMON_{n+1} \) (\( SMON_{n+1} \)), but cannot be exactly (class preservingly) and strong-monotonically learned with at most \( n \) mind changes for some \( n \in \mathbb{N} \). Hence, in the case considered in Theorem 3.1 the possible efficiency of learning is completely determined by the topology of the target indexed family.

Next we consider the class comprising case. Interestingly enough, now the situation considerably changes. The following theorem shows that a suitable choice of the hypothesis space may increase the efficiency of learning, even under the strong-monotonicity constraint.

**Theorem 3.2.** For every \( n \in \mathbb{N}^+ \) there exists an indexed family \( \mathcal{L} \) such that

\[
\mathcal{L} \in (CSMON_{n+1} \cap ELIM_n) \setminus CSMON_n.
\]

**Proof.** First we prove the \( n = 1 \) case. Moreover, we use this case to fully explain the basic proof technique developed. The first idea is to incorporate a non-recursive but recursively enumerable problem in the definition of the target indexed family. Note that this incorporation has to be done in a way such that membership in the enumerated languages remains uniformly decidable. For that purpose, we used the halting problem. Without loss of generality, we may assume that \( \Phi_j(j) \geq 1 \) for all \( j \in \mathbb{N} \).

The desired indexed family is defined as follows. For all \( k \in \mathbb{N} \), we set \( L_{3k} = \{ a^k b^m \mid z \in \mathbb{N}^+ \} \). By convention, \( a^0 \) equals the empty string. The remaining languages are defined via their characteristic functions. Let \( k \in \mathbb{N} \) and let \( s \) denote any string in \( \{a, b, c, d\}^* \).

\[
f_{3k+1}(s) = \begin{cases} 
1, & \text{if } s = a^k b^m \text{ for some } m \in \mathbb{N} \text{ and } \neg \Phi_k(k) \leq m, \\
1, & \text{if } s = a^k c^m \text{ for some } m \in \mathbb{N} \text{ and } \Phi_k(k) = m, \\
0, & \text{otherwise.}
\end{cases}
\]

\[
f_{3k+2}(s) = \begin{cases} 
1, & \text{if } s = a^k b^m \text{ for some } m \in \mathbb{N}, \\
1, & \text{if } s = a^k d^m \text{ for some } m \in \mathbb{N} \text{ and } \Phi_k(k) = m, \\
0, & \text{otherwise.}
\end{cases}
\]
Since the predicate \( \Phi_i(x) \leq y \) is uniformly decidable for all \( i, x, y \in \mathbb{N} \), it is easy to verify that \( \mathcal{L} = (L_j)_{j \in \mathbb{N}} \) is an indexed family. Next, we present an alternative definition which gives some more insight into the topological structure of \( \mathcal{L} \).

**Case 1.** \( \varphi_k(k) \uparrow \)

Then we set \( L_{3k+1} = L_{3k+2} = L_{3k} \).

**Case 2.** \( \varphi_k(k) \downarrow \)

Then, let \( m = \Phi_k(k) \). We set \( L_{3k+1} = \{a^k b^z \mid 1 \leq z \leq m\} \cup \{a^k c^m\} \), and \( L_{3k+2} = L_{3k} \cup \{a^k d^m\} \).

Whenever \( \varphi_k(k) \downarrow \), the main problem for any strong-monotonic IIM consists in learning the finite language \( L_{3k+1} \) with at most one mind change. Hence, for proving \( \mathcal{L} \in \text{CSMON}_2 \), another ingredient is required, i.e., a suitable choice of a hypothesis space (cf. Claim 1). The harder part is to show that \( \mathcal{L} \notin \text{CSMON}_1 \). As long as only class preserving hypothesis spaces are allowed, it is intuitively obvious that any IIM \( M \) strong-monotonically learning \( \mathcal{L} \) has to solve the halting problem. However, we have additionally to show that no choice of the hypothesis space may prevent \( M \) to recursively handle the halting problem. This part of the proof exploits to a larger extend the assumption that membership is uniformly decidable (cf. Claim 3).

We continue with the formal proof.

**Claim 1.** \( \mathcal{L} \in \text{CSMON}_2 \).

First of all we define a suitable hypothesis space \( \hat{\mathcal{L}} = (\hat{L}_j)_{j \in \mathbb{N}} \). For all \( k \in \mathbb{N} \), we set \( \hat{L}_{4k} = L_{3k} \), \( \hat{L}_{4k+1} = L_{3k+1} \), \( \hat{L}_{4k+2} = L_{3k+2} \), and \( \hat{L}_{4k+3} = L_{3k} \cap L_{3k+1} \).

Taking into consideration that \( \mathcal{L} \) constitutes an indexed family it is not hard to see that \( \hat{\mathcal{L}} \) is an indexed family as well. Now we define an IIM \( M \) which strong-monotonically identifies \( \mathcal{L} \) with respect to \( \hat{\mathcal{L}} \).

Let \( L \in \text{range}(\mathcal{L}) \), let \( t \) be any text for \( L \), and let \( x \in \mathbb{N} \).

**IIM \( M \):** "On input \( t_x \) do the following: Determine the unique \( k \) such that \( a^k b^z \in t_x^+ \) for some \( z \in \mathbb{N} \). Test whether or not \( t_x^+ \subseteq \hat{L}_{4k+3} \). In case it is, output \( 4k + 3 \), and request the next input. Otherwise, goto (A).

(A) Compute \( m = \max \{m \mid a^k b^m \in \hat{L}_{4k+3}\} \). In case that \( a^k c^m \in t_x^+ \), output \( 4k + 1 \), and request the next input. Otherwise, goto (B).

(B) If \( a^k d^m \in t_x^+ \), then output \( 4k + 2 \), and request the next input. Else, output \( 4k \), and request the next input."

Now, one easily verifies that \( M \in \text{CSMON}_2 \)–learns \( \mathcal{L} \). This proves Claim 1.

**Claim 2.** \( \mathcal{L} \in \text{ELIM}_1 \).

The desired IIM is defined as follows. Let \( L \in \text{range}(\mathcal{L}) \), let \( t \in \text{text}(L) \), and let \( x \in \mathbb{N} \). We define:
IIM $M$: “On input $t_x$ do the following: Determine the unique $k$ such that $a^k b^z \in t_x^+$ for some $z \in \mathbb{N}$. Test whether or not $t_x^+ \subseteq L_{3k}$. In case it is, output $3k$, and request the next input.
Otherwise, goto (A).

(A) Compute $m = \Phi_k(k)$. In case that $a^k c^m \in t_x^+$, output $3k + 1$, and request the next input.
Otherwise, output $3k + 2$, and request the next input.”

It remains to show that $M \, \mathit{ELIM}_1$-infers $\mathcal{L}$. By construction, if $M$ performs a mind change, then it has detected an inconsistency. But in accordance with the definitions of $\mathcal{L}$ and $M$, $t_x^+ \not\subseteq L_{3k}$ can happen if and only if $\Phi_k(k)$ is defined. Hence, the IIM may compute $m = \Phi_k(k)$. By construction, only two cases are possible, i.e., either $L$ contains $a^k c^m$ or it comprises $a^k d^m$. Looking at the definitions of $M$ and $\mathcal{L}$ it directly follows that $M$’s second guess is correct. Hence, $M \, \mathit{ELIM}_1$-infers $\mathcal{L}$. This proves Claim 2.

Claim 3. $\mathcal{L} \notin \mathit{CSMON}_1$.

Suppose, there is a class comprising hypothesis space $\mathcal{G}$ for $\mathcal{L}$, and an IIM $M$ witnessing $\mathcal{L} \in \mathit{CSMON}_1$ with respect to $\mathcal{G}$. Then $M$ may be used to design an effective procedure solving the halting problem for the acceptable programming system $\varphi_0, \varphi_1, ...$. This can be seen as follows.

Procedure $H$

“Let $k \in \mathbb{N}$, and let $t$ be the canonical text for $L_{3k}$. For $x = 0, 1, ...$, compute $M(t_x)$ until the minimal index $x$ is found such that $M$, on successive input $t_x$ outputs its first guess, say $j$. Test whether or not $\Phi_k(k) \leq x + 1$. In case it is, output $\varphi_k(k) \downarrow$.
Otherwise, output $\varphi_k(k) \uparrow$.”

First, we show that $H$ is an effective procedure. In particular, $M$ has to infer $L_{3k}$ from $t$. Hence, there is a $z$ such that $M$ on input $t_z$ computes a hypothesis $j$. Thus, $H$ is recursive and terminates for all $k \in \mathbb{N}$.

It remains to show that $H$ correctly works. Obviously, if the output is $\varphi_k(k) \downarrow$, then $\varphi_k(k)$ is indeed defined. Suppose, $H$ outputs $\varphi_k(k) \uparrow$ but $\varphi_k(k)$ is defined. Hence, $\Phi_k(k)$ is defined, too. Let $m = \Phi_k(k)$. By construction, $m > z + 1$. Since $M$ is a strong-monotonic IIM, one easily verifies that $L(G_j) \notin \mathit{range}(\mathcal{L})$. Furthermore, $M$ has to infer $L_{3k}$ from its canonical text. Hence, there has to be a $y > z$ such that $M(t_y) = r$ and $L(G_r) = L_{3k}$. Therefore, $M$ performs at least one mind change when seeing $t_y$.
Finally, due to our construction, $\varphi_k(k) \downarrow$ implies $L_{3k+2} = L_{3k} \cup \{a^k d^m\}$. Consequently, $t_y$ may be extended to a text for $L_{3k+2}$ on which $M$ has to perform an additional mind change, a contradiction.

The cases $n > 1$ may be proved using the same “lifting” technique as in Lange and Zeugmann [29] (cf. the proof of Theorem 3.3 below for more details).

At this point it is only natural to ask whether the latter theorem generalizes to all indexed families from $\mathit{CSMON}_{n+1} \setminus \mathit{CSMON}_n$ not belonging to $\mathit{SMON}$. The negative answer is provided by our next theorem.
THEOREM 3.3. For all \( n \in \mathbb{N} \), there exists an indexed family \( \mathcal{L} \) such that

1. \( \mathcal{L} \in CSMON_{n+1} \setminus SMON \),

2. \( \mathcal{L} \not\in CLIM_n \).

PROOF. We consider the following indexed family \( \mathcal{L}_{sep_0} = (L_j)_{j \in \mathbb{N}} \). For all \( k \in \mathbb{N} \), we define \( L_{2k} = \{ a^k b^j \mid j \in \mathbb{N}^+ \} \) and \( L_{2k+1} = \{ a^k b^j \mid 1 \leq j \leq \Phi_k(k) \} \cup \{ c_{\Phi_k(k)} \} \). Note that the set \( \{ c_{\Phi_k(k)} \} \) is defined to be empty, if \( \varphi_k(k) \) diverges. Then it is easy to show that \( \mathcal{L}_{sep_0} \in CSMON_1 \setminus SMON \). \( \mathcal{L}_{sep_0} \in CSMON_1 \) can be straightforwardly verified, if one selects the following hypothesis space \( G = (G_j)_{j \in \mathbb{N}} \). For all \( k \in \mathbb{N} \), set \( L(G_{3k}) = L_{2k} \), \( L(G_{3k+1}) = L_{2k+1} \), and \( L(G_{3k+2}) = L_{2k} \cap L_{2k+1} \). Furthermore, an easy application of the idea underlying the proof of Claim 3 in Theorem 3.2 yields \( \mathcal{L}_{sep_0} \not\in SMON \). Since \( CLIM_0 \subset SMON \) (cf. Proposition 2.2), \( \mathcal{L}_{sep_0} \) cannot be finitely inferred. This proves the \( n = 0 \) case.

Again, an application of the same "lifting" technique as in Lange and Zeugmann [29] yields the theorem for all \( n \in \mathbb{N} \). Let us briefly describe the underlying construction. First we separate \( CSMON_2 \) and \( CLIM_1 \) via a family \( \mathcal{L}_{sep_1} \) which does not belong to \( SMON \). Thereby, we explain the basic idea. Then we describe how the construction can be generalized.

Let \( \mathcal{L}_{sep_0} \) be the indexed family introduced above. For any \( L_m \in \mathcal{L}_{sep_0} \), \( m \in \mathbb{N} \), we define \( \tilde{L}_m = L_m \cup \{ d \} \). Moreover, let \( \mathcal{L}_{sep_1} \) be any canonical enumeration of all the languages \( L_m \) and \( \tilde{L}_m \). Similarly to the \( n = 0 \) case, \( \mathcal{L}_{sep_1} \in CSMON_2 \setminus SMON \) can be easily verified. We omit the details. It remains to prove that \( \mathcal{L}_{sep_1} \not\in CLIM_1 \). This is indirectly done via the following claim.

Claim 1. If \( \mathcal{L}_{sep_1} \in CLIM_1 \), then \( \mathcal{L}_{sep_0} \in CLIM_0 \).

Let \( M \) be any IIM and \( \mathcal{G} = (G_j)_{j \in \mathbb{N}} \) any hypothesis space such that \( M \) \( CLIM_1 \) identifies \( \mathcal{L}_{sep_1} \) with respect to \( \mathcal{G} \). Furthermore, let \( \tilde{L}_m = L_m \cup \{ d \} \) be arbitrarily fixed, and let \( t \) be any text for \( L_m \). Since \( M \) has to infer \( L_m \) too, there must be a \( z \) such that \( M(t_z) = j \) for all \( x \geq z \) and \( L_m = L(G_j) \). But now we may feed the following text \( \hat{t} \) for \( \tilde{L}_m \) to \( M \). First, we input the initial segment \( t_z \), then the string \( d \), and subsequently all the remaining strings of \( t \). By construction, \( M(t_z) = j \) but \( \tilde{L}_m \neq L(G_j) \). Consequently, \( M \) has to perform one more mind change. That means, on \( t \) the machine has never changed its mind, since otherwise \( M \) does not \( CLIM_1 \) identifies \( \mathcal{L}_{sep_1} \). Hence, \( M \) witnesses \( \mathcal{L}_{sep_0} \in CLIM_0 \). This proves Claim 1.

On the other hand, as we have already seen, there is no IIM finitely inferring \( \mathcal{L} \). Thus, by contraposition of Claim 1 we directly obtain that \( \mathcal{L}_{sep_1} \not\in CLIM_1 \). This proves the theorem in case \( n = 1 \).

The general case is handled by induction. Suppose, we have already separated \( CSMON_{n+1} \) and \( CLIM_n \) in using the indexed family \( \mathcal{L}_{sep_n} \) with \( \mathcal{L}_{sep_n} \not\in SMON \). For any \( m \in \mathbb{N} \), we set \( \tilde{L}_m = L_m \cup \{ d, d^2, \ldots, d^{n+1} \} \) and define \( \mathcal{L}_{sep_{n+1}} \) to be any canonical enumeration of all the languages from \( \mathcal{L}_{sep_n} \) and of all \( \tilde{L}_m \). Again, one straightforwardly
shows that $L_{sep_{n+1}} \in CSMON_{n+2} \setminus SMON$. Moreover, an easy modification of the demonstration above directly yields the following claim.

**Claim 2.** If $L_{sep_{n+1}} \in CLIM_{n+1}$, then $L_{sep_{n}} \in CLIM_{n}$.

Finally, the latter claim immediately contradicts the induction hypothesis that $L_{sep_{n}} \notin CLIM_{n}$. Thus, by contraposition of Claim 2 one obtains $L_{sep_{n+1}} \notin CLIM_{n+1}$. We omit the details.

Note that the proof of the latter theorem directly allows the following corollary which sharpens the assertion $SMON \subset CSMON$ pointed out in Proposition 2.2.

**Corollary 3.4.** $CSMON_1 \setminus SMON \neq \emptyset$.

Theorem 3.3 directly yields the problem whether or not Theorem 3.2 can be strengthened, i.e., whether or not the number of mind changes that can be traded versus the strong-monotonicity constraint is bounded by one. The answer is provided by our next theorem.

**Theorem 3.5.** For every $n \in \mathbb{N}^+$ there exists an indexed family $\mathcal{L}$ such that $\quad \mathcal{L} \in (CSMON_{n+1} \cap EMON_1) \setminus CSMON_n$.

**Proof.** Again, we only sketch the proof using the $n = 2$ case, thereby explaining the proof technique developed. The main idea is to suitably iterate the proof technique presented in the demonstration of Theorem 3.2. Therefore, we incorporate one more halting problem into the definition of the indexed family $\mathcal{L}$ witnessing $\mathcal{L} \in CSMON_3 \setminus CSMON_2$, and $\mathcal{L} \in EMON_1$. This is done as follows. Without loss of generality, we may assume that $\psi_j(j) > 1$ for all $j \in \mathbb{N}$. We define:

$$L_4(k_1, k_2) = \{a^{(k_1, k_2)}b^z \mid z \in \mathbb{N}^+\} \ 	ext{for all} \ k_1, k_2 \in \mathbb{N}.$$  

The remaining languages of $\mathcal{L}$ are defined as follows.

**Case 1.** $\psi_{k_1}(k_1) \uparrow$  
Then $L_4(k_1, k_2) + 1 = L_4(k_1, k_2) + 2 = L_4(k_1, k_2) + 3 = L_4(k_1, k_2)$.

**Case 2.** $\psi_{k_1}(k_1) \downarrow$ and $\psi_{k_2}(k_2) \uparrow$  
Then, let $\ell = \Phi_{k_1}(k_1)$. We set $L_4(k_1, k_2) + 1 = \{a^{(k_1, k_2)}b^z \mid 1 \leq z \leq \ell\} \cup \{a^{(k_1, k_2)}c^\ell\}$, and $L_4(k_1, k_2) + 2 = L_4(k_1, k_2) + 3 = L_4(k_1, k_2)$.

**Case 3.** $\psi_{k_1}(k_1) \downarrow$ and $\psi_{k_2}(k_2) \downarrow$  
Then, let $\ell = \Phi_{k_1}(k_1)$, and $m = \Phi_{k_2}(k_2)$.

We set $L_4(k_1, k_2) + 1 = \{a^{(k_1, k_2)}b^z \mid 1 \leq z \leq \ell\} \cup \{a^{(k_1, k_2)}c^\ell\}$,  
$L_4(k_1, k_2) + 2 = \{a^{(k_1, k_2)}b^z \mid 1 \leq z \leq \ell + m\} \cup \{a^{(k_1, k_2)}d^{\ell + m}\}$, and  
$L_4(k_1, k_2) + 3 = L_4(k_1, k_2) \cup \{a^{(k_1, k_2)}e^{\ell + m}\}$.

Now, it is easy to see that $\mathcal{L} = (L_z)_{z \in \mathbb{N}}$ constitutes an indexed family. It remains to show that $\mathcal{L}$ fulfills the stated requirements. As in the proof of Theorem 3.2 one proves *mutatis mutandis* that $\mathcal{L} \in EMON_1$, and $\mathcal{L} \in CSMON_3$.

The remaining part, i.e., $\mathcal{L} \notin CSMON_2$, is much harder to prove. For that purpose
we need some additional insight into the behavior of every IIM $M$ that learns $\mathcal{L}$. In particular, we are mainly interested in knowing how $M$ works when successively fed the text $t = a^{(k_1, k_2)} b a^{(k_1, k_2)} b^2 a^{(k_1, k_2)} b^3, \ldots$ for $L_4(k_1, k_2)$. That is, $t$ contains all strings from $L_4(k_1, k_2)$ ordered by increasing length. Since $L_4(k_1, k_2)$ is infinite, $t$ indeed constitutes a text for it. Moreover, this text is effectively computable. Furthermore, we refer to $t$ as to the lexicographically ordered text, since the order in which the strings are enumerated coincides with the lexicographical order of all strings from $L_4(k_1, k_2)$. The desired information is provided by the following lemma.

**Lemma 3.1.** Let $G = (G_j)_{j \in \mathbb{N}}$ be any class comprising hypothesis space for $\mathcal{L}$ and let $M$ be any IIM witnessing $\mathcal{L} \in \text{CLIM}$ with respect to $G$. Then we have:

For all $k_2$ there are numbers $k_1, x, j \in \mathbb{N}$ such that

1. $M(t_x) = j$,
2. $\Phi_{k_1}(k_1) > x + 1$ and $\varphi_{k_1}(k_1) \downarrow$,

where $t$ is the lexicographically ordered text of $L_4(k_1, k_2)$.

Suppose the converse. Then there is a $k_2$ such that for all $k_1, x, j$ we have: $M(t_x) = j$ implies $\Phi_{k_1}(k_1) \leq x + 1$ or $\varphi_{k_1}(k_1) \uparrow$. Assuming the latter statement we have the following claim.

**Claim.** Provided the latter statement is true, any program for $M$ may be used to obtain non-effectively an algorithm deciding $\varphi_{k_1}(k_1) \downarrow$.

By assumption, there is a $k_2$ such that for all $k_1, x, j$: If (1) is fulfilled, then either $\Phi_{k_1}(k_1) \leq x + 1$ or $\varphi_{k_1}(k_1) \uparrow$. Using this $k_2$ we can define the following algorithm $A$.

**Algorithm $A$:** "On input $k_1$ execute (A1) and (A2).

(A1) Generate successively the lexicographically ordered text $t$ of $L_4(k_1, k_2)$ and simulate $M$ until the first hypothesis $j$ is produced. Let $x_0$ be the least $x$ such that $M(t_x) = j$.

(A2) Test whether $\Phi_{k_1}(k_1) \leq x_0 + 1$. In case it is, output $\varphi_{k_1}(k_1) \downarrow$. Otherwise, output $\varphi_{k_1}(k_1) \uparrow$ and stop."

First we observe that $M$ has to infer $L_4(k_1, k_2)$ from its lexicographically ordered text $t$. Hence, $M$ should eventually output a hypothesis $j$ when fed $t$. Furthermore, Instruction (A2) can be effectively accomplished, too. Hence, $A$ is an algorithm and the execution of (A1) and (A2) must eventually terminate. Finally, by assumption we immediately obtain the correctness of $A$'s output. This proves the claim. Since the halting problem is algorithmically undecidable, Lemma 3.1 follows.

**Lemma 3.2.** $\mathcal{L} \notin \text{CSMONG}_2$.

Suppose the converse, i.e., there exist a hypothesis space $G = (G_j)_{j \in \mathbb{N}}$ and an IIM $M$ that $\text{CSMONG}_2$–learns $\mathcal{L}$ with respect to $G$. Then we can prove the following lemma.
LEMMA 3.3. Given any hypothesis space $G = (G_j)_{j \in \mathbb{N}}$ and any program for $M$ witnessing $L \in \text{CSMON}_2$, one can effectively construct an algorithm deciding the halting problem.

Let $K = \{k | \varphi_k (k) \downarrow \}$ and let $j_0, j_1, j_2, \ldots$ be any fixed effective enumeration of $K$. We define an algorithm $B$ as follows.

\textbf{Algorithm B:} "On input $k_2$ execute (B1) and (B2).

(B1) For $z = 0, 1, 2, \ldots$ successively compute the lexicographically ordered texts $t_{j_0}^z, t_{j_1}^z, t_{j_2}^z, \ldots, t_{j_r}^z$ for $L_{4(j_0,k_2)}$, $L_{4(j_1,k_2)}$, $\ldots$, $L_{4(j_r,k_2)}$ of length $z + 1$, respectively. Then, dovetail the simulation of $M$ on successive input of each of these initial segments until the first initial segment $t_x^r$ ($r, x < z$) and the first hypothesis $j$ are found such that

\begin{itemize}
  \item [(a1)] $M(t_x^r) = j$,
  \item [(a2)] $\Phi_{j_r}(j_r) > x + 1$.
\end{itemize}

(* By Lemma 3.1, the execution of (B1) has to terminate. *)

(B2) Let $f = (j_r, k_2)$ and $\ell = \Phi_{j_r}(j_r)$. Furthermore, we define $t_{t+y}$ as follows:

\[
\hat{t}_{t+y} = a^f b, \ldots, a^f b^{x+1}, \ldots, a^f b^\ell, a^f b^\ell, a^f b^{\ell+1}, \ldots, a^f b^{t+y}.
\]

For $y = 0, 1, 2, \ldots$ execute in parallel (B1) and (B2) until (B3) or (B4) happens.

\begin{itemize}
  \item [(B1)] Test whether $\Phi_{k_2}(k_2) \leq \ell + y$.
  \item [(B2)] Compute $j_{t+y} = M(\hat{t}_{t+y})$.
  \item [(B3)] $\Phi_{k_2}(k_2) \leq \ell + y$ is verified. Then output "$\varphi_{k_2}(k_2) \downarrow."$
  \item [(B4)] In (B2) a hypothesis $j_{t+y} = M(\hat{t}_{t+y})$ is computed such that $a^f b^{t+1} \in L(G_{j_{t+y}})$. Then output "$\varphi_{k_2}(k_2) \uparrow$" and stop."
\end{itemize}

It remains to show that $B$ terminates on every input, and behaves correctly.

\textbf{Claim 1.} On every input $k_2$, the algorithm $B$ terminates.

As we have already mentioned, by Lemma 3.1 we know that the execution of (B1) has to terminate. Hence, it suffices to show that either (B3) or (B4) happens. Suppose, (B3) does not happen. Then, for all $y \in \mathbb{N}$ we have $\neg \Phi_{k_2}(k_2) \leq \ell + y$. Consequently, $\varphi_{k_2}(k_2) \uparrow$. Therefore, when $y$ tends to infinite, then $t_{t+y}$ converges to a text for $L_{4(j_r,k_2)}$, and hence, $M$ eventually has to output a hypothesis $j_{t+y}$ such that $a^f b^{t+1} \in L(G_{j_{t+y}})$. Thus, (B4) must happen. This proves Claim 1.

\textbf{Claim 2.} Algorithm $B$ works correctly.

Obviously, if (B3) happens then $\varphi_{k_2}(k_2)$ is indeed defined. Suppose, (B4) happens. We have to show that $\varphi_{k_2}(k_2) \uparrow$. Suppose the converse, i.e., $\varphi_{k_2}(k_2) \downarrow$. Thus, $\Phi_{k_2}(k_2)$ converges, too. We distinguish the following cases.

\textbf{Case 1.} The hypothesis $j_{t+y}$ satisfies $L(G_{j_{t+y}}) = L_{4(j_r,k_2)}$. 

Then M fails to infer \( L_{4(j_r,k_2)}+2 \) strongly-monotonically. This can be seen as follows. Since \((\beta 3)\) did not happen, we have \( \Phi_{k_2}(k_2) > \ell + y \). Hence, \( \hat{t}_{\ell+y} \) is an initial segment of a text for \( L_{4(j_r,k_2)} \) and of a text \( \tilde{t} \) for \( L_{4(j_r,k_2)}+2 \). On the other hand, when successively fed \( t \), the IMM sometimes outputs \( j_{\ell+y} \) and \( L(G_{j_{\ell+y}}) = L_{4(j_r,k_2)} \). Since \( L_{4(j_r,k_2)} \not\subseteq L_{4(j_r,k_2)}+2 \), we directly see that M violates the strong-monotonicity constraint.

**Case 2.** The hypothesis \( j_{\ell+y} \) does not satisfy \( L(G_{j_{\ell+y}}) = L_{4(j_r,k_2)} \).

Then, M fails to learn \( L \) with at most two mind changes. Recall that M has already generated the guesses \( j \) and \( j_{\ell+y} \) when successively fed \( \hat{t}_{\ell+y} \). First, we show that \( j \neq j_{\ell+y} \). Suppose to the contrary that \( j = j_{\ell+y} \). Remember that \( \ell = \Phi_{j_r}(j_r) \). Then M fails to infer \( L_{4(j_r,k_2)}+1 \) strongly-monotonically. This can be seen as follows. By construction, \( a^i b^{\ell+1} \in L(G_{j_{\ell+y}}) \), and hence, \( a^i b^{\ell+1} \in L(G_{j_r}) \). But \( j = M(t_{\ell+y}) \), and \( x < \ell \). Therefore, \( t_{\ell+y} \) is an initial segment of some text for \( L_{4(j_r,k_2)+1} \), too. On the other hand, \( a^i b^{\ell+1} \notin L_{4(j_r,k_2)+1} \). Consequently, \( L(G_j) \not\subseteq L_{4(j_r,k_2)+1} \), a contradiction.

Finally, since \( j \neq j_{\ell+y} \), M has already performed at least one mind change when successively fed \( \hat{t}_{\ell+y} \). Moreover, \( \Phi_{k_2}(k_2) = m > \ell + y \), since \((\beta 3)\) did not happen. Hence, \( \hat{t}_{\ell+y} \) is an initial segment of a text for \( L_{4(j_r,k_2)} \) as well as for \( L_{4(j_r,k_2)+3} \). In accordance with \( C \)'s definition we additionally have \( L_{4(j_r,k_2)} \subseteq L_{4(j_r,k_2)+3} \). Thus, we may extend \( \hat{t}_{\ell+y+m} \) with \( a^i b^{\ell+y+1}, a^i b^{\ell+y+2}, \ldots \) until M learns \( L_{4(j_r,k_2)} \). This forces M to change its mind again. Afterwards, we present \( a^i b^{\ell+m} \), and hence, one more mind change has to occur. Thus, \( L \not\in \text{CSMON}_2 \). This contradiction proves Claim 2. Thus, Lemma 3.3 is shown, and Lemma 3.2 follows.

Note that the proof of the latter theorem directly allows the following corollary.

**Corollary 3.6.** \( \text{EMON}_1 \setminus \text{SMON} \neq \emptyset \).

### 3.2. Monotonic Inference

This subsection deals with monotonic inference, and possible relaxations of the monotonicity requirement. But there is a peculiarity which we point out with the following theorem.

**Theorem 3.7.** \( \lambda \text{LIM}_1 = \lambda \text{MON}_1 \) for all \( \lambda \in \{E, \varepsilon, C\} \).

**Proof.** Here, we discuss exact learning, only. The same idea applies *mutatis mutandis* to handle the remaining cases. By definition \( \text{EMON}_1 \subseteq \text{ELIM}_1 \). Now, let \( L \) be an indexed family and M be an IMM which \( \text{ELIM}_1 \)-identifies \( L \). It suffices to show that M fulfills the monotonicity constraint as well. In the worst case, M performs at most one mind change, say from \( j \) to \( k \), when fed any text \( t \) for any \( L \in \text{range}(L) \). Since M learns \( L \) from \( t \), we have \( L_k = L \). Therefore, \( L_j \cap L \subseteq L_k \cap L = L \) no matter whatever \( L_j \) is.

Next we show that the monotonicity constraint can be traded versus efficiency. This is even true, if the relaxation is as weak as possible, i.e., if the requirement to learn monotonically is relaxed to weak-monotonic inference.
THEOREM 3.8. For every \( n \in \mathbb{N}, n \geq 2 \), there is an indexed family \( \mathcal{L} \) such that
\( \mathcal{L} \in (EMON_{n+1} \cap EWMON_n) \setminus CMON_n \).

PROOF. For the sake of presentation, we consider the case \( n = 2 \). The extension
to all \( n \geq 3 \) may be easily obtained by applying the lifting technique of Lange and
Zeugmann [29]. The desired indexed family is defined as follows. Initially, we set \( L_0 = \{a\}^+ \). For all \( k \in \mathbb{N} \), we set \( L_{3k+1} = L_0 \cup \{a^kb\} \). In order to define the remaining
languages we distinguish the following cases:

Case 1. \( \varphi_k(k) \uparrow \)
We set \( L_{3k+3} = L_{3k+2} = L_{3k+1} \).

Case 2. \( \varphi_k(k) \downarrow \)
Then, let \( m = \Phi_k(k) \), and let \( \hat{L}_k = \{a^z \mid 1 \leq z \leq m\} \cup \{a^kb\} \).
We set \( L_{3k+2} = \hat{L}_k \cup \{a^kc^m\} \), and \( L_{3k+3} = \hat{L}_k \cup \{a^kc^m, a^kd^m\} \).

After a bit of reflection it is not hard to see that \( \mathcal{L} = (L_j)_{j \in \mathbb{N}} \) is an indexed family.

Claim 1. \( \mathcal{L} \in EMON_3 \).

We define the desired IIM \( M \) as follows. Let \( L \in \text{range}(\mathcal{L}) \), let \( t \in \text{text}(L) \), and let \( x \in \mathbb{N} \).

IIM \( M \): “On input \( t_x \) do the following: As long as \( t_x^+ \subseteq L_0 \), output the hypothesis 0,
and request the next input.
Otherwise, goto (A).

(A) If \( a^kb \in t_x^+ \) for some \( k \in \mathbb{N} \), then determine \( k \) and goto (B).
Otherwise, repeat the guess 0, and request the next input.

(B) If \( a^kd^m \in t_x^+ \) for some \( m \in \mathbb{N} \), then output \( 3k + 3 \), and request the next
input.
If \( a^kc^m \in t_x^+ \) for some \( m \in \mathbb{N} \), then output \( 3k + 2 \).
Otherwise, output \( 3k + 1 \), and request the next input.”

Obviously, \( M \) monotonically infers \( \mathcal{L} \). In the worst case, \( M \) changes its mind three
times, namely it outputs successively the hypotheses 0, \( 3k + 1 \), \( 3k + 2 \), and \( 3k + 3 \). Since
\( L_0 \cap L_{3k+2} = L_0 \cap L_{3k+3} \subseteq L_{3k+1} \cap L_{3k+2} = L_{3k+1} \cap L_{3k+3} \subseteq L_{3k+2} \cap L_{3k+3} \), it is easy
to verify that each of these mind changes satisfies the monotonicity requirement. This
proves Claim 1.

Claim 2. \( \mathcal{L} \in EWMON_2 \).

The desired IIM is defined as follows. Let \( L \in \text{range}(\mathcal{L}) \), let \( t \in \text{text}(L) \), and let \( x \in \mathbb{N} \).

IIM \( M \): “On input \( t_x \) do the following: As long as \( t_x^+ \subseteq L_0 \) output the hypothesis 0,
and request the next input.
Otherwise, goto (A).
(A) If $a^kb \in t^+_x$ for some $k \in \mathbb{N}$, then determine $k$ and goto (B). Otherwise, repeat
the guess 0, and request the next input.

(B) As long as $t^+_x \subseteq L_{3k+2}$ output $3k + 2$, and request the next input.
Otherwise, execute Instruction (C).

(C) If $a^kd^m \in t^+_x$ for some $m \in \mathbb{N}$ output $3k + 3$, and request the next input.
Otherwise, output $3k + 1$, and request the next input.

Obviously, $M$ weak-monotonically infers $L$. Thereby, $M$ changes its mind at most
twice. This proves Claim 2.

Note that the IIM $M$ defined in the latter proof may subsequently output the
hypotheses 0, $3k + 2$, and $3k + 1$ when fed a text for $L_{3k+1}$. It is easy to verify that the
first mind change violates the monotonicity requirement. Moreover, it is easy to argue
that $L \not\in E\text{MON}_2$. But again, we show a slightly stronger result.

Claim 3. $L \not\in C\text{MON}_2$.

Suppose there are a hypothesis space $G$ and an IIM $M$ such that $M \in C\text{MON}_2$—learns
$L$ with respect to $G$. By assumption, $M$, in particular, infers the language $L_0$ from its
text $t = a, a^2, a^3, \ldots$ Thus, there has to be a least index $z$ such that $M(t_z) = j$ and
$L(G_j) = L_0$. Given this index $z$ the following recursive predicate $\psi$ solves the halting
problem.

Let $k \in \mathbb{N}$; the desired predicate $\psi$ is defined as follows.

$$\psi(k) = \text{"Test whether or not } \Phi_k(k) \leq z + 1. \text{ In case it is, output 1.}
\text{ Otherwise, execute Instructions (A) and (B).}$$

(A) For $x = 0, 1, 2, \ldots$ simulate $M$, when fed
$$\hat{t}_{z+1+x} = a, \ldots, a^{z+1}, a^kb, a, \ldots, a^z,$$
until the first $y$ is found such that
$$j_{z+1+y} = M(\hat{t}_{z+1+y}) \text{ and } a^kb \in L(G_{j_{z+1+y}}).$$

(B) Test whether or not $\varphi_k(k) \leq z + 1 + y$. In case it is, output 1.
Otherwise, output 0.

Obviously, if $x$ tends to infinite then the limit $\hat{t}$ of $\hat{t}_{z+1+x}$ constitutes a text for
$L_{3k+1}$. Since $M$ has to infer the language $L_{3k+1}$ from $\hat{t}$, it is easy to verify that the
procedure defined above terminates for every $k \in \mathbb{N}$. Hence, $\psi$ is recursive. It remains
to show that $\varphi_k(k)$ is undefined, if $\psi(k) = 0$. Suppose the converse, i.e., $\psi(k) = 0$ as
well as $\varphi_k(k)$ is defined. Therefore, $\Phi_k(k) = m > z + 1 + y$.

Recall that $M$ has already performed at least one mind change when fed $\hat{t}_{z+1+y}$,
namely from $j$ to $j_{z+1+y}$. Since $M$ monotonically infers $L_{3k+1}$ from $\hat{t}$ and $a^kb \in
L(G_{j_{z+1+y}})$, we obtain $L(G_{j_{z+1+y}}) \supset L_{3k+1}$. Otherwise, $M$ violates the monotonicity
constraint when inferring $L_{3k+1}$ from its text $\hat{t}$. Consequently, $L(G_{j_{z+1+y}}) \neq L_{3k+2}$.
Now, taking $L'$s definition into account, it follows that $\hat{t}_{z+1+y}$ may also serve as an
initial segment of a text for the language $L_{3k+2}$ because $\Phi_k(k) = m > z + 1 + y$. Finally,
since $L_{3k+2} \subseteq L_{3k+3}$, it is easy to verify that $\hat{t}_{z+1+y}$ can be extended to a text for $L_{3k+3}$ such that $M$ has to perform at least two additional mind changes in order to infer $L_{3k+3}$ from this particular text. This contradicts our assumption that $M$ monotonically infers $L$ with at most two mind changes. Therefore, $\varphi_k(k)$ is undefined, if $\psi(k) = 0$. Consequently, the recursive predicate $\psi$ solves the halting problem for the $\varphi$-system. □

Refining mutatis mutandis the latter proof analogously as the demonstration of Theorem 3.2 has been extended to show Theorem 3.5, one obtains the following result.

**THEOREM 3.9.** For every $n \in \mathbb{N}$, $n \geq 2$, there is an indexed family $L$ such that

$L \in (EMON_{n+1} \cap EWMON_2) \setminus CMON_n$.

**PROOF.** We present an indexed family which witnesses the desired separation in the $n = 3$ case. This may help to illustrate how the family used in the proof of Theorem 3.8 has to be modified. We define:

$L_0 = \{a\}^+$ and $L_{4(k_1,k_2)+1} = L_0 \cup \{a^{(k_1,k_2)}b\}$ for all $k_1, k_2 \in \mathbb{N}$. In order to define the remaining languages of $L$ we distinguish the following cases.

**Case 1.** $\varphi_{k_1}(k_1)$ ↑

Then we set $L_{4(k_1,k_2)+2} = L_{4(k_1,k_2)+3} = L_{4(k_1,k_2)+4} = L_{4(k_1,k_2)+1}$.

**Case 2.** $\varphi_{k_1}(k_1)$ ↓ and $\varphi_{k_2}(k_2)$ ↑

Then, let $\ell = \Phi_{k_1}(k_1)$, and $\hat{L}_{(k_1,k_2)} = \{a^z \mid 1 \leq z \leq \ell\} \cup \{a^{a(k_1,k_2)b}\}$.

We set $L_{4(k_1,k_2)+2} = L_{4(k_1,k_2)+3} = L_{4(k_1,k_2)+4} = \hat{L}_{(k_1,k_2)} \cup \{a^{(k_1,k_2)c^f}\}$.

**Case 3.** $\varphi_{k_1}(k_1)$ ↓ and $\varphi_{k_2}(k_2)$ ↓

Then, let $\ell = \Phi_{k_1}(k_1)$, $m = \Phi_{k_2}(k_2)$, and $\hat{L}_{(k_1,k_2)} = \{a^z \mid 1 \leq z \leq \ell\} \cup \{a^{(k_1,k_2)b}\}$.

We set $L_{4(k_1,k_2)+2} = \hat{L}_{(k_1,k_2)} \cup \{a^{(k_1,k_2)c^f, d^f+m}\}$, $L_{4(k_1,k_2)+3} = \hat{L}_{(k_1,k_2)} \cup \{a^{(k_1,k_2)c^f, a^{(k_1,k_2)d^f+m}\}$, and $L_{4(k_1,k_2)+4} = \hat{L}_{(k_1,k_2)} \cup \{a^{(k_1,k_2)c^f, a^{(k_1,k_2)d^f+m}, a^{(k_1,k_2)e^f+m}}\}$.

Again, it is easy to see that $L = (L_j)_{j \in \mathbb{N}}$ constitutes an indexed family. □

The latter theorems allow the following interpretation. Removing the constraint to learn monotonically may considerably increase the efficiency of the learning process.

Next, we ask whether the overall insight achieved for strong-monotonic and monotonic learning extends to dual strong-monotonic and dual monotonic learning. This is indeed the case as the following two subsections show.

### 3.3. Dual Strong-Monotonic Learning

First of all recall that $SMON^d = LIM_0 = ELIM_0$ (cf. Proposition 2.3). Consequently, a relaxation of the dual strong-monotonicity constraint may only improve the efficiency of learning, if class comprising hypothesis spaces are admissible. Our next theorem impressively shows that even the weakest possible relaxation, namely allowing to use dual monotonic IIMs instead of dual strong-monotonic machines, may yield a
considerable speed-up.

**THEOREM 3.10.** For every \( n \in \mathbb{N}^+ \) there exists an indexed family \( \mathcal{L} \) such that
\[
\mathcal{L} \in (\text{CSMON}^d_{n+1} \cap \text{EWMON}^d_1) \setminus \text{CSMON}^d_n.
\]

**PROOF.** It turns out that our main proof technique, namely incorporating a non-recursive but recursively enumerable problem in the definition of the target indexed families, applies *mutatis mutandis* to show the theorem on hand. Therefore, we restrict ourselves to give some insights how to handle the \( n = 1 \) case.

Without loss of generality, we may assume that \( \Phi_j(j) \geq 1 \) for all \( j \in \mathbb{N} \). For all \( k_1, k_2 \in \mathbb{N} \), we set \( L_3(k_1,k_2) = \{a^{(k_1,k_2)}_1b^z \mid z \in \mathbb{N}^+\} \). The remaining languages are defined as follows.

**Case 1.** \( \varphi_{k_1}(k_1) \uparrow \)
Then \( L_3(k_1,k_2)+1 = L_3(k_1,k_2)+2 = L_3(k_1,k_2) \).

**Case 2.** \( \varphi_{k_1}(k_1) \downarrow \) and \( \varphi_{k_2}(k_2) \uparrow \)
Then, let \( \ell = \Phi_{k_1}(k_1) \). We set
\[
L_3(k_1,k_2)+1 = L_3(k_1,k_2)+2 = \{a^{(k_1,k_2)}_1b^z \mid 1 \leq z \leq \ell\} \cup \{a^{(k_1,k_2)}_2c^i\}.
\]

**Case 3.** \( \varphi_{k_1}(k_1) \downarrow \) and \( \varphi_{k_2}(k_2) \downarrow \)
Then, let \( \ell = \Phi_{k_1}(k_1) \), and \( m = \Phi_{k_2}(k_2) \).
We set \( L_3(k_1,k_2)+1 = \{a^{(k_1,k_2)}_1b^z \mid 1 \leq z \leq \ell\} \cup \{a^{(k_1,k_2)}_2c^i, a^{(k_1,k_2)}_2c^{\ell+m}\} \), and \( L_3(k_1,k_2)+2 = \{a^{(k_1,k_2)}_1b^z \mid 1 \leq z \leq \ell\} \cup \{a^{(k_1,k_2)}_2c^i, a^{(k_1,k_2)}_2d^{\ell+m}\} \).

Similar to the demonstration of Theorem 3.5, \( \mathcal{L} \in \text{EMON}^d_1 \setminus \text{CSMON}^d_1 \) can be easily shown. In order to verify \( \mathcal{L} \in \text{CSMON}^d_2 \) the choice of the underlying hypothesis space is of particular importance. Assume the following hypothesis space \( \hat{\mathcal{L}} = (\hat{L}_j)_{j \in \mathbb{N}} \). For all \( k_1, k_2 \in \mathbb{N} \), let \( \hat{L}_3(k_1,k_2)+z = L_3(k_1,k_2)+z \) for all \( z \in \{0,1,2\} \), and \( \hat{L}_3(k_1,k_2)+3 = \bigcup_{z \in \{0,1,2\}} L_3(k_1,k_2)+z \), and \( \hat{L}_3(k_1,k_2)+4 = \bigcup_{z \in \{1,2\}} L_3(k_1,k_2)+z \).

Finally, it is not hard to design an IIM \( M \) which \( \text{CSMON}^d_2 \)-learns \( \mathcal{L} \) with respect to \( \hat{\mathcal{L}} \). We omit the details. \( \square \)

### 3.4. Dual Monotonic Learning

When dealing with dual-monotonic inference we have to take the following peculiarity into consideration. Applying the same idea as in the proof of Theorem 3.7 one directly obtains:

**THEOREM 3.11.** \( \lambda \text{IM}_1 = \lambda \text{MON}^d_1 \) for all \( \lambda \in \{E, \varepsilon, C\} \).

Furthermore, removing the requirement to learn dual monotonically may allow the design of IIMs which learn much more efficiently.

**THEOREM 3.12.** For every \( n \in \mathbb{N} \), \( n \geq 2 \), there is an indexed family \( \mathcal{L} \) such that \( \mathcal{L} \in (\text{EMON}^d_{n+1} \cap \text{EWMON}^d_1) \setminus \text{CMON}^d_n \).

**PROOF.** Notice that the same families witnessing the corresponding speed-up for
monotonic learning can be used to prove the desired separations. To see this, we investigate the $n = 2$ case in some more detail. Recall the definition of the family $\mathcal{L}$ used in the proof of Theorem 3.8. By definition, $L_0 = \{a\}^+$ and $L_{3k+1} = L_0 \cup \{a^kb\}$ for all $k \in \mathbb{N}$. Moreover, the remaining languages are defined as follows.

Case 1. $\varphi_k(k) \uparrow$

We set $L_{3k+3} = L_{3k+2} = L_{3k+1}$.

Case 2. $\varphi_k(k) \downarrow$

Then, let $m = \Phi_k(k)$, and let $L_k = \{a^z \mid 1 \leq z \leq m\} \cup \{a^kb\}$.

We set $L_{3k+2} = L_k \cup \{a^km\}$, and $L_{3k+3} = L_k \cup \{a^cm, a^kdm\}$.

Within the proof of Theorem 3.8 we have already shown that $\mathcal{L} \in EWMON_2$. Since every weak-monotonic IIM $\hat{M}$ can be transformed into a dual weak-monotonic IIM which performs at most as many mind changes as $\hat{M}$ does (cf. Lange, Zueggmann and Kapur [32]), it follows $\mathcal{L} \in EWMOND_2$. Moreover, it is not hard to verify that the IIM $M$ used in the demonstration of $\mathcal{L} \in EMON_3$ behaves dual monotonically, too.

Finally, $\mathcal{L} \not\in CMOND_2$ can be shown by reducing the halting problem to $\mathcal{L} \in CMOND_2$. Suppose to the contrary that there are a hypothesis space $\mathcal{G}$ and an IIM $M$ such that $M \in CMOND_2$-learns $\mathcal{L}$ with respect to $\mathcal{G}$. By assumption, $M$, in particular, infers the language $L_0$ from its text $t = a, a^2, a^3, \ldots$ Consequently, there has to be a least index $z$ such that $M(t_z) = j$ and $L(G_j) = L_0$. Given $k$ and $z$, simulate $M$ when fed $L_{3k+1}$'s text $\tilde{t} = t_z, a^kb, a, a^2, \ldots$ Obviously, $M$ has to change its mind when fed $\tilde{t}$. Now, let $r \in \mathbb{N}$ be the least index such that $M(t_z) \neq M(\tilde{t}_{z+r})$. It suffices to show that the following recursive predicate $\xi$ may be used to decide whether or not $\varphi_k(k)$ is defined. Let $k \in \mathbb{N}$. We define:

$\xi(k) = \begin{cases} 1 & \text{Given } z \text{ and } r; \text{ test whether or not } \Phi_k(k) \leq z + r + 1. \text{ In case it is, output 1.} \\ 0 & \text{Otherwise, output 0 and stop.} \end{cases}$

It remains to show that $\varphi_k(k)$ is undefined if $\xi(k) = 0$. Suppose the converse, i.e., $\xi(k) = 0$ but $\varphi_k(k)$ is defined. Therefore, $\Phi_k(k) = m > z + r + 1$.

Suppose the best case, i.e., $M$ has performed exactly one mind change when fed $\tilde{t}_{z+r}$. By definition of $\mathcal{L}$, the segment $\tilde{t}_{z+r}$ may serve as an initial segment of a text for each of the pairwise disjoint languages $L_{3k+2}, L_{3k+1}, L_{3k+3}$. Since $L_{3k+2} \subset L_{3k+3}$, it is easy to see that $M$'s second guess has to be $L_{3k+2}$. Otherwise, one can easily define a text for $L_{3k+3}$ on which $M$ needs more than two mind changes in order to infer $L_{3k+3}$. On the other hand, $M$ dual monotonically infers $L_{3k+1}$ from $\tilde{t}$. Therefore, $M$'s second guess has to be different from $L_{3k+2}$, since otherwise $a^kcm \not\in co-L_0 \cap co-L_{3k+1}$, but $a^kcm \not\in co-L_{3k+2} \cap co-L_{3k+1}$. Consequently, $M$ either fails to work dual monotonically or it needs more than two mind changes, a contradiction. Hence, the predicate $\xi$ solves the halting problem.

The following subsections are devoted to weak-monotonic inference and dual weak-monotonic learning.
3.5. Weak-Monotonic Learning

Next we consider weak-monotonic learning. Possible relaxations include learning in the limit. However, less is known. First, Theorem 3.7 directly implies $ELIM_1 = EWMON_1$ as well as $LIM_1 = WMON_1$, since every monotonic IIM that learns exactly and class preservingly, respectively, is weak-monotonic, too (cf. Lange and Zeugmann [28]). However, it remains open whether or not $CLIM_1 = CWMON_1$. Nevertheless, we succeeded to obtain results that shed considerable light on the power of learning with at most one mind change.

**Theorem 3.13.**

1. $MON_1 \setminus EWMON \neq \emptyset$,
2. $ELIM_2 \setminus WMON \neq \emptyset$,
3. $CMON_1 \setminus WMON \neq \emptyset$.

**Proof.** Lange and Zeugmann [29] proved $LIM_1 \setminus EWMON \neq \emptyset$, and recently Lange [26] shows $CLIM_1 \setminus WMON \neq \emptyset$. Combining these results with Theorem 3.7 we directly get Assertion (1) and (3). Finally, for a proof of Assertion (2) we refer the reader to Lange [26].

Consequently, relaxing the weak-monotonicity constraint may considerably increase the inference capabilities. However, the latter theorem dealt with indexed families that are themselves not weak-monotonically learnable. Therefore, it is only natural to ask whether or not there are indexed families that can be weak-monotonically inferred within an a priori bounded number of mind changes and that are learnable in the limit with less mind changes. The affirmative answer is provided by our next theorem. In particular, we show that unconstrained IIMs may be much more efficient than weak-monotonic machines. In Kinber [25] a similar result concerning the learnability of classes of recursively enumerable languages has been shown. We modify the construction underlying Kinber’s proof in order to achieve the following result.

**Theorem 3.14.** For every $n \in \mathbb{N}$, $n \geq 2$, there is an indexed family $\mathcal{L}$ such that $\mathcal{L} \in (ELIM_2 \cap CWMON_{n+1}) \setminus CWMON_n$.

**Proof.** Assume any $n \geq 2$. Let $s_0, s_1, s_2, \ldots$ be the lexicographical enumeration of all strings over the underlying terminal alphabet $\Sigma = \{a, b\}$. Given any string $s \in \Sigma^*$ we denote by $\#(s)$ the unique index $m$ such that $s_m = s$. Moreover, assume any standard enumeration $M_0, M_1, M_2, \ldots$ of all inductive inference machines which accept finite sequences of strings from $\Sigma^*$ as input. Without loss of generality, we may assume that each of these IIMs, when fed any finite sequence of strings from $\Sigma^*$, either outputs a guess or requests the next input (cf. Gold [17]).

Conceptually, the underlying idea is as follows: Given any $j \in \mathbb{N}$, we define a particular family $\mathcal{L}^j$ such that either $M_j$ fails to learn $\mathcal{L}^j$ in a weak-monotonic fashion or $M_j$ needs more than $n$ mind changes. Obviously, in order to show that $M_j$ violates
the weak-monotonicity constraint some a priori knowledge about the semantics of \( M_j \)'s hypotheses is required. In order to provide this knowledge we choose the following approach.

Let \( \varphi_0, \varphi_1, \varphi_2, \ldots \) be any acceptable programming system, and let \( \Phi_0, \Phi_1, \Phi_2, \ldots \) be any fixed associated complexity measure (cf. Section 2). For every \( z \in \mathbb{N} \), let \( L(\varphi_z) = \{ s_m \mid m \in \mathbb{N}, \varphi_z(m) \downarrow, \varphi_z(m) = 1 \} \). Then, we use \( G = (L(\varphi_j))_{j \in \mathbb{N}} \), as the universal hypothesis space, i.e., if any of the enumerated IIMs outputs a hypothesis, say \( k \), then we interpret it to mean that the IIM is guessing the language \( L(\varphi_k) \). The following lemma guarantees that this approach is successful.

**Lemma 3.4.** Let \( \mathcal{L} \) be any indexed family over the terminal alphabet \( \Sigma \), and \( \hat{M} \) be any IIM which CLIM—identifies \( \mathcal{L} \) with respect to an admissible hypothesis space \( \hat{G} = (\hat{G}_z)_{z \in \mathbb{N}} \). Then, there exists an IIM \( M \) which infers \( \mathcal{L} \) with respect to the universal hypothesis space \( G \).

Recall that membership is uniformly decidable in \( \hat{G} \). For every \( z \in \mathbb{N} \), we define the recursive predicate \( f_z \) as follows. For all \( m \in \mathbb{N} \) we set \( f_z(m) = 1 \) if and only if \( s_m \in L(\hat{G}_z) \). Hence, \( f_0, f_1, f_2, \ldots \) defines an effective enumeration of recursive predicates. Since \( \varphi_0, \varphi_1, \varphi_2, \ldots \) is an acceptable programming system, there exists a recursive compiler \( c \) such that \( f_z = c(\varphi_z(z)) \) for all \( z \in \mathbb{N} \). Finally, given this particular compiler \( c \) one can easily define an IIM \( M \) which learns \( \mathcal{L} \) with respect to \( G \). Therefore, let \( L \in \text{range}(c), t \in \text{text}(L), \) and \( x \in \mathbb{N} \).

**IIM \( M \):** "Simulate \( \hat{M} \) when fed \( tx \). If \( \hat{M} \) outputs a guess, say \( z \), then output \( c(z) \). Otherwise, output nothing, and request the next input."

Obviously, \( M \) learns \( \mathcal{L} \) as required. Note that the above transformation guarantees that any additional constraint \( \hat{M} \) satisfies, e.g., any of the defined monotonicity constraints or even any requirement on the maximal number of mind changes \( \hat{M} \) is allowed to perform, is satisfied by \( M \) as well. This proves Lemma 3.4.

Let \( j \in \mathbb{N} \). The following procedure \( \mathcal{P} \) is used to define the family \( \mathcal{L}^j = (L(j,k))_{k \in \mathbb{N}} \) in a way such that \( M_j \) fails to learn \( \mathcal{L}^j \) as required. Thereby, the language \( L_{(j,0)} \) is specified via its characteristic function \( f_{(j,0)} \) as a finite subset of \( \{ a^{j+1} b^m \mid m \in \mathbb{N} \} \). Therefore, it suffices to determine \( f_{(j,0)}(a^{j+1} b^m) \) for all \( m \in \mathbb{N} \). Additionally, all the remaining languages \( L_{(j,k)}, k \geq 1 \), either equal the singleton language \( \{ b \} \) or form a proper subset of \( L_{(j,0)} \).

**Procedure \( \mathcal{P} \)**

Given \( j \in \mathbb{N} \), set initially \( f_{(j,0)}(a^{j+1}) = 1, m = 1, \) and \( W = \{ \#(a^{j+1}) \} \).

**Stage 0:** Given \( m \), and \( W \) proceed as follows: Test whether or not \( M_j \), when fed \( t_{m-1} = a^{j+1}, \ldots, a^{j+1} \) \( m \)-times outputs a guess. In case it does, execute Instruction (A). Otherwise, goto (B).

(A) Set \( f_{(j,0)}(a^{j+1} b^m) = 1 \), and \( L_{(j,m)} = \{ b \} \). Furthermore, set \( \text{inp} = t_{m-1} \),
max = m, W = W ∪ \{\#(a^{j+1}b^{max})\}, and m = m + 1. Goto Stage 1.

(B) Set f_{(j,0)}(a^{j+1}b^m) = 0, and L_{(j,m)} = \{b\}. Finally, set m = m + 1, and stay in Stage 0.

(* Notice that, in case P never leaves Stage 0, L_{(j,0)} = \{a^{j+1}\} but M_j never outputs a guess when fed L_{(j,0)}’s text \(t = a^{j+1}, a^{j+1}, \ldots\) *)

Stage \(z\) \(z \leq n\): (* Recall that \(n\) is the number of allowed mind changes. *) Given \(m, max, inp,\) and \(W\) proceed as follows:

Determine \(t_{m-1} = inp, a^{j+1}b^{max}, \ldots, a^{j+1}b^{max}\). Test whether or not \(M_j(inp) \neq M_j(t_{m-1})\). In case it does, goto (A).

Otherwise, determine \(p = M_j(inp)\). Test whether or not \(\Phi_p(r) \leq m\) for all \(r \in W\). If not, follow Instruction (B).

In case it is, test for all \(r \in W\) whether or not \(\varphi_p(r) = 1\). If yes, then goto (C).

Otherwise, execute Instruction (B) as well.

(A) Set f_{(j,0)}(a^{j+1}b^m) = 1, and L_{(j,m)} = \{b\}. Additionally, set \(inp = t_{m-1}, max = m, W = W ∪ \{\#(a^{j+1}b^{max})\},\) and \(m = m + 1\). Goto Stage \(z + 1\).

(* Notice that \(inp\) forms an initial segment of a text for the finite language \(L = \{a^{j+1}b^m | m \leq max - 1\} \cap L_{(j,0)}\) on which \(M_j\), when successively fed it, performs \(z\) mind changes. *)

(B) Set f_{(j,0)}(a^{j+1}b^m) = 0, and L_{(j,m)} = \{b\}. Do not change \(max\) and \(inp\). Furthermore, set \(m = m + 1\), and stay in Stage \(z\).

(C) Set f_{(j,0)}(a^{j+1}b^m) = 0, and L_{(j,m)} = \{b\}. Finally, set \(m = m + 1\), and goto Stage \(n + 1\).

(* Notice that, in case P never leaves Stage \(z\), \(L_{(j,0)} = inp^+ \cup \{a^{j+1}b^{max}\},\) and \(M_j\), when fed the text \(t = inp, a^{j+1}b^{max}, a^{j+1}b^{max}, \ldots\) for \(L_{(j,0)}\), converges to \(p = M_j(inp)\). *)

Stage \(n + 1\): Given \(m, inp,\) and \(max\) proceed as follows: Set \(f_{(j,0)}(a^{j+1}b^k) = 0\) and set \(L_{(j,k)} = L_{(j,0)} \setminus \{a^{j+1}b^{max}\} = inp^+\) for all \(k \geq m\). This finishes the construction of the family \(L^j\).

Since \(M_j\) is an IIM and the predicate ‘\(\Phi_i(x) \leq y\)’ is recursive, it is not hard to verify that \(L^j\) constitutes an indexed family.

Finally, the target indexed family is defined as \(L = (L_{(j,k)})_{j, k \in \IN},\) i.e., the canonical enumeration of all families \(L^j\).

**Lemma 3.5.** \(L \notin CWMON_n\).

Suppose to the contrary that \(L \in CWMON_n\). Hence, there are an IIM \(\hat{M}\) and an admissible hypothesis space \(\hat{G}\) such that \(\hat{M}\) CWMON\(_n\)-identifies \(L\) with respect to \(\hat{G}\). By Lemma 3.4 there is an IIM \(M_j\) such that \(M_j\) weak-monotonically infers \(L\) with
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respect to the universal hypothesis space \( G \). Thereby, \( M_j \) performs at most \( n \) mind changes.

Claim 1. For all \( z \leq n \), \( \mathcal{P} \) leaves Stage \( z \).

Suppose the converse. First, let \( z = 0 \). As already mentioned, if \( \mathcal{P} \) never leaves Stage 0, then \( L_{(j,0)} = \{a^{j+1}\} \). Moreover, \( M_j \) never outputs a guess, when successively fed the uniquely defined text for \( L_{(j,0)} \). Hence, \( M_j \) fails to learn \( L_{(j,0)} \), a contradiction. Second, let 0 \( \leq z < n \). Suppose that \( \mathcal{P} \) has successfully finished Stage \( z \), but it never leaves Stage \( z + 1 \). Let \( inp \) and \( max \) be given as defined when \( \mathcal{P} \) is entering Stage \( z + 1 \). By \( \mathcal{P} \)'s definition, \( L_{(j,0)} = inp \cup \{a^{j+1}b^{max}\} \) and \( M_j \), when fed \( L_{(j,0)} \)'s text \( t = inp, a^{j+1}b^{max}, a^{j+1}b^{max}, \ldots \) converges to \( p \). Since \( M_j \) learns \( L_{(j,0)} \), \( L(\varphi_p) = L_{(j,0)} \). Obviously, this implies \( \varphi_p(\#(w)) = 1 \) for all \( w \in L_{(j,0)} \). Consequently, \( \mathcal{P} \) sometimes execute Instruction (C). Thus, \( \mathcal{P} \) would leave Stage \( z + 1 \), a contradiction. This proves Claim 1.

Furthermore, by assumption, \( M_j \) is a weak-monotonic IIM. Hence, \( M_j \) never outputs an overgeneralized hypothesis. This implies directly that \( \mathcal{P} \) never leaves some Stage \( z \), for some 1 \( \leq z \leq n \), via Instruction (C). Together with Claim 1 we obtain that \( \mathcal{P} \) leaves every Stage via Instruction (A).

Thus, if \( \mathcal{P} \) is entering Stage \( n + 1 \), a finite sequence of strings \( inp \) has been found such that \( M_j \) changes its mind \( n \) times when fed \( inp \). Let \( M_j(inp) = p \). By construction, \( inp \cup \{a^{j+1}b^{max}\} \subseteq L_{(j,0)} \). Now, consider any text \( t \) for \( L_{(j,0)} \) having the prefix \( inp \). Since the finite language \( inp \cup \{a^{j+1}b^{max}\} \) belongs to \( \mathcal{L}^j \) as well, we may conclude \( L(\varphi_p) \neq L_{(j,0)} \). Otherwise, \( M_j \) has generated an overgeneralized hypothesis when fed an initial segment of a text for the language \( inp \cup \{a^{j+1}b^{max}\} \). Consequently, \( M_j \) has to perform at least \( n + 1 \) mind changes when inferring \( L_{(j,0)} \) from \( t \).

Finally, the IIM \( M_j \) fails to learn the subfamily \( \mathcal{L}^j \) with at most \( n \) mind changes. Hence, due to the choice of \( M_j \), in particular \( \mathcal{M} \) does not witness \( \mathcal{L}^j \in CWMON_n \). Consequently, \( \mathcal{M} \) does not \( CWMON_n \)-identify \( \mathcal{L} \), a contradiction. This finishes the proof of Lemma 3.5.

Lemma 3.6. \( \mathcal{L} \in CWMON_{n+1} \).

Taking \( \mathcal{L} \)'s definition into account it is not hard to see that \( \mathcal{L} \) contains exclusively finite languages having a cardinality less than or equal to \( n + 2 \). This immediately implies \( \mathcal{L} \in CWMON_{n+1} \), since the whole family of all finite languages of cardinality of at most \( n + 2 \) belongs to \( CWMON_{n+1} \) (cf. Lange and Zeugmann [29]). Thus, Lemma 3.6 is proved.

Lemma 3.7. \( \mathcal{L} \in ELIM_2 \).

Let \( L \in \text{range}(\mathcal{L}) \), \( t \in \text{text}(L) \), and \( x \in \mathbb{N} \). A desired IIM \( M \) may work as follows. If \( t_x^+ = \{b\} \), then \( M \) outputs the least number for the singleton language \( \{b\} \) in \( \mathcal{L} \). In this case, \( M \) clearly learns \( L \). Otherwise, the first string \( s_0 \) in \( t_x \) determines the unique subfamily \( \mathcal{L}^j \) which contains the target language. Then, \( M \) starts its work with respect to this subfamily. The only problem \( M \) has to handle is to check whether or not there is a proper sublanguage \( L_{(j,x)} \) of \( L_{(j,0)} \). However, \( M \) has no a priori knowledge whether or
not such a language does exist. On the other hand, if there is any such sublanguage, then it equals all the other proper sublanguages of $L_{(j, 0)}$. Therefore, $M$ may initially output $(j, 0)$. Subsequently, it uses $x + 1$, i.e., the length of its input, to perform a bounded search for the first language $L_{(j, y)}$, $1 \leq y \leq x + 1$, that does not contain the string $b$. In case that this search has been successful, $M$ outputs the corresponding hypothesis, say $(j, y)$, as long as this guess fulfills $t_x^+ \subseteq L_{(j, y)}$. Finally, if $M$ has once verified $t_x^+ \not\subseteq L_{(j, y)}$, then it outputs subsequently $(j, 0)$ on every input $t_x$. Hence, it performs at most two mind changes.

Moreover, $M$’s correctness immediately follows from the definition of the corresponding subfamily $L_j$. We omit the details. 

3.6. Dual Weak-Monotonic Learning

Concerning dual weak-monotonic learning much less is known. Nevertheless, our last result points to one major difference between weak-monotonic and dual weak-monotonic inference. In contrast to Theorem 3.14, removing the requirement to learn dual weak-monotonically may never result in an arbitrary large speed-up.

**Theorem 3.15.** For all $n \in \mathbb{N}^+$: $\text{CLIM}_n \subseteq \text{CWMON}_n^d$.

**Proof.** Let $n \in \mathbb{N}$, and $L \in \text{CLIM}_n$. Assume an IIM $M$ and a hypothesis space $G = \{(G_j)_{j \in \mathbb{N}}\}$ such that $M$ $\text{CLIM}_n$-identifies $L$ with respect to $G$. Without loss of generality, we may assume that $M$ is a consistent IIM (cf. Lange et al. [32]), i.e., if $M$ on input $t_x$ makes an output $j_x$ then $t_x \subseteq L(G_{j_x})$.

Let $\hat{L} = (\hat{L}_j)_{j \in \mathbb{N}}$ denote any canonical enumeration of all singleton languages over the underlying alphabet and all languages of $L(G)$. Now we define an IIM $\hat{M}$ that dual weak-monotonically infers $L$ with respect to $\hat{L}$. Let $L \in \text{range}(L)$, $t \in \text{text}(L)$, and $x \in \mathbb{N}$.

**IIM $\hat{M}$:** “On input $t_x$ do the following: If $x = 0$ or $M$ when fed $t_{x-1}$ does not output any hypothesis, goto (A). Otherwise, goto (B).

(A) Simulate $M$ when fed $t_x$. If $M$ outputs a guess, say $j$, then set $\text{FLAG} = 1$, output the canonical number of $L(G_j)$ in $\hat{L}$, and request the next input. Otherwise, set $\text{FLAG} = 0$, output nothing, and request the next input.

(B) If $\text{FLAG} = 1$, test whether or not $M(t_{x-1}) = M(t_x)$. In case it is, repeat $\hat{M}$’s last guess and request the next input. Otherwise, set $\text{FLAG} = 0$, output the canonical index of the singleton language $t_0^+$ in $\hat{L}$ and request the next input.

If $\text{FLAG} = 0$, test whether or not $\text{card}(t_x^+) \geq 2$. If not, repeat $\hat{M}$’s last guess and request the next input. Otherwise, let $M(t_x) = j$. Set $\text{FLAG} = 1$, output the canonical number of $L(G_j)$ in $\hat{L}$, and request the next input.”

First, we show that $\hat{M}$ satisfies the dual weak-monotonical constraint. Let $\hat{M}(t_x) = k \neq M(t_{x+1})$. If $\text{FLAG} = 1$ when fed $t_{x+1}$, then $\hat{L}_k = L(G_j)$ where $M(t_x) = j$. Since $M$
is a consistent IIM, $t_x^+ \subseteq L(G)$. Hence, $\hat{M}$ specializes its former guess to the singleton language $L = t_x^0 \subseteq \hat{L}_k$. Otherwise, let $\text{FLAG} = 0$ when fed $t_{x+1}$. By definition, $\hat{L}_k = t_x^0$ and $\text{card}(t_x^+) \geq 2$. Thus, $t_x^+ \not\subseteq \hat{L}_k$. Consequently, $\hat{M}$'s mind change is caused by an inconsistency. Hence, $\hat{M}$ is a dual weak-monotonic IIM.

By construction, it is not hard to verify that $\text{card}(L) \geq 2$ immediately implies that $\hat{M}$ converges to the same language $M$ converges to. Furthermore, $\hat{M}$ performs at most twice as many mind changes as $M$. Finally, let $\text{card}(L) = 1$. By construction, $\hat{M}$ learns $L$ with at most one mind change. Consequently, we may conclude that $\hat{M}$ witnesses $L \in \text{CWMON}^d_{2n}$.

4. Conclusions and Open Problems

In the present paper we have investigated the problem whether or not different monotonicity and dual monotonicity constraints may influence the efficiency of learning algorithms. As we have seen there is no unique answer to this problem. In particular, it turns out that the answer heavily depends on both the (dual) monotonicity demand involved and the set of allowed hypothesis spaces.

For example, if class comprising strong-monotonic and dual strong-monotonic inference is investigated, an arbitrarily large speed-up can be sometimes achieved, even in case that (dual) strong-monotonicity demand is relaxed as weak as possible (cf. Theorems 3.5 and 3.10). However, the situation completely changes in the exact and class preserving strong-monotonic and dual strong-monotonic learning model. If a target indexed family is (dual) strong-monotonically learnable in one of those models then there is definitely no IIM at all which learns the same family more efficiently (cf. Theorem 3.1 and Proposition 2.3).

In the case of monotonic and dual monotonic inference, respectively, all resulting models share the common property that sometimes an arbitrarily large speed-up may be realized provided that the set of admissible learning algorithms is enlarged to weak-monotonic and dual weak-monotonic IIMs, respectively (cf. Theorems 3.9 and 3.12).

Concerning weak-monotonic learning the resulting picture is less complete. Nevertheless, we have been able to show that the efficiency of weak-monotonic IIMs can arbitrarily increase, if unconstrained IIMs are admissible (cf. Theorem 3.14). Up to now, this trade off has been detected in the class comprising case, only. Naturally, the question arises whether or not a similar speed-up can be achieved in the exact and class preserving case, too.

Furthermore, we have studied dual weak-monotonic inference. Concerning this approach much less is known. In particular, it remains open what happens in the exact and class preserving case. On the other hand, Theorem 3.15 nicely contrasts Theorem 3.14, i.e., dropping the dual weak-monotonicity constraint can never result in an arbitrarily large speed-up. In the best case it is still conceivable that one can halve the number of necessary mind changes if one uses unconstrained IIMs instead of dual weak-monotonic ones. Nevertheless, it is also imaginable that this relaxation does not
increase the efficiency of learning at all.

Finally, our results show that a relaxation of the corresponding (dual) monotonicity demands may yield a significant speed-up of the learning process. Hence, it seems highly desirable to investigate necessary and sufficient conditions $C_{\text{mon}} (C_{\text{dmon}}), C_{\text{mon}} (C_{\text{dmon}}),$ and $C_{\text{umon}} (C_{\text{dumon}})$ allowing assertions of the following type.

Let $LT$ as well as $LT'$ be any learning type, and let $L \in LT.$ Then one may learn $L$ more efficiently in the sense of $LT'$ if and only if $C_{\text{lt}}'$ is satisfied but $C_{\text{lt}}$ is not.

Moreover, it would be very interesting to relate possible relaxations of our (dual) monotonicity requirements to problems studied in complexity theory. Recently, such an approach has been undertaken concerning consistent and inconsistent learning resulting in a proof for the superiority of an inconsistent learning algorithm (cf. Wiehagen and Zeugmann [42]). We will see what the future brings concerning these problems.

References


Trading Monotonicity Demands versus Efficiency


Trading Monotonicity Demands versus Efficiency


Received November 30, 1994
Revised January 25, 1995