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Abstract

In this paper, we treat a sequential stochastic assignment problem for the random number of jobs per period. In Section 2, we consider several preliminary results about an optimal selection problem as in Nakai [10]. We treat this problem for two cases, i.e., a case with known number of arriving jobs and a one with unknown number. In Section 3, we treat a case with a previously known about the total number of arriving jobs. In Section 4, we consider a case not knowing about the number of jobs but only knowing the probability distribution of this number at each period. For these problems, there exists threshold values depending only on the distribution function of the arriving jobs. We obtain the optimal policy and the expected value obtainable by this policy by using these threshold values.

1. Introduction

Derman, Lieberman and Ross initially treated a sequential stochastic assignment problem in [3] at 1972. In this problem, the decision-maker hires \( n \) persons, and we represent their abilities as \( p_1, p_2, \ldots, p_n \). We assume \( 1 \geq p_1 \geq p_2 \geq \cdots \geq p_n \geq 0 \) without loss of generality. If the decision-maker assigns a perfect man to a job with a value \( x \), he will obtain a reward \( x \). If he assigns a man with ability \( p \), then the reward is \( px \). On the other hand, \( n \) jobs will arrive in sequential order, i.e., first job 1, next job 2 and so on. We assume to represent value of each job as a non-negative iid (independently and identically distributed) random variable with known distribution function. If a man is assigned to a job, he is unavailable for future decisions. The objective of this problem is to find an optimal policy for \( n \) men which maximize the total expected reward. This policy is determined by threshold values which depend on the distribution of the jobs and independent of the \( p_1, p_2, \ldots, p_n \).
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On the other hand, there is a well known property about the inequality as Lemma 1.1. (Hardy, Littlewood and Polya [4])

**LEMMA 1.1. (Hardy's Lemma)**

Let $a_1 > a_2 > \cdots > a_n > 0$ and $b_1 > b_2 > \cdots > b_n > 0$, then

$$\max_{\sigma \in S_n} \sum_{i=1}^{n} a_i b_{\sigma(i)} = \sum_{i=1}^{n} a_i b_i,$$

where $S_n$ is a symmetric group on $n$ letters.

If we can observe the values of $n$ jobs at the same time, it is, therefore, optimal to assign $n$ men to $n$ jobs in sequential order. In other words, we assign the $p_1$ man to a job with the largest value, and $p_2$ to the second largest one, and so on. For the sequential stochastic assignment problem, the decision-maker could not observe $n$ jobs at the same time, and observe only one at a time. It is, therefore, a stochastic generalization of the Hardy's Lemma.

For the sequential stochastic assignment problem, there are many observations such as Albright [1] · Nakai [5] · [6] · [7] · [8] · [9] · [11] · [12] etc. In most of these sequential stochastic assignment problems, the decision-maker observes one at a time in sequential order, and not observes some of them at the same time. In this paper, we will observe a problem where the decision-maker could observe the random number of jobs at the same time.

Concerning a sequential decision problem where the number of observations at same time is a random variable, Nakai considered an optimal selection problem in [10]. For a sequence of iid random variables, the objective of this problem is to maximize the total expected reward by selecting a given number of jobs.

In Section 2, we rearrange the results obtained in Nakai [10]. In Section 2.1, we consider several preliminary results. Initially we generate a fundamental sequence and observe several properties about it. In this problem, we assume that these random variables appear uniformly and independently of the other variables. Therefore, concerning the number of observable values, it is possible to obtain the probability distribution of this number at each stage. As treated in Nakai [10], we consider an optimal selection problem in Section 2.2. By using the preliminary results, we consider the optimal policy and the total expected reward obtainable under this policy.

We also consider an optimal selection problem, where the number of arriving jobs is unknown, in Section 2.3. The only knowledge about this number is a probability distribution. We will consider similar properties in Section 2.2. We also state fundamental results as in Nakai [10]. We need the results in this section for the future observations.

In Section 3 and Section 4, we will consider a sequential stochastic assignment problem where the number of arriving jobs per period is random. If the decision-maker is able to observe only one job, this problem is similar to one considered in [3]. On the other hand, whenever the decision-maker can observe every job at the same time, this is the same to Lemma 1.1. The type of a problem treated here is, therefore, a one between these two types of problems.
In Section 3, we treat a case with a previously known about the total number of arriving jobs. In Section 4, we consider a case not knowing about the number of jobs but only knowing the probability distribution of this number at each period. For this case, since the total number of arriving jobs is variable, it is not always impossible to assign all \( n \) men to arriving jobs, but also possible to rest the jobs. This is an essential difference to the one considered in Section 3.

For these problems, there exists threshold values depending only the distribution function of the arriving jobs, which is similar to the problem such as in [3] etc. We obtain the optimal policy and the expected value obtainable by this policy by using these threshold values.

2. Optimal Selection Problem

2.1. Preliminary

Consider that \( k \) jobs arrive, and let the \( k \) non-negative iid random variables be \( \{X_i\}_{i=1, \ldots, k} \) where \( k = 0, 1, \ldots, \infty \). Let the observed values of these \( k \) jobs be \( x_1, \ldots, x_k \). For \( x_1, \ldots, x_k \), rearrange the order from greatest to least, and let the ordered values be \( (x(1), \cdots, x(k)) \) where \( x(1) \geq \cdots \geq x(k) \). If we arrange the order from least to greatest, then the resulting values are well-known order statistics.

If \( k \) jobs arrive, then the density function \( g_{k,i}(x(i)) \) of the \( i \)-th greatest value \( X(i) \) is given by

\[
g_{k,i}(x(i)) = \frac{k!}{(i-1)!(k-1)!} \left(F(x(i))\right)^{k-i} \left(1 - F(x(i))\right)^{i-1} f(x(i)) f(x_1, \ldots, x_k). \tag{2.1}\]

We assume the \( X \)'s to be absolutely continuous with a density function as \( f(x) \).

Consider a sequence where \( 0 = \infty \geq a_1 \geq \cdots \geq a_n \geq \cdots \geq 0 \). Initially we define a non-negative function \( U_k(a_i, a_{i-1}|l, y) \) as follows.

\[
U_k(a_i, a_{i-1}|l, y) = \int_0^{a_i \wedge y} x(i) h_{k,i}(x(i)) f(x(i)) dx(i) \]
\[
+ \int_{a_{i-1} \wedge y}^y U_k(a_{i-1}, a_{i-2}|l+1, x(i)) f(x(i)) dx(i), \tag{2.2}\]

where

\[
U_k(a_i, a_{i-1}|k + 1, y) = a_i \quad (y \geq 0) \tag{2.3}\]

and

\[
h_{k,i}(x(i)) = \frac{k!}{(k - l)!} (F(x(i)))^{k-l}. \tag{2.4}\]

Next we construct a sequence \( \{\alpha_{i,k}\}_{i=0, 1, \ldots} \) of non-negative numbers as follows.

\[
\alpha_{i,k} = U_k(a_i, a_{i-1}|1, \infty) \quad (i = 1, 2, \cdots), \tag{2.5}\]

where \( \alpha_{0,k} = \infty \). For this sequence, we obtain Lemmas 2.1, 2.3, 2.4 and 2.5. For the proofs of these properties, see Nakai [10].
REMARK 2.1. Concerning a function \( U_k(a_i, a_{i-1}|l, y) \) defined in (2.2), we remark the next things.

\[
\alpha_{1,k} = U_k(a_i, a_{i-1}|l, \infty) \\
= \int_0^{a_i} a_1 h_{k,1}(x(1)) f(x(1)) dx(1) + \int_{a_i}^{a_{i-1}} x(1) h_{k,1}(x(1)) f(x(1)) dx(1) \\
+ \int_{a_{i-1}}^{y} U_k(a_{i-1}, a_{i-2}|2, x(1)) f(x(1)) dx(1),
\]

(2.6)

and

\[
\alpha_{1,k} = U_k(a_1, \infty|1, \infty) \\
= \int_0^{a_1} a_1 h_{k,1}(x(1)) f(x(1)) dx(1) + \int_{a_1}^{\infty} x(1) h_{k,1}(x(1)) f(x(1)) dx(1).
\]

(2.7)

**LEMMA 2.1.** For a sequence \( \{\alpha_{i,k}\}_{i=0,1,\ldots} \), it has a following property.

\[\alpha_{1,k} \geq \alpha_{2,k} \geq \cdots \geq \alpha_{i,k} \geq 0.\]

In other words, it is also a non-increasing sequence with respect to \( i \).

**LEMMA 2.2.** For two sequences \( \{a_i\}_{i=0,1,\ldots} \) and \( \{\alpha_{i,k}\}_{i=0,1,\ldots} \), \( \alpha_{i,k} \geq a_i \).

**LEMMA 2.3.** The sequence \( \{\alpha_{i,k}\}_{i=0,1,\ldots} \) is obtained by the following equations.

\[
\alpha_{i,k} = \sum_{j=1}^{k \wedge i} \int_{a_{i-j+1}}^{a_{i-j}} x(j) g_{k,j}(x(j)) dx(j) \\
+ \sum_{j=0}^{k \wedge (i-1)} a_{i-j} k C_j (1 - F(a_{i-j}))^j (F(a_{i-j}))^{k-j}
\]

**LEMMA 2.4.** For two sequences \( \{a_i\}_{i=0,1,\ldots} \) and \( \{\alpha_{i,k}\}_{i=0,1,\ldots} \),

\[
\alpha_{i,k} = E[X_i], \ (1 \leq i \leq k) \quad \alpha_{i,k} = 0 \ (i > k).
\]

**LEMMA 2.5.** Let \( \{a_i\}_{i=1,2,\ldots} \) and \( \{b_i\}_{i=1,2,\ldots} \) be two decreasing sequences of non-negative numbers. If \( a_i > b_i \ (i = 1, 2, \ldots) \), then the function \( U_k(a_i, a_{i-1}|l, y) \) has the following property.

\[
U_k(a_i, a_{i-1}|l, y) - U_k(b_i, b_{i-1}|l, y) \geq 0.
\]
2.2. Optimal Selection Problem (The Case of Known Number of Jobs)

We consider an optimal selection problem which is a generalization of a well-known secretary problem. We describe a basic problem as follows. Suppose an employer wants to employ $n$ jobs within the next $N$ periods, and there are $m (\geq n)$ jobs. His objective is to maximize the total expected reward of the jobs. Each period, the employer observes several of these jobs. The number of jobs on a given period is a random variable, and the employer knows the probability distribution of this number on any given day. When the number of jobs on a given day is $k$, the employer observes the amounts of these $k$ jobs. After that, he decides whether to select or to reject for each job (each job will accept an offer). The number of remaining jobs becomes $m - n$, since we treat a problem without recall. We assume an amount of each job as iid random variable $\{X_i\}_{i=1,\ldots,m}$.

During $N$ periods, each job chooses an appearing period at random, independently of the other jobs. Consider that $N$ periods remain. Then the probability of appearing on the initial period is $\frac{1}{N}$ for each job. The number of observed jobs is, therefore, not always one, but also several. The unselected job is not available for future decisions. Nakai treated in [10], and omit the proofs for this case.

Consider that $N$ periods remain, and there are $m$ jobs for $n$ positions ($n \leq m$). We consider $(N, m, n)$ be the state variable, and refer to this problem as $P_{N,m,n}$. For this problem, if the number of arriving jobs on the initial period is $k$, we refer this sub-problem as $P_{N,m,n}(k)$. When the ordered values of the amounts of $k$ jobs are $x(1), \ldots, x(k)$, we refer to this sub-problem as $P_{N,m,n}(k; x(1), \ldots, x(k))$.

In general, when the problem is in state $(N, m, n)$, let $p_{N,m,n}(k) (k = 0, 1, \ldots, m)$ be a probability that $k$ jobs arrive on the initial period. Since each job chooses an arriving period at random, this probabilities $\{p_{N,m,n}(k)\}_{k=0,1,\ldots,m}$ is equal to

$$p_{N,m,n}(k) = \frac{mC_k}{N^m}. \quad (0 \leq k \leq m, p_{1,m,n}(m) = 1) \quad (2.8)$$

For the general case, we can obtain similar results for the general case.

The objective of this problem is to maximize the total expected amounts from the $n$ selected jobs. We will obtain the optimal policy for this problem and get the total expected amounts obtainable under this policy. We also consider the properties about problem.

Moreover, let $v_{N,m,n}$, $v_{N,m,n}(k)$ and $v_{N,m,n}(k; x(1), \ldots, x(k))$ be the total expected amounts in an optimal policy for $P_{N,m,n}$, $P_{N,m,n}(k)$ and $P_{N,m,n}(k; x(1), \ldots, x(k))$, respectively. These values exist and satisfy the recursive equations in Equations (2.9) to (2.11).

$$v_{N,m,n} = \sum_{k=0}^{m} v_{N,m,n}(k) p_{N,m,n}(k) \quad (2.9)$$

$$v_{N,m,n}(k) = E[v_{N,m,n}(k; X(1), \ldots, X(k))] \quad (2.10)$$

$$v_{N,m,n}(k; x(1), \ldots, x(k)) = \max_{1 \leq i \leq k} \{\sum_{j=1}^{i} x(j) + v_{N-1,m-k,n-i}\} \quad (2.11)$$

A sequential stochastic assignment problem for a random sequence 39
We can derive these equations from the dynamic programming formulation of $P_{N,m,n}$. Concerning Equation (2.11), we note that the following. If the employer decides to select $i$ jobs out of $k$ ($i \leq k$), he will select the $i$ jobs with the largest values. Hence, we should first consider the job with the largest value. If the employer rejects these jobs, then he rejects the others observed on that period as well. If the employer selects the first job, the employer decides whether to select or reject a job with the second largest value, and so on. Thus, in order to achieve his objective, the employer makes decisions regarding the jobs in the order of their magnitude of amounts.

We next define two sequences $\{a_{N,m}^i\}_{i=1,\ldots}$ and $\{a_{N,m}^i(k)\}_{i=1,\ldots}$ of non-negative numbers. We recursively determine this sequence as a function of $N$ in the following manner where $0 < k < m$.

$$
\begin{align*}
    a_{N,m}^i & = \sum_{k=0}^{m} a_{N,m}^i(k)p_{N,m}(k), \\
    a_{N,m}^i(k) & = U_k(a_{N-1,m-k}^{i-1}, a_{N-1,m-k}[1,\infty)), \\
    a_{N,m}^i(0) & = a_{N-1,m}^i,
\end{align*}
$$

where $a_{N,m}^0 = a_{N,m}^0(k) = \infty$, $a_{0,0}^i = 0$. We call these values as the threshold values of this problem.

We get the optimal policy for this problem and the total expected value obtainable under this policy in the next two propositions. (See the details in Nakai [10])

**Proposition 2.1.** When the problem is in state $(N,m,n)$, supposes that the employer observes $k$ jobs with ordered values $(x(1), \ldots, x(k))$. The optimal policy for the employer is as follows.

Let $j$ be the largest number that satisfies $j \leq k - x_{(j)}$ and $1 \leq j \leq k \land n$, i.e., $x_{(j+1)} < a_{N-1,m-k}^{k-j}$ or $j = k \land n$. Then the employer decides to select $j$ jobs with the largest value, i.e., $x(1), \ldots, x(j)$. If no such $j$ exists, the decision-maker selects no job.

**Proposition 2.2.** The values $v_{N,m,n}$ and $v_{N,m,n}(k)$ satisfy the following equations.

$$
\begin{align*}
    v_{N,m,n} & = \sum_{i=1}^{n} a_{N,m}^i, \\
    v_{N,m,n}(k) & = \sum_{i=1}^{k} a_{k,m}^i(k).
\end{align*}
$$

Lemma 2.3 yields the next proposition.

**Proposition 2.3.** The sequences $\{a_{N,m}^i\}_{i=1,2,\ldots}$ and $\{a_{N,m}^i(k)\}_{i=1,2,\ldots}$ satisfy the following recursive equations, for $n \geq 1$.

$$
\begin{align*}
    a_{N,m}^i(k) & = \sum_{j=1}^{m \land n} \int_{v_{N-1,m-k}^{i-1,j}}^{v_{N-1,m-k}^{i-1,j+1}} x(j)g_{M,j}(x(j))dx(j)
\end{align*}
$$
A sequential stochastic assignment problem for a random sequence

\[ a_{N,m} = \sum_{m=0}^{k} a_{N,m}(k)p_{N,m}(k) \]  

(2.18)

From Lemma 2.4, we get the following relations.

\[ a_{i,m} = a_{1,m}(m), \]

\[ a_{i,m}(m) = E[X(i)]. \]

Lemma 2.1 yields Corollary 2.1.

**COROLLARY 2.1.** The two sequences \( \{a_{N,m}\}_{i=1,2,...} \) and \( \{a_{i,m}(k)\}_{i=1,2,...} \) are non-increasing sequences with respect to \( i \).

**REMARK 2.2.** By this corollary, the sequence \( \{a_{N,m}\}_{k=1,2,...} \) is a non-increasing sequence with respect to \( k \). However \( v_{N,m,n} \) and \( v_{N,m,n}(k) \) are not always increasing or decreasing with respect to \( N \). We can not show these facts. This situation arises because the decision-maker knows the total number of jobs a priori.

### 2.3. An Optimal Selection Problem with Unknown Number of jobs

We consider an optimal selection problem where the total number of jobs is unknown a priori. We also assume a same situation as considered in the last subsection. During given planning period, each job appears to the decision-maker with an amount which is a realization of the iid random variables \( \{X_i\}_{i=1,\ldots,\infty} \). When \( N \) periods remain, let \( p_N(k)(k = 0, 1, \ldots, \infty) \) be a probability that \( k \) jobs appear at the initial period. We also assume that \( \sum_{k=1}^{\infty} kp_N(k) < \infty \) and the random variables \( \{X_i\}_{i=1,\ldots,\infty} \) are absolutely continuous with a density function \( f(x) \).

During \( N \) time period, the employer observes the arriving jobs, and selects \( n \) of them in order to maximize the total expected amount. We consider \( (N, n) \) as a state variable of this problem, and let \( Q_{N,n} \) be a problem in this state. For the optimal selection problem \( Q(N, n) \), let \( Q_{N,n}(k) \) be a sub-problem of this problem when the employer observes \( k \) jobs. When the ordered values of these \( k \) jobs are \( x(1), \ldots, x(k) \), let \( Q_{N,n}(k; x(1), \ldots, x(k)) \) be a sub-problem for this situation.

For the problems \( Q_{N,n}, Q_{N,n}(k) \) and \( Q_{N,n}(k; x(1), \ldots, x(k)) \), let \( v_{N,n}, v_{N,n}(k) \) and \( v_{N,n}(k; x(1), \ldots, x(k)) \) be total expected reward obtainable under the optimal policy, respectively. By the optimality principle, we obtain the following recursive equations.

\[ v_{N,n} = \sum_{k=0}^{\infty} v_{N,n}(k)p_N(k) \]  

(2.19)

\[ v_{N,n}(k) = E[v_{N,n}(k; X(1), \ldots, X(k))] \]  

(2.20)

\[ v_{N,n}(k; x(1), \ldots, x(k)) = \max_{1 \leq i \leq k} \left\{ \sum_{j=1}^{i} x(j) + v_{N-1,n-i}^{*} \right\}. \]  

(2.21)

Concerning these recursive equations, we note similar comments as in the last subsection.

Recursively define two sequences, \( \{a^i_N\}_{i=1}^\infty \) and \( \{a^i_N(k)\}_{i=1}^\infty \) of non-negative numbers, where \( 0 < k < \infty \).

\[
\begin{align*}
a^i_N &= \sum_{k=0}^{\infty} a^i_N(k)p_N(k), \\
a^i_N(k) &= U_k(a^i_{N-1}, a^i_{N-1}|1, \infty), \\
a^i_N(0) &= a^i_{N-1},
\end{align*}
\]

where

\[
a^0_N = a^0_N(k) = \infty, \quad a^i_0 = 0.
\]

Remark 2.3. For the problem in the last subsection, we defined that

\[
a_{i,k} = a_{i,k}(k) = U_k(0, \infty|1, \infty) = \mathbb{E}[X(k)].
\]

For the problem considered here, we define \( a^i_1 \) and \( a^i_1(k) \) as follows.

\[
\begin{align*}
a^i_1 &= \sum_{k=0}^{\infty} a^i_1(k)p_1(k), \\
a^i_1(k) &= U_k(0, \infty|1, \infty) = \mathbb{E}[X^k_{(i)}]. \quad (1 \leq i < k)
\end{align*}
\]

We consider that \( X^k_{(i)} \) is the \( i \)-th largest value for the \( k \) iid random variables.

We have already obtained the solution for this optimal selection problem as the next propositions. (Nakai [10])

**Proposition 2.4.** The optimal policy of an optimal selection problem \( Q_{N,n} \) is stated as follows.

When the problem is in state \( (N,n) \), we suppose a condition that the employer observes \( k \) jobs with ordered value \( (x(1), \ldots, x(k)) \). The optimal policy for the employer is as follows.

Let \( j \) be the largest number that satisfies \( x(j) \geq a^k_{N-1,j+1} \) and \( 1 \leq j \leq k \wedge n \), i.e., \( x(j+1) < a^k_{N-1,j} \) or \( j = k \wedge n \). Then the employer decides to select \( j \) jobs with the largest value, i.e., \( x(1), \ldots, x(j) \). If no such \( j \) exists, the decision-maker selects no job.

**Proposition 2.5.** For the problems \( Q_{N,n} \) and \( Q_{N,n}(k) \), the values of \( v^*_{N,n} \) and \( v^*_{N,n}(k) \) satisfy the following equations.

\[
\begin{align*}
v^*_{N,n} &= \sum_{i=1}^{n} a^i_N, \\
v^*_{N,n}(k) &= \sum_{i=1}^{k} a^i_k(k).
\end{align*}
\]
We have already obtained these two propositions in Nakai [10], and omit the proofs here.

Lemma 2.3 yields the next proposition.

**PROPOSITION 2.6.** The two sequences \( \{a^i_N\}_{i=1,2,...} \) and \( \{a^i_N(k)\}_{i=1,2,...} \) of non-negative numbers satisfy the following relations.

\[
a^i_N(k) = \sum_{j=1}^{i} \int_{a^i_{N-1}}^{a^i_{N-1}+1} x(j) g_{M,j}(x(j)) dx(j)
\]

\[
+ \sum_{j=0}^{k \wedge (i-1)} a^{i-j}_{N-1} k C_j (1 - F(a^{i-j}_{N-1}))^j (F(a^{i-j}_{N-1}))^{i-j},
\]

(2.27)

\[
a^i_N = \sum_{m=0}^{\infty} a^i_N(k) p_N(k)
\]

(2.28)

By Lemma 2.4, we obtain the equations

\[
a^i_1 = \sum_{k=0}^{\infty} a^i_1(k) p_k,
\]

\[
a^i_1(k) = E[X(i)].
\]

Lemma 2.1 yields the next property.

**COROLLARY 2.2.** \( \{a^i_N\}_{i=1,2,...} \) and \( \{a^i_N(k)\}_{i=1,2,...} \) are non-increasing with respect to \( i \).

By Proposition 2.5, we get the next lemma obviously.

**LEMA 2.6.** \( v^*_{N,n}(k) \) and \( v^*_{N,n} \) are increasing with respect to \( n \).

**LEMA 2.7.** \( \{a^i_N\}_{i=1,2,...} \) and \( \{a^i_N(k)\}_{i=1,2,...} \) (1 \( \leq k \leq n \)) are non-decreasing sequences with respect to \( N \).

**PROOF.** We employ the induction principle on \( N \). It is clear for the case \( N = 1 \). We assume this lemma for any values less than \( N - 1 \). Next we are going to prove this lemma for the case with \( N \).

Since

\[
a^i_N(k) = U_k(a^i_{N-1}, a^{i-1}_{N-1}|1, \infty),
\]

Lemma 2.2 yields

\[
a^i_N(k) \geq a^i_{N-1}.
\]

We get, therefore, the following inequality.

\[
a^i_N \geq \sum_{k=0}^{\infty} a^i_{N-1} p_N(k)
\]

\[
= a^i_{N-1} \sum_{k=0}^{\infty} p_N(k)
\]

\[
= a^i_{N-1},
\]
since
\[ a_N^i = \sum_{k=0}^{\infty} a_N^i(k) p_N(k). \]
This completes the proof.

**REMARK 2.4.** For the problem in the last subsection, we can not obtain a similar inequality
\[ a_{N,m}^i \geq \sum_{k=0}^{\infty} a_{N-1,m-k}^i p_N(k). \]
It is, therefore, difficult to show the property similar to this lemma.

**LEMMA 2.8.** \( v_{N,n}^* \) and \( v_{N,n}^*(k) \) are non-decreasing functions with respect to \( N \).

**PROOF.** Since
\[ v_{N,n}^* = \sum_{i=1}^{n} a_N^i \quad \text{and} \quad v_{N,n}^*(k) = \sum_{i=1}^{k} a_k^i, \]
Lemma 2.7 yields this lemma.

### 3. Sequential Stochastic Assignment Problem with Known Number of jobs

Concerning an optimal selection problem, we consider a sequential stochastic assignment problem. In this problem, the decision-maker hires \( n \) persons with abilities as \( p_1, p_2, \ldots, p_n \) where \( 1 > p_1 > p_2 > \cdots > p_n > 0 \). If he assigns a perfect man to a job with a value \( x \), he will obtain a reward \( x \). If he assigns a man with ability \( p \), then the reward is \( px \). On the other hand, \( m \) jobs will arrive in sequential order, i.e., first job 1, next job 2 and so on, but the number of observable jobs at one time is not only one. We consider a value of each job as iid random variable with known distribution function. Each period, the employer observes several of these jobs. The number of jobs on a given period is a random variable, and the employer knows the probability distribution of this number on any period. When the number of jobs on a given period is \( k \), the employer observes the amounts of these \( k \) jobs. If a man is assigned to a job, he is unavailable for future decisions. The objective of this problem is to find an optimal policy which maximizes the total expected reward. This policy is determined by threshold values which depend on the distribution function of the jobs and independent of the \( p_1, p_2, \ldots, p_n \).

In this section, we will consider the above problem for the case that the decision-maker knows previously the total number of jobs. This is a version of the optimal selection problem treated in 2.2.

Concerning this problem, there exists a sequence of threshold values which is independent of \( p_1, p_2, \ldots, p_n \) but depends on the distribution function of the random variables. These values determine the optimal policy and the value obtainable under this policy. This result is similar to one that is obtained for sequential stochastic assignment problems treated before.
Since the objective of this problem is to maximize the total expected reward, if \( m < n \), then we only consider the \( m \) largest \( p_i \)'s from \( \{p_1, \ldots, p_n\} \), i.e., \( \{p_1, \ldots, p_m\} \). On the other hand, if \( m > n \), then we add \( m - n \) persons with abilities \( p_{n+1} = \cdots = p_m = 0 \). We assume, therefore, \( m = n \) without loss of generality, and we omit the parameter \( n \) in this section.

Consider that \( N \) periods remain, and there are \( m \) jobs for \( m \) positions with abilities, \( p_1, \ldots, p_m \). We consider the \((N; p_1, \ldots, p_m)\) as a state variable of this problem, and refer this problem as \( P_N(p_1, \ldots, p_m) \). For this problem, if the number of jobs on the initial period is \( k \), we refer this sub-problem as \( P_N(p_1, \ldots, p_m)(k) \). When the ordered values of these \( k \) jobs are \( x(1), \ldots, x(k) \), we refer this sub-problem as \( P_N(p_1, \ldots, p_m)(k; x(1), \ldots, x(k)) \).

Let \( v_{N;p_1,\ldots,p_m} \) be the total expected reward obtainable under the optimal policy for the problem \( P_N(p_1, \ldots, p_m) \). Let \( v_{N;p_1,\ldots,p_m}(k) \) be the one for \( P_N(p_1, \ldots, p_m)(k) \). Let \( v_{N;p_1,\ldots,p_m}(k; x(1), \ldots, x(k)) \) be the one for \( P_N(p_1, \ldots, p_m)(k; x(1), \ldots, x(k)) \). By the optimality principle (see Ross [13]), we get the following recursive equations.

\[
\begin{align*}
v_{N;p_1,\ldots,p_m} &= \sum_{k=0}^{m} v_{N;p_1,\ldots,p_m}(k)p_N(k), \quad (3.1) \\
v_{N;p_1,\ldots,p_m}(k) &= E[v_{N;p_1,\ldots,p_m}(k; X_1, \ldots, X(k))], \quad (3.2) \\
v_{N;p_1,\ldots,p_m}(k; x(1), \ldots, x(k)) &= \max_{\{p_1, \ldots, p_k\} \subseteq \{p_1, \ldots, p_m\}} \max_{\sigma \subseteq \Delta_k} \left\{ \sum_{j=1}^{k} \bar{p}_\sigma(j)x(j) + v_{N-1;p_1,\ldots,p_{m-k}} \right\}. \quad (3.3)
\end{align*}
\]

Let \( \{p_1, \ldots, p_{m-k}\} \) be a set of \( \{p_1, \ldots, p_m\} - \{\bar{p}_1, \ldots, \bar{p}_k\} \) where \( p_1^* \geq \cdots \geq p_{m-k}^* \) and \( \bar{p}_1 \geq \cdots \geq \bar{p}_k \).

**PROPOSITION 3.1.** The optimal policy for the sequential stochastic assignment problem \( P_N(p_1, \ldots, p_m) \) can be described as follows.

Let the state of this problem be \((N; p_1, \ldots, p_m)\), and let the ordered values of \( k \) arriving jobs be \( x(1), \ldots, x(k) \). For the union of two sets, \( \{x(i)\}_{i=1,\ldots,k} \) and \( \{a_{N-1,m-k}\}_{i=1,\ldots,m-k} \), we rearrange the order from largest to least. Let this set be \( \{b_j\}_{j=1,\ldots,m} \). If \( b_j = x(i) \) for \( j = 1, \ldots, m \) and \( i = 1, \ldots, k \), then it is optimal to assign the job with a value \( x(i) \) to the \( j \)-th \( p_j \). If \( b_j = a_{N-1,m-k}^i \) for \( j = 1, \ldots, m \) and \( i = 1, \ldots, m - k \), then it is optimal not to assign at this period to the \( j \)-th \( p_j \).

**PROPOSITION 3.2.** The total expected reward \( v_{N;p_1,\ldots,p_m} \) and \( v_{N;p_1,\ldots,p_m}(k) \) obtainable under the optimal policy are obtained as follows.

\[
\begin{align*}
v_{N;p_1,\ldots,p_m} &= \sum_{i=1}^{m} p_i a_{N,m}^i, \quad (3.4) \\
v_{N;p_1,\ldots,p_m}(k) &= \sum_{i=1}^{m} p_i a_{N,m}^i(k). \quad (3.5)
\end{align*}
\]
In order to prove these two propositions, we employ the induction principle on \( N \). We will prove Proposition 3.1 and Proposition 3.2 in the same time. First we prove these propositions for \( N = 1 \). By assuming these propositions for any values less than \( N - 1 \), we will prove Proposition 3.1 and Proposition 3.2 for \( N \).

When \( N = 1 \), we have
\[
\max_{\sigma \in \mathcal{S}_k} \left\{ \sum_{j=1}^{k} \tilde{p}_{\sigma(j)} x(j) \right\}.
\]

Lemma 1.1 yields Proposition 3.1. Since
\[
v_{N; p_1, \ldots, p_m} = \sum_{i=1}^{m} p_i E[X(i)]
\]
\[
= \sum_{i=1}^{m} p_i a_{i, m}^{N},
\]
we get Proposition 3.2. We assume these propositions for any value less than \( N - 1 \), and then we prove these propositions for \( N \).

**Proof of Proposition 3.1.** Initially consider the following fact.
\[
\max_{\sigma \in \mathcal{S}_k} \left\{ \sum_{j=1}^{k} \tilde{p}_{\sigma(j)} x(j) + v_{N-1; p_1^*, \ldots, p_{m-k}^*} \right\}
\]
By the induction assumption,
\[
v_{N-1; p_1^*, \ldots, p_{m-k}^*} = \sum_{i=1}^{m-k} p_i^* a_{i, m-k}^{N-1}.
\]
This yields, therefore,
\[
\max_{\sigma \in \mathcal{S}_k} \left\{ \sum_{j=1}^{k} \tilde{p}_{\sigma(j)} x(j) + v_{N-1; p_1^*, \ldots, p_{m-k}^*} \right\} = \max_{\sigma \in \mathcal{S}_k} \left\{ \sum_{j=1}^{k} \tilde{p}_{\sigma(j)} x(j) + \sum_{i=1}^{m-k} p_i^* a_{i, m-k}^{N-1} \right\}
\]
\[
= \max_{\sigma \in \mathcal{S}_k} \left\{ \sum_{j=1}^{k} \tilde{p}_{\sigma(j)} x(j) + \sum_{i=1}^{m-k} p_i^* a_{i, m-k}^{N-1} \right\}.
\]

Lemma 1.1 and Equations (3.6) yield
\[
\max_{\sigma \in \mathcal{S}_k} \left\{ \sum_{j=1}^{k} \tilde{p}_{\sigma(j)} x(j) + \sum_{i=1}^{m-k} p_i^* a_{i, m-k}^{N-1} \right\} = \sum_{j=1}^{k} \tilde{p}_j x(j) + \sum_{i=1}^{m-k} p_i^* a_{i, m-k}^{N-1}.
\]
In other words, if the decision-maker decides to assign \( \tilde{p}_1, \ldots, \tilde{p}_k \), where
\[
\{ \tilde{p}_1, \ldots, \tilde{p}_k \} \subset \{ p_1, \ldots, p_m \}
\]
and \( \bar{p}_1 \geq \cdots \geq \bar{p}_k \), it is optimal to assign the \( j \)-th \( p_j \) to the \( j \)-th \( x(j) \). It is, therefore,

\[
v_{N;p_1,\ldots,p_m}(k;x(1),\ldots,x(k))
= \max_{\{p_1,\ldots,p_k\} \subseteq \{p_1,\ldots,p_m\}} \max_{\sigma \in \mathcal{S}_k} \{ \sum_{j=1}^{k} \bar{p}_\sigma(j)x(j) + v_{N-1;\bar{p}_1,\ldots,\bar{p}_{m-k}} \}
= \max_{\{p_1,\ldots,p_k\} \subseteq \{p_1,\ldots,p_m\}} \{ \sum_{j=1}^{k} \bar{p}_j x(j) + \sum_{i=1}^{m-k} p_i^* a_{N-1,m-k}^i \}. \tag{3.7} \]

From the above argument, this problem becomes how to assign \( k \) of \( \{x(i)\}_{i=1}^{k} \) and \( m-k \) of \( \{a_{N-1,m-k}^i\}_{i=1}^{m-k} \) to \( m \) of \( \{p_1,\ldots,p_m\} \). In this case, \( \{a_{N-1,m-k}^i\}_{i=1}^{m-k} \) means the value that will be obtained in future decisions under the optimal policy.

For the union of two sets, \( \{x(i)\}_{i=1}^{k} \) and \( \{a_{N-1,m-k}^i\}_{i=1}^{m-k} \), rearrange the order from largest to least as \( \{b_j\}_{j=1,2,\ldots,m} \). Equation (3.6) is, therefore, equal to the following value.

\[
\max_{\sigma \in \mathcal{S}_k} \{ \sum_{i=1}^{m} p_i b_{\sigma(i)} \}.
\]

On the other hand, since \( b_1 \geq b_2 \geq \cdots \geq b_m \), Lemma 1.1 yields

\[
\max_{\sigma \in \mathcal{S}_k} \{ \sum_{i=1}^{m} p_i b_{\sigma(i)} \} = \sum_{i=1}^{m} p_i b_i.
\]

By these discussions we obtain the following facts. If \( b_j = x(i) \) where \( j = 1,\ldots,m \) and \( i = 1,\ldots,k \), then it is optimal to assign \( x(i) \) to the \( j \)-th \( p_j \). On the other side, if \( b_j = a_{N-1,m-k}^i \) where \( j = 1,\ldots,m \) and \( i = 1,\ldots,m-k \), then it is optimal not to assign the \( j \)-th \( p_j \) at this period.

**Proof of Proposition 3.2.** We consider the value \( a_{N,m}^i \) defined by Equations (2.12), (2.13) and (2.14). We will prove that the following facts. Under the optimal policy, this value is the expected amount by assigning to the \( i \)-th \( p_i \) in the problem \( P_{N;p_1,\ldots,p_m} \) for \( i \leq m \). This fact yields Equation (3.4) immediately. Similarly, \( a_{N,m}^i(k) \) is the total expected amount by assigning to the \( i \)-th \( p_i \) in the problem \( P_{N;p_1,\ldots,p_m(k)} \). We also employ the induction principle on \( N \). It is obvious for \( N = 1 \), and we assume these properties for any values less than \( N-1 \).

Initially we note the following fact.

\[
a_{N,m}^i(k) = U_k(a_{N-1,m-k}^i,a_{N-1,m-k}^{i-1}|1,\infty).
\]

Equation (2.7) yields

\[
a_{N,m}^1 = U_k(a_{N-1,m-k,\infty}^1|1,\infty) = \int_{0}^{a_{N-1,m-k}^1} a_{N-1,m-k} h_{k,1}(x(1)) f(x(1)) dx(1)
\]
Under the optimal policy, we get the following facts. If $X(1) > a_{N-1,m-k}^1$, it is optimal to assign a person with the largest value $p_1$. Otherwise, it is optimal not to assign $p_1$ to any job at this period. The second term of Equation (3.8) corresponds to the second case. Under the optimal policy, the induction assumption implies the following fact, i.e., during the rest of this problem $a_{N-1,m-k}^1$ is an expected amount by assigning to a man with the largest value. The first term of Equation (3.8), therefore, corresponds to the first case. By these discussions, this value is the total expected amount by assigning a person with the largest value $p_1$.

For the general case, Equation (2.6) yields the following equation.

$$a_{N,m}(k) = U_k(a_{N-1,m-k}^1, a_{N-1,m-k}^2)$$

$$= \int_0^{a_{N-1,m-k}^1} a_{N-1,m-k}^1 h_{k,1}(x(1)) f(x(1)) dx(1)$$

$$+ \int_{a_{N-1,m-k}^1}^{a_{N-1,m-k}^2} x(1) h_{k,1}(x(1)) f(x(1)) dx(1)$$

$$+ \int_{a_{N-1,m-k}^2} U_k(a_{N-1,m-k}^3, a_{N-1,m-k}^4) f(x(1)) dx(1). \quad (3.9)$$

We will consider three terms of this equation when the decision-maker employs the optimal policy.

If $x(1) < a_{N-1,m-k}^1$, then the decision-maker does not assign only $p_i$ but also any of $p_1, \ldots, p_{i-1}$. At the next period, the $p_i$ is still the $i$-th largest one. By the induction assumption, the expected amount by assigning to the $p_i$ is, therefore, equal to $a_{N-1,m-k}^i$. The first term of Equation (3.9) corresponds to this case.

If $a_{N-1,m-k}^1 < x(1) < a_{N-1,m-k}^2$, then the decision-maker assigns none of $p_1, \ldots, p_{i-1}$ and assigns the $p_i$ to a job with $x(1)$. The second term of Equation (3.9) corresponds to this case.

Finally we consider the case that $a_{N-1,m-k}^i < x(1)$. In this case, the decision-maker doesn't assign $p_i$ to $x(1)$ but assigns one of the $p_1, \ldots, p_{i-1}$ to this job, since $a_{N-1,m-k}^{i-1} \leq x(1)$. Now we consider the following three cases according to the second largest value $x(2)$. These three cases are (1) $x(2) < a_{N-1,m-k}^{i-1}$, (2) $a_{N-1,m-k}^{i-1} \leq x(2) < a_{N-1,m-k}^{i-2}$ and (3) $a_{N-1,m-k}^{i-2} \leq x(2)$. As we considered above, these three cases correspond to the three cases for $x(1)$. The function $U_k(a_{N-1,m-k}^i, a_{N-1,m-k}^j, x(1))$ represents the sum of the expected amount for these three cases. The third term of Equation (3.9), therefore, corresponds to this case. This completes the proof.

**Remark 3.1.** In Proposition 3.2, if we put $p_1 = \cdots = p_n = 1$ and $p_{n+1} = \cdots = p_m = 0$, then it is the same to Proposition 2.2. From this fact, the problem treated in this section is a generalization of an optimal selection problem considered before.
REMARK 3.2. Consider the case where \( p_1 = \cdots = p_n = 1 \) and \( p_{n+1} = \cdots = p_m = 0 \). As we showed in the proof of Proposition 3.2, \( a_{N,m}^n \) is an expected amount obtained by the \( n \)-th \( p_n \) in the problem \( P_{N,p_1,\ldots,p_m} \) for \( n(\leq m) \). By this fact, if we add one more stop action to \( P_{N,m,n-1} \), we will get an expected amount \( a_{N,m}^n \) from this new action. For an optimal selection problem, \( a_{N,m}^n \) is an increment of additional stop action to the problem \( P_{N,m,n-1} \). It is, therefore, a value of the \( n \)-th action.

4. Sequential Stochastic Assignment Problem with Unknown Number of Jobs

In this section, we consider a sequential stochastic assignment problem for the unknown number of arriving jobs as treated in Section 2.3. The other condition is the same to the problem considered in 3. When \( N \) period remain, the number of jobs observed at the initial period is a random variable with a known probability distribution \( p_N(k) \) \((\sum_{k=1}^{\infty} k p_N(k) < \infty)\).

For this problem, there exists a sequence of threshold values which only depends on the density function of observations, which is similar to the one in Section 3. By these values, we get the optimal policy and the value obtainable under this policy.

Consider that the decision-maker observes iid non-negative random variables \( \{X_i\}_{i=1}^{\infty} \) during \( N \) periods, and assign \( \{p_1, \ldots, p_n\} \) to observations. We consider \((N; p_1, \ldots, p_n)\) as a state variable for the problem in this section, and refer this problem as \( Q_{N,p_1,\ldots,p_n} \). For the problem \( Q_{N,p_1,\ldots,p_n} \), if the decision-maker can observe \( k \) random variables, then let this sub-problem be \( Q_{N,p_1,\ldots,p_n}(k) \). Furthermore, when the \( k \) observations of the random variables are \( x_1, \ldots, x_k \), we state this sub-problem as \( Q_{N,p_1,\ldots,p_n}(k; x_1, \ldots, x_k) \). Suppose \((x_1, \ldots, x_k)\) is an observation from the \( k \) random variables \( X_1, \ldots, X_k \). For these observations, rearrange the order as \( x_1 \geq \cdots \geq x_k \). This notation is similar to one used in the last section.

The objective of this problem is to maximize the total expected value by assigning the \( n \) \( p \)'s to the \( n \) selected values during a given time period \( N \).

Let the total expected value obtainable under the optimal policy in \( Q_{N,p_1,\ldots,p_n} \), \( Q_{N,p_1,\ldots,p_n}(k) \) and \( Q_{N,p_1,\ldots,p_n}(k; x_1, \ldots, x_k) \) be \( v^*_{N,p_1,\ldots,p_n} \), \( v^*_{N,p_1,\ldots,p_n}(k) \) and \( v^*_{N,p_1,\ldots,p_n}(k; x_1, \ldots, x_k) \), respectively. By the optimality principle, we get the following recursive equation (see Ross [13]).

\[
v^*_{N,p_1,\ldots,p_n}(k) = \sum_{k=0}^{\infty} v^*_{N,p_1,\ldots,p_n}(k) p_N(k),
\]

\[
v^*_{N,p_1,\ldots,p_n}(k) = E[v^*_{N,p_1,\ldots,p_n}(k; X_1, \ldots, X_k)]
\]

\[
v^*_{N,p_1,\ldots,p_n}(k; x_1, \ldots, x_k) = \max_{0 \leq l \leq k} \max_{\{p_1, \ldots, p_l\} \subseteq \{p_1, \ldots, p_n\}} \max_{\sigma \in S_l} \left\{ \sum_{j=1}^{l} \tilde{p}_{\sigma(j)} x(j) + v^*_{N-1,p_1,\ldots,p_{l-1}} \right\}.
\]

The set \( \{p_1, \ldots, p_{n-1}\} \) consists of remaining elements of \( \{p_1, \ldots, p_n\} \) after eliminating the \( l \) assigned elements of \( \{\tilde{p}_1, \ldots, \tilde{p}_l\} \) at this period (\( p_1^* \geq \cdots \geq p_{n-1}^* \), \( \tilde{p}_1 \geq \cdots \geq \tilde{p}_l \)).
When the problem is $Q_N;P_1,\ldots,P_n(k; x(1), \ldots, x(k))$ and the decision-maker decides to select $i$ observations, he chooses $i$ largest values. We use this fact to obtain Equation (4.3).

**Proposition 4.1.** The optimal policy for sequential stochastic assignment problem $Q_N;P_1,\ldots,P_n$ is represented as follows.

Consider the subproblem that $Q_N;P_1,\ldots,P_n(k; x(1), \ldots, x(k))$. For the union two sets of $\{x(i)\}_{i=1}^{k}$ and $\{a_{N-1}\}_{i=1}^{k}$, rearrange the order from largest to least as $\{b_j\}_{j=1}^{n+k}$. If $b_j = x(i)$ for $j = 1, \ldots, n$ and $i = 1, \ldots, k$, then it is optimal to assign the $j$-th $p_j$ to the observation $x(i)$. If $b_j = a_{N-1}$ for $j = 1, \ldots, n$ and $i = 1, \ldots, n$, then it is optimal not to assign the $j$-th $p_j$ at this period.

**Proposition 4.2.** The value $v_{N;P_1,\ldots,P_n}^*$ and $v_{N;P_1,\ldots,P_n}^*(k)$ satisfy the following equations.

\[
v_{N;P_1,\ldots,P_n}^* = \sum_{i=1}^{n} p_i a_i^N,
\]

\[
v_{N;P_1,\ldots,P_n}^*(k) = \sum_{i=1}^{n} p_i a_i^N(k).
\]

In order to prove these properties, we employ the induction principle on $N$. We will prove Proposition 4.1 and Proposition 4.2 in the same time. First we prove these propositions for $N = 1$. Then by assuming these properties for any value less than $N-1$, we will prove Proposition 4.1 and Proposition 4.2 for $N$.

When $N = 1$, we have

\[
\max_{\sigma \in S_k} \left\{ \sum_{j=1}^{k} \bar{p}_{\sigma(j)} x(j) \right\}.
\]

As $k < n$, it is, therefore, optimal to assign the largest $k$ of $n$ $p$'s. In other words, it is optimal to assign $p_1, \ldots, p_k$ to the $k$ observations. Lemma 1.1 yields Proposition 4.1.

Since

\[
v_{1;P_1,\ldots,P_n}^* = \sum_{i=1}^{n} p_i \sum_{k=0}^{\infty} p_i^k E[X_i^k]
\]

\[= \sum_{i=1}^{n} p_i a_i^1,
\]

we get Proposition 4.1. (See Remark 2.3) Next we assume these propositions for any value less than $N-1$. We obtain the proof of Proposition 4.1 by a method similar to one used in Proposition 3.2, and omit the proof here.

**Proof of Proposition 4.2.** First we consider the following equation where $\{\bar{p}_1, \ldots, \bar{p}_k\} \subset \{p_1, \ldots, p_n\}$.

\[
\max_{\sigma \in S_k} \left\{ \sum_{j=1}^{l} \bar{p}_{\sigma(j)} x(j) + v_{N-1;P_1,\ldots,P_{n-1}}^* \right\}.
\]
A sequential stochastic assignment problem for a random sequence

The induction assumption yields

\[ v^*_{N-1,p^*_1,\ldots,p^*_n} = \sum_{i=1}^{n-l} p_i^* a^i_{N-1}. \]

This implies, therefore,

\[
\max_{\sigma \in S^i} \left\{ \sum_{j=1}^{l} \bar{p}_{\sigma(j)} x(j) + v^*_{N-1,p^*_1,\ldots,p^*_{n-1}} \right\} = \max_{\sigma \in S^i} \left\{ \sum_{j=1}^{l} \bar{p}_{\sigma(j)} x(j) + \sum_{i=1}^{n-l} p_i^* a^i_{N-1} \right\}
\]

\[
= \max_{\sigma \in S^i} \left\{ \sum_{j=1}^{l} \bar{p}_{\sigma(j)} x(j) \right\} + \sum_{i=1}^{n-l} p_i^* a^i_{N-1}. \quad (4.6)
\]

Lemma 1.1 and Equation (4.6) yield

\[
\max_{\sigma \in S^i} \left\{ \sum_{j=1}^{l} \bar{p}_{\sigma(j)} x(j) \right\} + \sum_{i=1}^{n-l} p_i^* a^i_{N-1} = \sum_{j=1}^{l} \bar{p}_j x(j) + \sum_{i=1}^{n-l} p_i^* a^i_{N-1}.
\]

From this equation, if the decision-maker decides to assign \( \{ \bar{p}_1, \ldots, \bar{p}_l \} \subseteq \{ p_1, \ldots, p_n \} \) at this period, it is optimal to assign \( \bar{p}_j \) to the \( j \)-th \( x(j) \) where \( 1 \leq j \leq l \). It becomes, therefore, the following equality.

\[
v^*_{N,p_1,\ldots,p_n}(k; x(1),\ldots,x(k))
\]

\[
= \max_{1 \leq l \leq k} \max_{\{ \bar{p}_1,\ldots,\bar{p}_l \} \subseteq \{ p_1,\ldots,p_n \}} \max_{\sigma \in S^i} \left\{ \sum_{j=1}^{l} \bar{p}_{\sigma(j)} x(j) + v^*_{N-1,p^*_1,\ldots,p^*_n} \right\}
\]

\[
= \max_{1 \leq l \leq k} \max_{\{ \bar{p}_1,\ldots,\bar{p}_l \} \subseteq \{ p_1,\ldots,p_n \}} \left\{ \sum_{j=1}^{l} \bar{p}_j x(j) + \sum_{i=1}^{n-l} p_i^* a^i_{N-1} \right\}. \quad (4.7)
\]

Next we consider the following equation.

\[
\max_{\{ \bar{p}_1,\ldots,\bar{p}_l \} \subseteq \{ p_1,\ldots,p_n \}} \left\{ \sum_{j=1}^{l} \bar{p}_j x(j) + \sum_{i=1}^{n-l} p_i^* a^i_{N-1} \right\}. \quad (4.8)
\]

Consider the union of two sets \( \{ x(i) \}_{i=1,\ldots,l} \) and \( \{ a^i_{N-1} \}_{i=1,\ldots,n-l} \), and denote this set as \( B_l \), i.e.,

\[ B_l = \{ x(1), \ldots, x(l), a^1_{N-1}, \ldots, a^{n-l}_{N-1} \} \]

This problem is how to assign the element of \( B_l \) to \( \{ p_1, \ldots, p_n \} \). For \( B_l \), rearrange the order from largest to least and let this rearranged set be \( \{ b^j \}_{j=1,2,\ldots,n} \). By simple calculation, we get, therefore,

\[
\max_{\{ p_1,\ldots,p_l \} \subseteq \{ p_1,\ldots,p_n \}} \left\{ \sum_{j=1}^{l} \bar{p}_j x(j) + \sum_{i=1}^{n-l} p_i^* a^i_{N-1} \right\} = \max_{\sigma \in S^i} \sum_{i=1}^{n} p_i b^j_{\sigma(i)}. \]
Since
\[ b_1^j > b_2^j \geq \cdots \geq b_n^j, \]
Lemma 1.1 yields
\[ \max_{\sigma \in S_i} \left\{ \sum_{i=1}^n p_i b_i^j \sigma(i) \right\} = \sum_{i=1}^n p_i b_i^j. \]

We consider the policy to choose \( l \) largest observation from \( k \). When \( b_i^j = x(i) \) for \( j = 1, \cdots, n \) and \( i = 1, \cdots, k \), then it is optimal to assign \( j \)-th \( p_j \) to \( x(i) \). If \( b_j = a_{N-1}^j \) for \( j = 1, \cdots, n \) and \( i = 1, \cdots, n-k \), it is optimal not assign \( j \)-th \( p_j \) at this period.

Next define the value of \( l \) for the optimal policy. Equation (4.7) yields
\[ u_{\pi; x(1), \cdots, x(k)}^*(k; x(1), \cdots, x(k)) = \max_{1 \leq i \leq k} \left\{ \sum_{i=1}^n p_i b_i^j \right\}. \quad (4.9) \]

Put
\[ \xi_i = \sum_{i=1}^n p_i b_i^j. \]

On the other hand, consider the union of two sets of \( \{x(1), \cdots, x(k)\} \) and \( \{a_{N-1}^1, \cdots, a_{N-1}^n\} \). For this set, rearrange the order from largest to least. From this rearranged set, select the \( n \) largest elements, and let the number of \( x(i) \)'s contained in this set be \( l^* \). This set is \( \{x(1), \cdots, x(l^*), a_{N-1}^1, \cdots, a_{N-1}^n\} \), and \( x(l^*+1) \leq a_{N-1}^{l^*-1} \). This fact yields \( x(l^*) \geq a_{N-1}^{l^*-1} \geq x(l^*+1) \). Then we get
\[ \xi_{l^*} = \sum_{i=1}^n p_i b_{l^*}^i. \]

If \( l^* \leq l \), we put \( b_j = x(l^*) \) for some \( j \) where \( 1 \leq j \leq n \). Then we have the following equality.
\[ \xi_{l^*} - \xi_l = \sum_{i=1}^n p_i b_{l^*}^i - \sum_{i=1}^n p_i b_{l}^i = \sum_{i=j}^n p_i b_{l^*}^i - \sum_{i=j}^n p_i b_{l}^i = \sum_{i=j}^n p_i a_{N-1}^{l^*-1} - \sum_{i=j}^n p_i b_{l}^i = \sum_{i=j}^n p_i \{a_{N-1}^{l^*-1} - b_{l}^i\}. \quad (4.10) \]

Note the fact that \( B_l \) is a union of two sets \( \{x(i)\}_{i=1}^{l-1} \) and \( \{a_{N-1}^i\}_{i=1}^{n-l} \). For \( B_l \), rearrange the order from greatest to least, and compare two sets \( B_l \) and \( B_{l^*} \). Then the \( j \) largest elements of these two sets are the same. Eliminating these \( j \) values, we consider
the remaining elements of these two sets. Denote the remainder of these two sets as \( \tilde{B}_l \) and \( \tilde{B}_{l^*} \). Then we have

\[
\tilde{B}_{l^*} = \{a_{N-1}^{l^*-}, a_{N-1}^{l^*+1}, \ldots, a_{N-1}^{n^*}\},
\]

where \( a_{N-1}^{l^*-} \geq a_{N-1}^{l^*+1} \geq \cdots \geq a_{N-1}^{n^*} \). On the other hand, put \( l = l^* + \bar{l} + 1 \) where \( \bar{l} \geq 0 \). Then we also obtain

\[
\tilde{B}_l = \{a_{N-1}^{l^*-}, a_{N-1}^{l^*+1}, \ldots, a_{N-1}^{n^*-1}, x_{(i-\bar{l})}, \ldots, x_{(i-1)}, x_{(i)}\},
\]

where \( a_{N-1}^{l^*-} \geq a_{N-1}^{l^*+1} \geq \cdots \geq a_{N-1}^{n^*-1} \geq x_{(i-\bar{l})} \geq \cdots \geq x_{(i-1)} \geq x_{(i)} \). Since \( l - \bar{l} = l^* + 1 \), we note the following inequality.

\[
x_{(i)} \leq \cdots \leq x_{(i + 1)} = x_{(i - l)} \leq a_{N-1}^{n^*-1}.
\]

By comparing two sets \( B_l \) and \( B_{l^*} \), Equation (4.10) yields

\[
\xi_{l^*} - \xi_l = \sum_{j=l+\bar{l}}^{l} \{a_{N-1}^{n^*-1-(i-j)} - x_{(j)}\} \geq 0. \tag{4.11}
\]

We get, therefore,

\[
\xi_{l^*} \geq \xi_l.
\]

This completes the proof. \( \Box \)

**Remark 4.1.** In Proposition 4.2, put \( p_1 = \cdots = p_n = 1 \) and \( p_{n+1} = \cdots = p_m = 0 \). Then this proposition is the aforementioned to Proposition 3.2. The sequential stochastic assignment problem treated here is a generalization of an optimal selection problem with unknown number of jobs in 2.3.

**Remark 4.2.** As in the last remark, when \( p_1 = \cdots = p_n = 1 \) and \( p_{n+1} = \cdots = p_m = 0 \), we have that \( Q_{N,i} = P_{i,\ldots,1,0,\ldots,0} \). We showed the following fact in the proof of Proposition 4.2. The value \( a_{N,i}^i \) is a total expected amount obtained by the \( i \)-th \( p_i \) in the problem \( Q_{N;p_1,\ldots,p_m} \) for \( i(\leq m) \). By these facts, if we add one more stop action to the problem \( Q_{N,i-1} \), we will get an expected value \( a_{N,i}^j \) from this new action. For an optimal selection problem, \( a_{N,i}^j \) is an increment of additional stop action to the problem \( Q_{N,i-1} \). It is, therefore, a value of the \( i \)-th action.
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