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#### Abstract

For a multivariate normal distribution having a cyclic covariance matrix and equal means, we give uniformly minimum variance unbiased estimators of a common variance and covariances.


## 1. Introduction and Summary

A signal is transmitted from a point source located at the geocenter of a regular polygon of d sides. Let $V_{1}, \ldots, V_{d}$ be vertices of the polygon and taken sequentially. The signal received at the vertex $V_{i}$ is denoted by $X_{i}(i=1, \ldots, d)$. Then it may be reasonable to assume that $\operatorname{Var}\left(X_{1}\right)=\ldots=\operatorname{Var}\left(X_{d}\right)$ and $\operatorname{Cov}\left(X_{j}, X_{j+1}\right)$ does not depend on $j(j=1, \ldots, d)$, where $X_{d+1}=X_{1} ; \operatorname{Cov}\left(X_{j}, X_{j+2}\right)$ does not depend on $j(j=$ $1, \ldots, d)$, where $X_{d+2}=X_{2}$ and so on. In other words, for a covariance matrix $\Sigma=\left(\sigma_{i j}\right)$ of $\left(X_{1}, \ldots X_{d}\right)$, its elements can be written as $\sigma_{i i}=\sigma^{2}(>0)(i=1, \ldots, d)$ and $\sigma_{i j}=\theta_{k}(i \neq j, i, j=1, \ldots, d$ and $k=\min (|i-j|, d-|i-j|))$. A covariance matrix having this structure is said to be cyclic.

Equivalently, a $d \times d$ covariance matrix $\Sigma$ is cyclic if $g \Sigma g^{\prime}=\Sigma$ for all $g \in G_{0}=$ $\left\{I_{d}, C, C^{2}, \ldots, C^{d-1}\right\}$ where $I_{d}$ is the $d \times d$ identity matrix, and $C=\left(c_{i j}\right)$ is a $d \times d$ matrix with $c_{d 1}=c_{j, j+1}=1(j=1, \ldots, d-1)$ and the remaining elements equal to zero. For a vector $\mathbf{x}^{\prime}=\left(x_{1}, \ldots, x_{d}\right),(\mathbf{C x})^{\prime}=\left(x_{2}, \ldots, x_{d}, x_{1}\right)$. (See for example Eaton [1] and Olkin and Press [3]).)

For a multivariate normal distribution with a cyclic covariance matrix it is generally difficult to express the density function explicitly with $\sigma^{2}$ and $\theta_{k}$.

By transforming a sample, Olkin and Press [3] gives maximum likelihood estimators and likelihood tests for the above multivariate normal distribution.

The multivariate normal distribution with cyclic covariance matrix and equal means is equivalent to multivariate normal distribution invariant under the group of transformations $G_{0}=\left\{I_{d}, C, C^{2}, \ldots, C^{d-1}\right\}$. Noting this invariance of distributions,

[^0]we present uniformly minimum variance unbiased (UMVU) estimators of means, variance and covariances by the method stated in Yamato [4] and Yamato and Maesono [5].

Let $\left(X_{1 p}, \ldots, X_{d p}\right), p=1, \ldots, n$ be a sample from a nonsingular $d$-variate normal distribution with cyclic covariance matrix $\Sigma=\left(\sigma_{i j}\right)$ and equal means $\mu$, where $\sigma_{i i}=\sigma^{2}(>0)(i=1, \ldots, d)$ and $\sigma_{i j}=\theta_{k}(i \neq j, i, j=1, \ldots, d$ and $k=\min (|i-j|$, $d-|i-j|))$.

The UMVU estimators of a common mean $\mu$, variance $\sigma^{2}$ and covariances $\theta_{k}$ are presented by

$$
\begin{aligned}
& \widehat{\mu}=\bar{X}\left(\bar{X}=\sum_{i, p} X_{i p} /(n d)\right), \\
& \widehat{\sigma}^{2}=\sum_{i, j=1}^{d} \sum_{p \neq q}\left(X_{i p}-X_{j p}\right)^{2} /\left[2 n(n-1) d^{2}\right] \\
& \widehat{\theta}_{k}=\sum_{i, j} \sum_{p \neq q}\left(X_{i p}-X_{j q}\right)\left(X_{i+k, p}-X_{j+k, q}\right) /\left[2 n(n-1) d^{2}\right]
\end{aligned}
$$

(for $k=1, \ldots, r$ with $d=2 r+1$ or $k=1, \ldots, r$ with $d=2 r$ ), where $X_{d+i, p}=$ $X_{i p}$ for $i=1, \ldots, d$ and $p=1, \ldots, n$. These are shown in Section 2.

In Section 3, by the method different from Section 2 we make sure that the estimators obtained in Section 2 are UMVU estimators of mean, variance and covariances.

## 2. UMVU Estimators

Since the multivariate normal distribution with cyclic covariance matrix and equal means is invariant under the group of transformations $G_{0}=\left\{I_{d}, C, C^{2}, \ldots, C^{d-1}\right\}$, we derive the UMVU estimators by the method stated in Yamato [4] and Yamato and Maesono [5] which is quoted below.

Lemma 2.1. $\boldsymbol{P}=\left\{P_{\eta}, \eta \in \Omega\right\}$ denotes a family of some distributions on the d-dimensional Euclidean space. $\boldsymbol{P}^{*}=\left\{P_{\eta}, \eta=\Omega^{*}\right\}$ denotes its subfamily whose distribution is invariant under a finite group of measurable transformations $G=\left\{g_{1}\right.$, $\left.\ldots, g_{k}\right\}$. Let $X_{1}, \ldots, X_{n}$ be a sample of size n from $\mathbf{P} \in \boldsymbol{P}$ and $T\left(X_{1}, \ldots, X_{n}\right)$ be a UMVU estimator of its expectation $E(T)$ for $P$. Then the $G$-invariant version of $T$,

$$
T^{*}\left(X_{1}, \ldots, X_{n}\right)=\frac{1}{k^{n}} \sum_{j_{1}, \ldots j_{n}=1}^{k} T\left(g_{j_{1}} X_{1}, \ldots, g_{j_{n}} X_{n}\right)
$$

is a UMVU estimator of $E\left(T^{*}\right)(=E(T))$ for $\boldsymbol{P}^{*}$.
Proposition 2.1. For a multivariate normal distribution with unknown cyclic covariance matrix and unknown but equal means, UMVU estimators of mean $\mu$, variance $\sigma^{2}$ and covariances $\theta_{1}, \ldots, \theta_{r}$ are presented by

$$
\begin{align*}
\widehat{\mu} & =\bar{X}\left(\bar{X}=\sum_{i, p} X_{i p} /(n d)=\sum_{i=1}^{d} X_{i} \cdot / d\right)  \tag{2.1}\\
\widehat{\sigma}^{2} & =\sum_{i, j=1}^{d} \sum_{p \neq q}\left(X_{i p}-X_{j p}\right)^{2} /\left[2 n(n-1) d^{2}\right]  \tag{2.2}\\
\widehat{\theta}_{k} & =\sum_{i, j} \sum_{p \neq q}\left(X_{i p}-X_{j q}\right)\left(X_{i+k, p}-X_{j+k . q}\right) /\left[2 n(n-1) d^{2}\right]  \tag{2.3}\\
& (\text { for } k=1, \ldots, r \text { with } d=2 r+1 \text { or } k=1, \ldots, r \text { with } d=2 r)
\end{align*}
$$

where $X_{d+i, p}=X_{i p}$ for $i=1, \ldots, d$ and $p=1, \ldots, n$.
Proof. Let $\mathbf{X}_{p}=\left(X_{1 p}, \ldots, X_{d p}\right), p=1, \ldots, n$ be a sample from a nonsingular $d$-variate normal distribution with $E\left(X_{i p}\right)=\mu_{i}$ and $\operatorname{Cov}\left(X_{i p}, X_{j p}\right)=\sigma_{i j}(i, j=1, \ldots, d$, $p=1, \ldots, n)$. Then UMVU estimators of $\mu_{i}$ and $\sigma_{i j}$ are given by

$$
\begin{align*}
& \widehat{\mu}_{i}=X_{i} .(i=1, \ldots, d)  \tag{2.4}\\
& \widehat{\sigma}_{i j}=S_{i j} /(n-1) \quad(i, j=1, \ldots, d) \tag{2.5}
\end{align*}
$$

where $X_{i}$. $=\sum_{p=1}^{n} X_{i p} / n$ and $S_{i j}=\sum_{p=1}^{n}\left(X_{i p}-X_{i}.\right)\left(X_{j p}-X_{j}.\right)$ for $i, j=1, \ldots, d$ (see for example Lehmann [2]).

We make an UMVU estimator $\widehat{\mu}$ invariant under the group of transformations $G_{0}=\left\{I_{d}, C, C^{2}, \ldots, C^{d-1}\right\}$ from the UMVU estimator $\widehat{\mu}_{1}$ given by (2.4) with $i=1$, using Lemm 2.1.

Since we can write $\widehat{\mu}_{1}=\sum_{p=1}^{n} u\left(\mathbf{X}_{p}\right) / n$ with $u\left(\mathbf{X}_{p}\right)=X_{1 p}$, we have

$$
\widehat{\mu}=\frac{1}{n} \sum_{p=1}^{n} \frac{1}{d} \sum_{i=0}^{d-1} u\left(C^{i} \mathbf{X}_{p}\right)=\bar{X}
$$

where $\bar{X}=\Sigma_{j, p} X_{j p} /(n d)$.
We make an UMVU estimator $\widehat{\sigma}^{2}$ invariant under $G_{0}$ from the UMVU estimator $\widehat{\sigma}_{11}$ given by (2.5) with $i=j=1$, using Lemma 2.1.

Since we can write $\widehat{\sigma}_{11}=\sum_{p \neq q} v\left(\mathbf{X}_{p}, \mathbf{X}_{q}\right) /[2 n(n-1)]$ with $v\left(\mathbf{X}_{p}, \mathbf{X}_{q}\right)=\left(X_{1 p}-\right.$ $\left.X_{1 q}\right)^{2}$, we have

$$
\begin{aligned}
\widehat{\sigma}^{2} & =\frac{1}{2 n(n-1)} \sum_{p \neq q} \frac{1}{d^{2}} \sum_{i, j=0}^{d-1} v\left(C^{i} \mathbf{X}_{p}, C^{j} \mathbf{X}_{q}\right) \\
& =\frac{1}{2 n(n-1) d^{2}} \sum_{p \neq q} \sum_{i, j}\left(X_{i p}-X_{j q}\right)^{2} .
\end{aligned}
$$

We make an UMVU estimator $\widehat{\theta}_{k}$ invariant under the group of transformations $G_{0}$ from the UMVU estimator $\widehat{\sigma}_{1,1+k}$ given by (2.5) with $i=1$ and $j=1+k$ for $k=1$, $\ldots, r$ with $d=2 r+1$ or $d=2 r$.

Since we can write $\widehat{\sigma}_{1,1+k}=\sum_{p \neq q} w\left(\mathbf{X}_{p}, \mathbf{X}_{q}\right) /[2 n(n-1)]$ with $w\left(\mathbf{X}_{p}, \mathbf{X}_{q}\right)=$ $\left(X_{1 p}-X_{1 q}\right)\left(X_{1+k . p}-X_{1+k, q}\right)(k=1, \ldots, r$ with $d=2 r+1$ or $d=2 r)$ we have

$$
\begin{aligned}
\widehat{\theta}_{k} & =\frac{1}{2 n(n-1)} \sum_{p \neq q} \frac{1}{d^{2}} \sum_{i, j=0}^{d-1} w\left(C^{i} \mathbf{X}_{p}, C^{j} \mathbf{X}_{q}\right) \\
& =\frac{1}{2 n(n-1) d^{2}} \sum_{p \neq q} \sum_{i, j}\left(X_{i p}-X_{j q}\right)\left(X_{i+k, p}-X_{j+k, q}\right),
\end{aligned}
$$

where $X_{d+j, p}=X_{j p}(j=1, \ldots, d, p=1, \ldots, n)$. Thus we get (2.1), (2.2) and (2.3).

## 3. Normal Distribution with Cyclic Covariance Matrix

In Section 1 we gave the definition that a covariance matrix is cyclic. Its inverse is also cyclic as follows.

Lemma 3.1. If a covariance matrix $\Sigma$ is cyclic, then its inverse $\Sigma^{-1}$ is also a cyclic covariance matrix.

Proof. Since $\Sigma$ is positive definite, $\Sigma^{-1}$ is also positive definite. Because of $C^{d}=$ $I_{d}$ and $C^{\prime} C=I_{d}$, we have $\left(C^{d-j}\right)^{-1}=C^{j}$ and $\left(C^{j}\right)^{-1}=\left(C^{j}\right)^{\prime}(j=1, \ldots, d-1)$.

From the assumption we have $C^{j} \Sigma C^{d-j}=\Sigma(j=1, \ldots, d-1)$ and therefore

$$
\left(C^{d-j}\right)^{-1} \Sigma^{-1}\left(C^{j}\right)^{-1}=\Sigma^{-1} \quad \text { for } j=1, \ldots, d-1
$$

This is equivalent to

$$
C^{j} \Sigma^{-1}\left(C^{j}\right)^{\prime}=\Sigma^{-1} \quad \text { for } j=1, \ldots, d-1
$$

which shows that $\Sigma^{-1}$ is cyclic.
We put $u_{k j}=d^{-1 / 2}\left\{\cos \xi_{k j}+\sin \xi_{k j}\right\}$ with $\xi_{k j}=2 \pi(j-1)(k-1) / d$ for $k, j=1, \ldots, d$ and $\mathbf{u}_{k}^{\prime}=\left(u_{k 1}, \ldots, u_{k d}\right)$ for $k=1, \ldots, d$. Let $\Gamma^{\prime}$ be the matrix $\left(u_{1}, \ldots, u_{d}\right)$.

Lemma 3.2. (Eaton [1]). $\Gamma$ is a $d \times d$ symmetric orthogonal matrix. For any cyclic covariance matrix $\Sigma$ we have

$$
\Gamma \Sigma \Gamma=\Lambda
$$

where $\Lambda$ is a diagonal matrix. For $d=2 r+1$, the diagonal elements of $\Lambda$ are

$$
\lambda_{k}=\alpha_{k} \text { for } k=1, \ldots, r+1 ; \lambda_{d-k+2}=\alpha_{k} \text { for } k=2, \ldots, r+1 \text {, }
$$

and for $d=2 r$, the diagonal elements of $\Lambda$ are

$$
\lambda_{k}=\alpha_{k} \text { for } k=1, \ldots, r+1 ; \lambda_{d-k+2}=\alpha_{k} \text { for } k=2, \ldots, r,
$$

where $\alpha_{1}, \ldots, \alpha_{r+1}$ denotes the eigenvalues of $\Sigma$ and are positive.
Lemma 3.3. For any cyclic covariance matrix $\Sigma$, we denote the elements of its inverse $\Sigma^{-1}=\left(\sigma^{i j}\right)$ by $\sigma^{i i}=\tau_{0}(i=1, \ldots, d)$ and $\sigma^{i j}=\tau_{k}(i \neq j, i, j=1, \ldots, d$ and $k=$ $\min (|i-j|, d-|i-j|)$. Then the range of $\left(\tau_{0}, \ldots, \tau_{r}\right)$ contains a $(r+1)$-dimensional rectangle.

Proof. Since $\Sigma^{-1}$ is cyclic by Lemma 3.1, its elements ( $\sigma^{i j}$ ) can be described as $\sigma^{i i}$ $=\tau_{0}(i=1, \ldots, d)$ and $\sigma^{i j}=\tau_{k}(i \neq j, i, j=1, \ldots, d$ and $k=\min (|i-j|, d-|i-j|)$.

From Lemma 3.2 we have $\Gamma \Sigma^{-1} \Gamma=\Lambda^{-1}$ and $\Sigma^{-1}=\Gamma \Lambda^{-1} \Gamma$. Therefore there exists the one to one and linear correspondence between $\tau=\left(\tau_{0}, \ldots, \tau_{r}\right)^{\prime}$ and $\beta=\left(\beta_{1}, \ldots\right.$, $\left.\beta_{r+1}\right)^{\prime}$, where $\beta_{j}=1 / \alpha_{j}(j=1, \ldots, r+1)$. We denote this correspondence by $\tau=A \beta$ with the nonsingular matrix $A$. Since $\beta_{1}, \ldots, \beta_{r+1}>0$, the range of $\left(\tau_{0}, \ldots, \tau_{r}\right)$ is the image of $\beta_{1}, \ldots, \beta_{r+1}>0$ by the nonsingular transformation $A$ and contains a $(r+1)$ dimensional rectangle.

Proposition 3.1. For a multivariate normal distribution with cyclic covariance matrix and equal means, a sufficient and complete statistic is given by

$$
\begin{equation*}
\left\{\sum_{i=1}^{\mathrm{d}} \sum_{p=1}^{n} X_{i p}, \sum_{i=1}^{\mathrm{d}} \sum_{p=1}^{n} X_{i p}^{2}, \sum_{|i-j|=\mathrm{k} . d-k} \sum_{p=1}^{n} X_{i p} X_{j p}(k=1, \ldots, r)\right\} \tag{3.1}
\end{equation*}
$$

for $d=2 r+1$ or $d=2 r$.
Proof. Let $\mathbf{X}_{p}=\left(X_{1 p}, \ldots, X_{d p}\right), p=1, \ldots, n$ be a sample from a nonsingular $d$-variate normal distribution with $\mathrm{E}\left(X_{i p}\right)=\mu(i=1, \ldots, d)$ and a cyclic covariance matrix $\Sigma$. Since its inverse is also cyclic as stated in Lemma 2.1, the elements of the inverse matrix $\Sigma^{-1}$ can be written as $\sigma^{i i}=\tau_{0}(i=1, \ldots, d)$ and $\sigma^{i j}=\tau_{k}[i \neq j, i, j=1$, $\ldots, d$ and $k=\min (|i-j|, d-|i-j|))$. We put $v=\mu\left[\tau_{0}+2\left(\tau_{1}+\ldots+\tau_{r}\right)\right]$ for $d=2 r+1$ and $v=\mu\left[\tau_{0}+2\left(\tau_{1}+\ldots+\tau_{r-1}\right)+\tau_{r}\right]$ for $d=2 r$.

The joint density function of $\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}$ forms a $(r+2)$-parameter exponential family given by $f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)=c \exp \left(\eta_{0} S_{0}+\ldots+\eta_{r} S_{r}-2 v \Sigma_{i, p} x_{i p}\right)$, where $c$ is a constant depending upon parameters,

$$
\begin{aligned}
& \eta_{i}=-\tau_{i} / 2(i=0, \ldots, r) \text { and } S_{0}=\sum_{i=1}^{d} \sum_{p=1}^{n} x_{i p}^{2} \\
& S_{k}=\sum_{|i-j|=k, d-k} \sum_{p=1}^{n} x_{i p} x_{j p}(k=1, \ldots, r \text { with } d=2 r+1 \text { or } d=2 r)
\end{aligned}
$$

The range of $\left(\tau_{0}, \ldots, \tau_{r}\right)$ contains a $(r+1)$-dimensional rectangle by Lemma 3.3 and therefore $\left(\eta_{0}, \ldots, \eta_{r}\right)$ contains a $(r+1)$-dimensional rectangle. Thus a sufficient and complete statistic is $\left(\Sigma_{i, p} x_{i p}, S_{0}, \ldots, S_{r}\right)$ (see for example Lehmann [2]).

Proposition 3.2. For a multivariate normal distribution with a cyclic covariance matrix and equal means, the UMVU estimators of mean $\mu$, variance $\sigma^{2}$ and covariances $\theta_{1}, \ldots, \theta_{r}$ given by (2.1), (2.2) and (2.3), respectively, are unbiased functions of the sufficient and complete statistic presented by (3.1).

Proof. It is easy to see that the estimators given by (2.1), (2.2) and (2.3) are unbiased. The estimator given by (2.1) is obviously a function of the sufficient and complete statistic given by (3.1).

Using the relation:

$$
\sum_{i, j} \sum_{p} X_{i p} X_{j p}=\sum_{m=1}^{r} \sum_{|i-j|=m, d-m} \sum_{p} X_{i p} X_{j p}+\sum_{i, p} X_{i p}^{2}
$$

we have

$$
\begin{aligned}
2 n(n-1) d^{2} \widehat{\sigma}^{2} & =\sum_{p, q} \sum_{i, j}\left(X_{i p}-X_{j q}\right)^{2}-\sum_{p} \sum_{i \neq j}\left(X_{i p}-X_{j p}\right)^{2} \\
& =2(n d-d+1) \sum_{i, p} X_{i p}^{2}-2(n d \bar{X})^{2}+2 \sum_{m=1}^{r} \sum_{|i-j|=\mathbf{m}, d-m} \sum_{p} X_{i p} X_{j p}
\end{aligned}
$$

where the summation $\sum_{|i-j|=r, d-r}$ is taken as $\sum_{|i-j|=r}$ for $d=2 r$.
Thus $\widehat{\sigma}^{2}$ can be written as a function of the sufficient and complete statistic given by (3.1):
$\widehat{\sigma}^{2}=\left\{[(n-1) d+1] \sum_{i, p} X_{i p}^{2}-(n d \bar{X})^{2}+\sum_{m=1}^{r} \sum_{|i-j|=m, d-m} \sum_{p} X_{i p} X_{j p}\right\} /\left[n(n-1) d^{2}\right]$.
Since $2 \sum_{i=1}^{d} X_{i p} X_{i+k, p}=\sum_{|i-j|=k, d-k} X_{i p} X_{i+k, p}$ for $k=1, \ldots, r$ with $d=2 r+1$ or $k=1, \ldots, r-1$ with $d=2 r$, by the similar computation to the above we have for $k=1, \ldots, r$ with $d=2 r+1$ or $k=1, \ldots, r-1$ with $d=2 r$

$$
\begin{aligned}
\widehat{\theta}_{k}= & (2 n d)^{-1} \sum_{|i-j|=k, d-k} \sum_{p} X_{i p} X_{j p} \\
& -\left[n(n-1) d^{2}\right]^{-1}\left[(n d \bar{X})^{2}-\sum_{m=1}^{r} \sum_{|i-j|=m, d-m} \sum_{p} X_{i p} X_{j p}-\sum_{i, p} X_{i p}^{2}\right]
\end{aligned}
$$

which is a function of the statistic given by (3.1).
Since $\sum_{i=1}^{d} X_{i p} X_{i+r, p}=\sum_{|i-j|=r} X_{i p} X_{i+r, p}(d=2 r)$, we have for $d=2 r$

$$
\begin{aligned}
\widehat{\theta}_{r}= & (n d)^{-1} \sum_{|i-j|=r} \sum_{p} X_{i p} X_{j p} \\
& -\left[n(n-1) d^{2}\right]^{-1}\left[(n d \bar{X})^{2}-\sum_{m=1}^{r} \sum_{|i-j|=m, d-m} \sum_{p} X_{i p} X_{j p}-\sum_{i, p} X_{i p}^{2}\right]
\end{aligned}
$$

which is a function of the statistic given by (3.1).
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