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                    Abstract 

   In estimating parameter of the underlying distribution, the statis
tician may have prior information about parameter such that the true 
value of parameter lies in the neighborhood of a known value. We 
consider the problem of estimating variance of normal distribution 
when it is preliminarily conjectured that the true of variance lies in 
the interval. We suggest two estimators and compare these two 
estimators with the preliminary test estimator and the sample unbiased 
variance by using the mean square error.

1. Introduction 

   The classical statistical inferences utilizes only the sample information which is 

obtained by the statistical investigation to make inference about unknown parameter 

of the underlying distribution. That is, it disregard the situation to which it is put. 

   On the other hand, we shall take a stand which utilizes not only the sample in
formation but also other relevant informations to making the suitable decision. (We 

shall explain our standpoint and method of inference, by quoting Berger [7]). 

   There are two types of such information. The one is a knowledge of the con 

sequences of each possible inferences and is described by the loss that will occur for 

each inferences and possible values of parameter. The notion of loss is very important 

problem in statistical inference. But we do not concern ourself in this respect and we 
take the usual squared loss as the loss function. 

   The other is prior information which yields some information for the underlying 
distribution without sample. The one approach to statistical inference which makes 

use of such prior information is Bayesian analysis. In this approach unknown parameter 

is considered random variable and prior information is described by a probability dis 

tribution of the parameter, which is called prior distribution. 

   In this paper we do not take the Bayesian standpoint and take the following 

approach to statistical inference. The underlying distributions are assumed to have 
known types of distribution and to include unknown parameters. Prior information 

about parameters is vaguely given by information that true parameters will have some 

property. The one method of statistical inference using such prior information is the 
well-known estimation after preliminary test. The idea of this estimation method was 
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first introduced by Bancroft [4]. On the basis of the preliminary test, for example, 

the decision is made whether to pool two samples or to use only one sample. We 

consider estimation of mean of of normal distribution N(p1i 61). We have the one 

sample from \?(p1, a'D and the other sample from N(p2, 01). Available prior informa
tion is that i2 will be close to p1. If the difference of the two sample means derived 

from the above samples is small, then we use the two samples to estimate pi. Other

wise, we utilize only the sample from N(p1f a1) to estimate pi. Further investigations 

of the estimation after preliminary test are worked by Kitagawa [12], Bennett [6] and 

Asano [1], [2], [3]. A bibliograhy in Bancroft and Han [5] is a good source of 

references. The preliminary test estimator always depends on the level of significance 

of the preliminary test. Hirano [8], [9] discussed the level of significance of the 

preliminary test for the mean of the normal distribution. Similarly, Toyoda and 
Wallace [15], Ohtani and Toyoda [14] and Hirano [10], [11] discussed the level of 

significance of the preliminary test for the variance of the normal distribution. 

   On the other hand, different from estimation after preliminary test, we shall con

sider a method of estimation by making use of the prior information represented such 
that true parameter lies in an interval as preliminary conjecture. Thus our method of 

estimation is considered as estimation after preliminary conjecture. In this paper we 

shall consider the estimation of variance of the normal distribution under the above 
situation. 

   Let X1, X2, • • • , X„ be a sample of size n from a normal distribution with unknown 

mean p and unknown variance a2. We shall consider the estimation problem of unknown 

variance a2. The well-known estimator of 62 is the sample unbiased variance U given by 

                        U= E (X,—X)2/(n-1), 
2=1 

where X is a sample mean. 
   As previously stated, there is often some available prior information about a2. 

Under such situations the statistician should utilize that information to estimate a2. 

   Suppose that we have prior information such that a2 is close to a known positive 

value al,. 

   The one method to utilize this information is estimation after preliminary test. 

At first we consider to test the hypothesis Ho: a2=a . If the hypothesis is not rejected, 

then we estimate a2 by a . If the hypothesis is rejected, then we estimate a2 by the 
sample unbiased variance U. This leads to the preliminary test estimator given by 

ap if Xn_1(1—a/2)/(n1)<U/aZ<Xn_1(a/2)/(n-1), 
PT=(1.1) 
                 U otherwise , 

where Xn_1(a) is the upper 100% point of the chisquare distribtion with n-1 degrees 

of freedom. 

    Different from the above estimation after preliminary test, in the meantime, we 

shall represent the prior information as that the true value of a2 lies in the some 
interval containing a known value al. That is, we consider the situation such that 

we can preliminarily conjecture that the true value of variance lies in the interval
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 [al/CO3 aoC0], where Co is a positive constant. An important problem resulted from 
the above preliminary conjecture is how one incorporate this prior informations in the 

estimation of a2. 
   In Section 2, we propose two types of estimators of variance of the normal dis

tribution, which utilize the preliminary conjecture. We also give their mean square 

errors. 

   In Section 3, based on the mean square error criterion, we make comparison among 

estimators, which are the two estimators proposed in Section 2, the preliminary test 

estimator and the sample unbiased variance.

   2. Estimation after Preliminary Conjecture 

   Let X1, X2, • . • , Xn be a sample of size n from a normal distribution with unknown 

mean ice and unknown variance 62. We have prior information that the true value of 

a2 lies in the interval [a1/CO3 aoCo], where ap and Co are known positive constants. 

Utilizing this prior information, we shall propose two types of estimators of variance 

a2. For each type, we shall determine the optimal estimator by the minimax criterion. 
   Type I: 

   We consider the following type of estimator ; 

ao if C'<U/ao<C 

            T(w, C)= wU if U/ao>C(2.1) 

w-lU if U/ao<C-1 

where U=n(Xi—X)2/(n-1), the weight w is a constant such that OCw<1 and C is ti=1 

a positive constant. 
   Let MSE[T(w, C)] be a mean square error of the estimator T(w, C), i. e., 

MSE[T(w, C)]=E[T(w, C)—a2]2. We shall determine the weight w and C by the 

minimax criterion. That is, we shall determine the optimal estimator T(w1i C1) with 

w1 and C1 which satisfys 

MSE[T(w1i C1)]= Inf Sup MSE[T(w, C)](2.2) 
0<ws1, C>0 ,2-/co, (To] 

                                           where T(w, C) is given by (2.1). Thus the estimator T(w1i C1) is the minimax estimator. 

   In the meantime, we can also consider 

                      Sup MSE[T(w, C)] 
C2`Cao/CO, a2Co] 

as the mean-max risk of Kudo [13], where we use the prior information that a2 lies 
in the interval [01/Co, aoC0] with probability one. In this regard, the minimax estimator 

T(w1, C1) is considered the estimator which minimizes the mean-max risk 

              Sup MSE[T(w, C)] for OCw<1 and C>0, 
0.2E[cp/CO3,gco] 

among the class of estimators given by (2.1). 
   Hereafter we shall denote the estimator T (w1i CO by T 1. That is, the estimator
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Ti is given by 

Qo if CY<U/Qo<C1 

T1= will if U/Q6>_C1(2.3) 

wI1U ifU/a<Cj1 

where the weight w1 and C1 are determined to satisfy (2.2) with given values ao and Co. 
   Type II: 

    We consider the following type of estimator ; 

wU if U/a > 1 
    T(w)=(2.4) 

w-'U if U/Qo<_1 

where the weight w is a constant such that 0<w_.<1.  We shall determine the weight 
w by the minimax criterion. That is, we shall determine the optimal estimator T(w2) 
with W2 which satisfys 

MSE[T(w2)1= Inf Sup MSE[T(w)](2.5) 
0<z1 a2`[ag/Co, apC0] 

where T(w) is given by (2.4). Thus the estimator T(w2) is the minimax estimator. 
Similar to the estimator Ti, T2 is also considered the estimator which minimizes the 
mean-max risk among the class of estimators given by (2.4). Hereafter T(w2) is denoted 
by T2. That is, the estimator T2 is given by 

                          w2U if U/6o>1 
     T2=(2.6) 

wVU if U/ao<1 

where the weight w2 is determined to satisfy (2.5) with given values Qo and Co. 
   We evaluate the mean square errors of the estimators given by (2.1) and (2.4) in 

the following Theorem and its corollary. 
   THEOREM. Let X1, X2, • • • , Xn be a sample of size n from a normal distribution 

with unknown mean a and unknown variance a2. Then the mean square error of the 
estimator given by (2.1) is 

          MSE[T(w, C)]=a'4[{w2Ia(/S1)+w2(1—Ib(Q1))}(n+1)/(n-1) 

—2{wUIa(132)dw(1—Ib((32))}+1](2.7) 

+(2coa26o){Ia(J33)—Ib(IS3)} 

where It(j5) is an incomplete gamma function ratio, that is, 

             It((3)=I'(13)-1~tz,s-le-zdz,131=(n+3)/2, ,82=(n+1)/2, 
                                      0 13,=(n —1)/2, a=(n1)C-10 /(2a2) and b=(n1)C0/(2a2). 

   Before the proof of Theorem, we shall prepare the following lemma. 
   LEMMA. Let X2 be a random variable which have a chisquare distribution with n--1 

degrees of freedom and f(X2) be its probability density function, that is,



Estimation of variance after preliminary conjecture187

 f(x2)=I'[(n1)'2]1(72/2)(n1)/2exp [—X2/2]. 
Then we have 

J~f(x2)dx2=1—It;2(133), \72f(Y_2)dx2=(n1){1—Itr'2(p2)} 
and 

          fx2)2fx2)d72n                        (1)(n+1){1—It/2(131)} 

   This lemma can be proved by applying the transformation of variables, z=x2/2. 

   PROOF OF THEOREM. For the estimator T(w, C) given by (2.1), its mean square 
error is given by 

                                           2 

           MSE[T(w, C)]=--j ca1a2(c46+Jc                                    2)2g(u)du
a2(wu62)2g(u)du 

     00 

                                         C-1Qo 

                         +.00(w'u62)2g(u)du 
where g(u)= (n-1) I,~7i ------1~1[(n—1)u                            flexp[—(n262)u •              0.2

Making a transformation 72=(n1)u/a2 and putting a=(n1)C-1°V (262)  and b= 

(n1)C6o/(262), we have 

          MSE[T(w, C)]=.C2h(6162)f(x2)dx2+\(wa2x2/(n1)-62)2        2a22 

                                                     12a                           f(72)d72+10.272/(n-1)0.2)2f(x2)dx2 

                                                        o 

                      =(Q'p62)2rf (x2)dx2+c4(n-1)-2Titt,2(x2)2          J2a2b 

                         —2w(n1)72+(n-1)2}f (72)d72+2a (u _2(72)2 
0 )ll 

—2w1(n —Ur +(n-1)2 ` f (x2)dx2]. 
By applying Lemma to the above equation, we have the mean square error MSE[T(w, C)] 

given by (2.7). 
   Specially when C=1, the estimator T(w, C) given by (2.1) is reduced to the es

timator T(w) given by (2.4). Thus we have the following corollary. 
   COROLLARY 1. The mean square error of the estimator given by (2.4) is 

MSE[T(w)]=64[{w2Id(81)+w2(1—Id(t31))}(n+1)/(n-1) 

—2{w1Id(3 2)±w(1—I432))}+1](2.8) 

where d=--(n /31=(n-I-3)/ 2 and /32—(n+1)/2. 
   It is noted that an incomplete gamma function ratio It(i) can be calculated in case 

of j3=j3'/2 where /3' is a positive integer by using the following equation (see Yamauti 

[16], for example) ; 
It(13)=1—Q(2x2 ; (3',:2)
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where 

x4Xv 2 
whenvis even,               Q(y2;1,)=e-7-212[1+ 

                                  2 2.4 2.4.••• •('2) 

and 

                                                        3 when v is odd, Q(x2;v)=2ex22[ 1+1.3...+-------------------------------1.3.5.•••.(v-2)1+2[1-0(t)] 
where 0 is the cumulative distribution function of the standard normal distribution 

function. 

   As it seems difficult to find w1 and C1 sayisfying the criterion (2.2) analytically as 

yet, we resort to numerical computations with a fixed sample size n. From numerical 
computations, it is seen that MSE[T(w, C)] for a2E[ao/Co, aoC0] attains a maximum 

at 62=01C0 for every fixed w and C. We first calculate MSE[T(w, C)] at a2=01C0 

for every fixed w and C. Next we numerically evaluate values of w and C such that 

w and C attain a minimum of Sup MSE[T(w, C)] for 0<w<_1 and C>0. 
a2ECvo/CO3 aoC0] 

Similarly, we evaluate numerically a value of w satisfying (2.5). 

   Numerical values of w1, C1 and w2 are listed in Table 1 for of=1, C0=1.5, 2.0, 2.5 

and some values of n. 

   From Table 1, it is clear that for each n w1 and w2 increase and C1 decreases as 

Co increases, i. e., the range of the interval which is preliminarily conjectured increases. 
   For a fixed C0 as n increases, w1 and w2 increase and tend to be numerically 

almost equal and C1 decreases to one. Therefore the estimator T1 is almost indis

tinguishable from the estimator T2 for large n. 

   Using the values of w1, C1 and w2 given in Table 1 and Theorem, we evaluate

Table 1. Values of w1 and C1 of the minimax estimator T1 

        and w2 of the minimax estimator T2.
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numerically the mean square errors of the minimax estimators  T1 and T2. 
   The mean square errors of the sample unbiased variance U and the preliminary 

test estimator PT given by (1.1) are given in the following proposition. 
   PROPOSITION 1. Let X1, X2, , X,, be a sample of size n from a normal distribu

tion N(p, a2). Then the mean square errors of the sample unbiased variance U and the 

preliminary test estimator PT given by (1.1) are respectively, 

MSE(U)=2a4/(n-1) 
and 

MSE(PT)=a3[{Ie(J31)—I f(131)+1}(n+1)/(n1)2{Ie(192)—I f(S2)} —11 

+ (2a0a2— a0) { I e(j3)—If (j3) } 

where e=X,_1(1—a/2)ao/(2a2) and f =X7C_1(a/2)a1/(2a2).

   3. Comparison of Estimators 

   Let X1, X2, • • • , Xn be a sample of size n from a normal distribution N(p, a2). 

Prior information is that a2 lies in the interval [01/Co, aoCo], where ao=1 and Co= 

1.5, 2.0 or 2.5. Note that we can assume ao=1 without loss of generality. To make 

a comparison among four estimators which are the minimax estimators Ti, T2, the 

preliminary test estimator PT and the sample unbiased variance U, we shall use the 
ratios of the mean square errors of T 1, T2 and PT to the one of U which is the 

uniformly minimum variance unbiased estimator of a2. The above ratio is also called 

efficiency. We shall denote the efficiencies of T 1, T2 and PT relative to U by e(T 1), 

e(T2) and e(PT), respectively. That is, 

e(T 1)=MSE(U)/MSE(T1) , 

e(T 2) =MSE(U)/MSE(T2) , 

e(PT) =MSE(U)/MSE(PT) , 

which depend on a2. 

   If e(T1)>1, then T1 is more efficient than U, and if e(T 1)> e(T 2), then T1 is 

more efficient than T2 in the sense of the mean square error. 

   As a2 tends to infinity, we have easily the following properties of the efficiencies 
by Theorem and Proposition 1. 

   PROPOSITION 2. As a2 tends to infinity, we have 

lime(T1)=2/{(nI1)wi2(n1)w1I-n-1} , 
                                          Q 2.~ec 

lim e(T2)=2/{(n+1)w22(n1)w2+n-1} , 
                            02~~ 

lim e(PT)=1 

where w1 and w2 are given in Table 1. 

   PROOF. By noting that lim It(j3)=1 for a fixed j3, we have easily the above limits. 

Since 0<w1i w2_1, we have
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 2/(n-1)< lirn e(T1), lirn e(T2)<(n+1)/(n-1). 
                                                          a2—oo 0.2—oo 

   The following equalities among the efficiencies also hold. 

   COROLLARY 2. For a sufficiently large variance a2, 

e(T1)>e(PT) for (n3)/(n+1)<wi<1, 

    e(T2)>e(PT) for (n3)/(n+1)<w2<1, 

e(T1)>e(T2) for 0<w2<wi<(n1)/(n+1) or (n1)/(n+1)<wi<w2<1. 

   Now we shall make numerical comparisons of the four estimators Tl, T2, PT and 
U for the sample n=7, 30, 100 and preliminary conjecture [1/Co, Co] with Co=1.5, 

2.0, 2.5. We take the sample size n=7 for a small sample size, n=30 for a intermediate 

sample size and n=100 for a large sample size.

   3.1. Comparison of estimators (n=7) 

   At first we shall examine e(T1), e(T2) and e(PT) for 77=7 in Fig. 1, where the 
interval of preliminary conjecture is [0.667, 1.5]. The numerical values of the mean 

square errors are given in Table 2.

preliminary conjecture [0.667, 1.5]

Fig. 1. Efficiencies of T 1, T2 and PT relative to U.
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      Table 2. Numerical values of the MSE of estimators. 

n=7preliminary conjecture  _0.667. 1.5_
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   This shows that T 1, T2 and PT have smaller values of the mean square error 
than those of U in the neighborhood of 62=1 . So, U will not be appropriate in our 
situation. On close investigation from Table 2 it is seen that e(T1)>1 holds on the 

interval [0.667, 3.2], e(T2)>1 holds on the interval [0.7, 10] and e(PT)>l holds on 

the interval [0.667, 1.6]. 

   Further, since e(T1)>e(PT) holds on the interval [0.1, 4] and e(T1)>e(T2) holds 

on the interval [0.5, 1.8], T1 is more efficient than PT and T2 near one. 
   As from Table 1, w, is smaller than (n3)/(n-1-1) and w2 is larger than (n-3)/ 

(n+l), e(T2)>e(PT)>e(T1) holds for a sufficiently large a2. 
   When the interval of preliminary conjecture are [0.5, 2.0] and [0.4, 2.5], it is seen 

that Fig. 2 and Fig. 3 show a similar tendency as Fig. 1. 

   As from Table 1, both wl and w2 are larger than (n3)/(n+1) for the intervals 

of preliminary conjecture [0.5, 2.0] and [0.4, 2.5] we have e(T1)>e(PT) and e(T2)> 

e(PT) for a sufficiently large a2. Also, we have wl<w2<(n1)/(n+1). Hence, e(T2) 

>e(T1)>e(PT) holds for a sufficiently large a2.

preliminary conjecture [0.5, 2.0]

Fig. 2. Efficiencies of T 1, T2 and PT relative to U .
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preliminary conjecture  L0.4, 2.5]

Fig. 3. Efficiencies of Ti, T2 and PT relative to U.

   3.2. Comparison of estimators (n=30) 
   For n=30 and the interval of preliminary conjecture [0.667, 1.5], Fig. 4 and Table 

3 show that T1 and T2 have the smaller mean square error than PT except neigh

bourhoods of zero and one of a2. PT behaves badly for a2 near to 0.5 and 1.5, though 
it behaves goodly for a2 close to one. T1 and T2 behave better than U except for a 

small a2, though they behave a little worse than U for a small a2. T2 is only slightly 

worse than T1 for a2 near one and is almost indistinguishable from T1 for a2 away 

from one. Also, for the intervals of preliminary conjecture [0.5, 2.0] and [0.4, 2.5] 

we have a similar tendency, and it can be seen that e(T2)>e(T1)>e(PT) holds for a 

sufficiently large a2 in each three intervals of preliminary conjecture.

   3.3. Comparison of estimators (n=100) 

   For n=100 and the interval of preliminary conjecture [0.667, 1.5], Fig. 5 and Table 

4 show that Ti and T2 have the smaller mean square error than PT except neigh

bourhood of zero and one of a2. PT behaves badly for a2 near to 0.7 and 1.4, though 

it behaves goodly for a2 close to one. Ti and T2 behave a little better than U except 
for a small a2. e(T1) and e(T2) are smaller than one for a small a2, but the differences
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preliminary conjecture [0.667, 1.5]

Fig. 4.  Efficiencies of Tl, T2 and PU relative to U.

are little. The mean square errors of T1 and T2 are almost equal. Also, for the 

intervals of preliminary conjecture [0.5, 2.0] and [0.4, 2.5] we have a similar tendency, 

and it can be seen that e(T1)=e(T2)>e(PT) holds for a sufficiently large o2 in each 

three intervals of preliminary conjecture. 
   In conclusion, for a small or intermediate sample size, we may say that among the 

estimators T i, T2, PT and U, the minimax estimator T1 appears to be better than 

T2, PT and U with respect to the mean square error criterion, even if our preliminary 

conjecture, oo, is not very accurate. Though PT behaves goodly for a2 close to one, 

it behaves badly as a2 parts from one. Ti and T2 behave goodly except for a small 

a2, but their efficiencies e(T 1) and e(T2) are not extremely bad for a small a2. T1 

tends to behave better than T2. Therefore, we should recommend the minimax es

timator Ti of variance using preliminary conjecture from the point of view of the 

mean square error criterion for a small or intermediate sample size. 
   In order to see the asymptotic properties of T1 and T2, we shall at first take the 

following approximation to MSE[T(w, C)] given by (2.7) for a large n ; 

MSE[T(w, C]=a4[w-22w-1+11,
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      Table 3.  Numerical values of the MSE of estimators. 

n=30preliminary conjecture [0.667, 1.5]
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      Table 4. Numerical values of the MSE of estimators. 

 n=100preliminary conjecture [0.667, 1.5[
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 preliminary conjecture [0.667, 1.5]

Fig. 5. Efficiencies of Ti, T2 and PT relative to U.

which is minimized by w=1 for 0<w<_1. Therefore for a large n, w1 is approximately 

equal to one. For a large n, it is seen from Table 1 that C1 is approximately equal 

to one. 

   Thus, for a large n, the estimator T1 is almost equal to the sample unbiased 

variance U. The similar conclusion is extended over to the estimator T2. 

   The above conclusions will be natural, because the sample information will overcome 

the prior information as the sample size increases sufficiently large.
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