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Abstract

We introduce indexing alternating finite automata and establish a relationship with uniform boolean circuits.

1. Introduction

$\text{NC}^k$ is the class of functions computable by uniform boolean circuit families of size $n^{O(1)}$ and depth $O((\log n)^k)$ for $k \geq 1$, where $n$ is the number of inputs [2-3]. The class $\text{NC} = \bigcup_{k \geq 1} \text{NC}^k$ is understood as the class of efficiently parallelizable problems independent of the choice of parallel computation models [2-5]. Especially, the subclasses $\text{NC}^1$ and $\text{NC}^2$ are of particular interest since many important problems in $\text{NC}$ are also in $\text{NC}^2$ [2] and some of them fall in $\text{NC}^1$. Unfortunately, the class $\text{NC}^1$ may not be the same under the log space uniformity and the $U_k$-uniformity introduced by Ruzzo [4] but $\text{NC}^k$ is stable for $k \geq 2$. With respect to the recognition of sets, Ruzzo [4] characterized the class $\text{NC}^k$ in terms of the time and space complexities of indexing alternating Turing machines as

$$\text{NC}^k = \text{ATISP}((\log n)^k, \log n),$$

where $\text{ATISP}((\log n)^k, \log n)$ is the class of sets accepted by indexing alternating Turing machines running in time $O((\log n)^k)$ and simultaneously in space $O(\log n)$.

This paper is concerned with a subclass of $\text{NC}^3$ and we deal only with sets instead of functions. The choice of a uniformity definition for $\text{NC}^1$ does not matter here. We introduce indexing alternating finite automata and establish a relationship with some kind of uniform boolean circuits in the same spirit as [4]. A conventional Turing machine reads a given word from left to right. Instead of scanning a word sequentially, a random accessing ability to the input tape is invented in [4] with the use of an index tape. A binary integer shall be written on the index tape. Then by a read instruction, the input symbol of the position specified by the binary integer on the index tape is accessed in one step. The indexing mechanism speeds up the input accessing.

Our main result is that the class of sets accepted by indexing alternating finite automata (denoted $\text{IAFA}$) coincides with the class of sets accepted by binary tree like
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circuit families. A binary tree like circuit family consists of circuits of very regular forms similar to full binary trees. This yields that IAFA is a subclass of NC'. It is not trivial from the definition of indexing alternating finite automata that IAFA contains all regular sets over \{0, 1\}. We show that it is the case. A non-regular set in IAFA and a set not in NC'-IAFA are also shown. Thus IAFA is a proper subclass of NC' containing regular sets properly.

2. Definitions

Since a finite automaton is not allowed any worktape, it is difficult to write various binary integers on the index tape. In order to relax this difficulty, we introduce alternation [1] and the following writing method for the index tape. Given an input of length \( n \), initially the index tape head is placed on the \( \lceil \log(n-1) \rceil + 1 \)st square and the symbol \# is on the 0th square as in Fig. 1, where for \( n=0, 1 \) its value is assumed to be 0 and 1, respectively. It should be noted that \( \lceil \log(n-1) \rceil + 1 \) is the number of bits required to represent the number \( n-1 \) in binary. The index tape head writes 0

![Fig. 1.](image-url)
or 1 and moves to the right. When it reaches $z$, it can access the input symbol of the position $\nu(x)+1$, where $x$ is the binary string on the index tape and $\nu(x)$ is the number it represents. For example, if the input length is 6 and the index tape contains 010$z$, then the third input symbol is accessed. The position greater than $n$ may be accessed. In such case we assume that a special symbol $\$ is accessed.

**Definition 1.** An indexing alternating finite automaton (abbreviated as indexing afa) $M$ consists of the following data:

1. There are two kinds of states.
   (i) **Existential states:** $Q_3$ denotes the set of existential states.
   (ii) **Universal states:** $Q_\nu$ denotes the set of universal states.

2. There are special states.
   (i) The initial state $q_1 \in Q_3 \cup Q_\nu$.
   (ii) The read states $r_1, \ldots, r_t \in Q_3$: The input position specified by the index tape contents is accessed if the index tape head is on the marker $z$. $Q_R$ denotes the set of the read states.
   (iii) The accepting state $\text{accept} \in Q_3$.
   (iv) The rejecting state $\text{reject} \in Q_\nu$.

3. There are three kinds of operations for the index tape and the input tape.
   (i) $\text{write}(x)$ $(x \in \{0, 1\})$: If the index tape head is scanning the blank symbol $B$, then it writes the symbol $x$ and moves one square right.
   (ii) $A$ $(A \in \{0, 1, \$\})$: This operation is executable only when the current state is a read state and the index tape head is on the marker $z$. The operation $A$ $(A \in \{0, 1\})$ checks if the input symbol accessed is $A$. The operation $\$ checks if the input head position specified by the index tape contents is greater than the input length.
   (iii) $\varepsilon$: This is a null operation. Nothing will be executed except state transitions. A transition with $\varepsilon$ is called an $\varepsilon$-move.

Let $Q_T = (Q_3 \cup Q_\nu) - \{r_1, \ldots, r_t, \text{accept}, \text{reject}\}$. Then the transition relation $\delta$ is defined as a subset

$$\delta \subseteq Q_T \times \{\text{write}(0), \text{write}(1), \varepsilon\} \times (Q_T \cup Q_R)$$

$$\cup Q_R \times \{0, 1, \$\} \times \{\text{accept}, \text{reject}\}.$$

Informally, an indexing afa $M$ on an input $w$ moves in the following way: The computation starts with the initial state. When it is in an existential state, it chooses a transition nondeterministically and moves to the next state. When it is in a universal state, it branches into several states according to the transitions involving the current universal state. During these movements, it writes 0's and 1's on the index tape following the write operations specified in the transitions. After the index tape is filled up, it enters a read state where it reads the input symbol of the position specified by the contents of the index tape as mentioned above. Then it transits into the accepting or rejecting state. When the position specified by the index tape contents is greater than the input length, it can also change its state to the accepting or rejecting state. If all branching paths starting at the initial state reach the accepting state, it accepts the input $w$.

**Definition 2.** Let $M$ be an indexing afa. We say that an input $w \in \{0, 1\}^*$ is
accepted by $M$ if there is a finite tree called an accepting tree satisfying the following conditions:

(1) Each vertex is labelled with a state of $M$ and each edge is labelled with an operation of $M$. In particular, the root is labelled with the initial state and each leaf is labelled with accept.

(2) If an internal vertex $u$ is labelled with $q \in Q_3$, then $u$ has exactly one child $v$ labelled with $p$ such that $(q, \varphi, p) \in \delta$ and the edge $(u, v)$ is labelled with $\varphi$.

(3) If an internal vertex $u$ is labelled with $q \in Q_r$, then, for each $(q, \varphi, p) \in \delta$, $u$ has a child $v$ labelled with $p$ and the edge $(u, v)$ is labelled with $\varphi$.

(4) A vertex $u$ adjacent to a leaf is labelled with a read state. The vertex $u$ has exactly one child $v$ labelled with accept. As to the label of the edge $(u, v)$, we consider the path from the root to the vertex $u$. Note that the edges on this path are labelled with $\text{write}(0)$, $\text{write}(1)$ or $\epsilon$. Let $x$ be the binary string written on the index tape by this sequence of write operations. If the input symbol of the $(\nu(x)+1)$st position is $A$, then the label of the edge $(u, v)$ is $A$ for $A \in \{0, 1\}$. If $\nu(x)+1$ is greater than the input length, the label is $\$$(see Fig. 2).

**Definition 3.** For an indexing afa $M$, the set of words accepted by $M$ is denoted by $L(M)$. Then we define the class IAFA as follows:

$$\text{IAFA} = \{ L \mid L \subseteq \{0, 1\}^*, L = L(M) \text{ for some indexing afa } M \}.$$

**Remark.** Without loss of generality, we may assume the following restrictions (1)-(5) on indexing afa's:

(1) Each $w \in L(M)$ is accepted with an accepting tree such that the maximum
length of contiguous $\varepsilon$-moves in the tree is bounded by the number of states in $M$. Hence the height of the accepting tree is $O(\log n)$.

2. For each state $q \in Q^s \cup Q^r$, $|\{p | (q, q, p) \in \delta\}| \leq 2$.

3. Moreover, for each state $q$, the operation $\text{write}(x)$ satisfies $|\{p | (q, \text{write}(x), p) \in \delta\}| \leq 1$ and $|\{p | (p, \text{write}(x), q) \in \delta\}| \leq 1$ for each $x \in \{0, 1\}$.

4. A read state $r$ is accessible from $Q_T$ only via an $\varepsilon$-move $(q, \varepsilon, r) \in \delta$. Furthermore, we assume that for each $q \in Q_T$, $|\{r | r \in Q_R, (q, \varepsilon, r) \in \delta\}| \leq 1$ and for each $r \in Q_R$, $|\{q | q \in Q_T, (q, \varepsilon, r) \in \delta\}| \leq 1$.

5. For each read state $r$ and each $A \in \{0, 1, \$\}$, there exists a unique state $f$ in $\{\text{accept, reject}\}$ with $(r, A, f) \in \delta$.

**Definition 4.** Let $\{\alpha_n\}_{n \geq 0}$ be a circuit family such that each $\alpha_n$ has $n$ inputs $w_1, \ldots, w_n$ and one output $z$. We say that a set $L \subseteq \{0, 1\}^*$ is accepted by a circuit family $\{\alpha_n\}_{n \geq 0}$ if the output of $\alpha_n$ with inputs $w_1, \ldots, w_n$ is $1$ if and only if $w_1 \cdot \ldots \cdot w_n \in L$ for all $w_1, \ldots, w_n \in \{0, 1\}$ and $n \geq 0$.

**Definition 5.** A binary tree like circuit family $\{\alpha_n\}_{n \geq 0}$ is defined using three basic constant circuits in Fig. 3 which are independent of $n$. The lines $u_1, \ldots, u_k$ (resp. $v_1, \ldots, v_m$) are called the left inputs (resp. right inputs). The lines $x_1, \ldots, x_m$ (resp. $y_1, \ldots, y_k; z$) are called the left outputs (resp. right outputs; center output).

$\alpha_n$ is either $1$ or $0$. For $n \geq 1$, let $m$ be the integer such that $2^{m-1} < n \leq 2^m$. Consider the full binary tree $T_m$ with $2^m$ leaves. Assume that the leaves of $T_m$ are numbered from left to right as $1, \ldots, 2^m$. Then the tree $T_m$ denotes the subtree of $T_m$ with leaves $1, \ldots, n$. The binary tree like circuit $\alpha_n$ is defined as follows: First we assign the circuit $C_2$ (resp. $C_1$) to the internal vertices of $T_m$ with two children (resp. one child). The circuit $I$ is assigned to each leaf. Then we connect these circuits by identifying the left (resp. right) inputs of a circuit with the right (resp. left) outputs of the circuit left below (resp. right below), where the center output is ignored. For the circuit locating at the root, the center output is used while the left and right outputs are ignored (see Fig. 4).

**Definition 6.** We define the class $BC$ as follows:
3. Characterization of IAFA by Circuits

**Theorem 1.** $BC = IAFA$.

**Proof.** $BC \subseteq IAFA$: We give an informal description of an indexing afa which simulates a binary tree like circuit family with basic constant circuits $C_2$, $C_1$, and $I$. We explain how the circuit in Fig. 4 is simulated by an indexing afa $M$. Initially, it guesses the output bit $z$. Then it guesses which circuit of $C_2$, $C_1$, $I$ locates at the position $s$ of Fig. 4. If $C_2$ is guessed, it also guesses the left and right input bit vectors $U$ and $V$ for $C_2$. Then it checks if $z$ is the output of $C_2$ with inputs $U$ and $V$. After the pair $(U, V)$ is determined, it universally branches into two states corresponding to $U$ and $V$ executing the operations $write(0)$ and $write(1)$, respectively (Fig. 5(a)). Simultaneously, it passes to the state for $V$ the information that it is, at present, in the right most position. For the position not right most, it must guess either $C_2$ or $I$.

When $C_2$ is guessed for the position 0, the left and right input bits are guessed and checked in the same way.

At the position 1, which is now right most, if $C_1$ is guessed, then the left input bit vector $U'$ is guessed and checked in the same way. Then it universally branches into the state for $U'$ and the special state $qs$ executing $write(0)$ and $write(1)$, respectively. Once the state $qs$ is reached, it universally branches into two parts with the same state $qs$ executing the operations $write(0)$ and $write(1)$, respectively (Fig. 5(b)). From
the state $q_s$, it is also possible to enter a read state. When it reached a read state, it is allowed to enter the accepting state if and only if the position specified by the index tape contents is greater than the input length.

When the circuit $I$ is guessed, it guesses the input symbol and checks the consistency with the bit vector determined before. Then it accesses the input tape using the index tape contents, if possible, and verifies that the guessed input symbol coincides with the accessed input symbol.

IAFA $\subseteq$ BC: Given an indexing afa $M$, we define three basic circuits $C_2(M)$, $C_1(M)$ and $I(M)$ in the following way: Assume that $M$ has states $q_1, \cdots, q_s, r_1, \cdots, r_t$, accept, reject, where $r_1, \cdots, r_t$ are read states.

We first define the circuit $C_2(M)$ (see Fig. 6). The circuit $C_2(M)$ has gates $q_i^{(k)}$ and $p_i^{(k)}$ for $i, k=1, \cdots, s$, where $q_i^{(k)}$ is an AND-gate (resp. OR-gate) if $q_i$ is a universal (resp. existential) state, and all $p_i^{(k)}$ are OR-gates. For $k=2, \cdots, s$, the OR-gate $p_i^{(k)}$ has the inputs from $q_i^{(k)}$ and $p_i^{(k-1)}$ and $p_i^{(1)}$ has an input from $q_i^{(k)}$ for $i=1, \cdots, s$. The gate $q_i^{(k)}$ has an input from the gate $p_i^{(k-1)}$ for each $q_j \in \{q_i, r_s, q_{t}\} \in \delta, 1 \leq j \leq s$. By Remark (1), such $s$ stage construction suffices to simulate contiguous $\varepsilon$-moves. Remark (2) guarantees that the fan-in of the circuit is at most 2. The inputs and outputs of $C_2(M)$ are defined as follows. For each transition $(q_i, \text{write}(0), q_j) \in \delta$, a left input comes into $q_i^{(1)}$ from the gate $p_i^{(1)}$ of the circuit left below and a right output goes out from $p_i^{(1)}$ to the gate $q_i^{(1)}$ of the circuit right above. Similarly, for each transition $(q_j, \text{write}(1), q_i) \in \delta$, a right input comes into $q_j^{(1)}$ from the gate $p_j^{(1)}$ of the circuit right below and a left output goes out from $p_j^{(1)}$ to the gate $q_j^{(1)}$ of the circuit left above. By Remark (3), the correspondence between inputs and outputs is unique. The center output goes out from $p_i^{(1)}$.

To define $C_1(M)$, we use a constant circuit $C_8(M)$ with no input. $C_8(M)$ has the same structure as that of $C_2(M)$ except the inputs. By Remark (4), we can associate each read state $r_k$ with the unique state $q_{j_k}$ satisfying $(q_{j_k}, \varepsilon, r_k) \in \delta$. If $(r_k, $, accept) $ \in \delta$, then $q_{j_k}^{(1)}$ gets the value 1. Similarly, if $(r_k, $, reject) $ \in \delta$, then $q_{j_k}^{(1)}$ gets the value 0. By Remark (5), these are well defined. The construction of $C_1(M)$ is similar to $C_8(M)$. It does not have the right inputs but instead of them the circuit $C_8(M)$ is
attached so that \( q_i^{(1)} \) has an input from \( p_j^{(0)} \) of \( C_0(M) \) for each transition \((q_i, \text{write}(1), q_j) \in \delta \).

Finally, we define the circuit \( I(M) \). It also has the same structure as that of \( C_0(M) \) except the inputs. \( I(M) \) has the unique input \( w \). Recall that a read state \( r_k \) can be accessible only via an \( \varepsilon \)-move \((q_{j_k}, \varepsilon, r_k)\). Then we connect the input \( w \) to \( q_{j_k} \) \((k = 1, \ldots, t) \) in the following way: If \((r_k, 1, \text{accept}) \in \delta \) and \((r_k, 0, \text{reject}) \in \delta \), then \( w \) directly goes to \( q_{j_k}^{(0)} \). If \((r_k, 1, \text{reject}) \in \delta \) and \((r_k, 0, \text{accept}) \in \delta \), then \( w \) is first negated and goes to \( q_{j_k}^{(1)} \). If \((r_k, x, \text{reject}) \in \delta \) (resp. \((r_k, x, \text{reject}) \in \delta \)) for all \( x \in \{0, 1\} \), then the value 1 (resp. 0) goes to \( q_{j_k}^{(1)} \). The well-definedness follows from Remark (3). This completes the proof. 

In [5] it is proved that any regular set can be accepted by an indexing alternating Turing machine in time \( O(\log n) \). But it is not obvious that all regular sets over \( \{0, 1\} \) are in IAFA. By the following proposition combined with Theorem 1, we can see that every regular set over \( \{0, 1\} \) is accepted by an indexing afa and therefore in time \( O(\log n) \) (Remark (1)).

**PROPOSITION 2.** Let \( L \subseteq \{0, 1\}^* \) be a regular set. Then \( L \) is accepted by a binary tree like circuit family.

**PROOF.** We may assume that \( L \) is accepted by a nondeterministic finite automaton \( M = (Q, \{0, 1\}, q_1, \delta, \{q_s\}) \) with a single accepting state \( q_s \), where \( q_1 \) is the initial state and \( \delta \) is the transition relation. Let \( q_1, \ldots, q_s \) be the states of \( M \). We construct the basic circuits \( C_0, C_1 \) and \( I \) as follows:

1. The circuit \( C_0 \) is shown in Fig. 7(a). The pairs \((q_i, q_i)^x, \ldots, (q_i, q_j)^x, \ldots, (q_s, q_s)^x\) are boolean variables, where \( x \in \{l, r\} \). It means that \((q_i, q_j) = 1 \Longleftrightarrow \) there is a sequence of transitions from \( q_i \) to \( q_j \). The left and right outputs are the same. The center output is \((q_i, q_s)\). In the circuit \( D_0, (q_i, q_j) \leftarrow \Sigma_{-1}(q_i, q_s)^l \cdot (q_i, q_j)^r \) is computed using the left and right inputs.

2. The circuit \( I \) is illustrated in Fig. 7(b). If \((q_i, 1, q_j) \in \delta \), then the input \( w \) directly goes to the output \((q_i, q_j)\). If \((q_i, 0, q_i) \in \delta \), then the input is first negated and
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(3) The circuit $C_1$ is the identity circuit that just transfers the inputs to the outputs. Then it is easy to see that the binary tree like circuit family with these basic circuits computes the transitive closure of the state transitions under given inputs. □

**PROPOSITION 3.** The set $L = \{0^{n}1^n | n \geq 1\}$ is not in IAFA.

**PROOF.** Assume that $L'$ is accepted by a binary tree like circuit family $\{\alpha_n\}_{n \geq 0}$ with basic circuits $C_2, C_1$ and $I$. Let $m \geq 2$. We consider the words $0^n1^n$ for $n$ with $2^{m-2} + 1 \leq n \leq 2^{m-1}$ that must be accepted by $\alpha_{2n}$. Notice that the height of $T[2n]$ is the same as that of $T[2^m]$ for all $2^{m-2} + 1 \leq n \leq 2^{m-1}$. We concentrate on the basic circuit $C_2$ locating at the root. Let $l_n$ and $r_n$ be the left and right input bit vectors of the circuit $C_2$ locating at the root of $T[2n]$ when the input for the circuit $a_{2n}$ is $0^n1^n$. Since the lengths of the bit vectors $l_n$ and $r_n$ are constants independent of the length of the input, $(l_n, r_n) = (l_j, r_j)$ for some $2^{m-2} + 1 \leq j \leq 2^{m-1}$ if $m$ is sufficiently large. Then by the structure of the circuits $\alpha_{2n}$ for $2^{m-2} + 1 \leq n \leq 2^{m-1}$ we see that the word $0^n1^n$ is also accepted by the circuit $\alpha_{2n}$. This is a contradiction. □

In contrast with Proposition 3, the following result can be easily shown. Hence IAFA contains a non-regular set.

**PROPOSITION 4.** The set $L_1 = \{0^n1^n | n \geq 2^m \text{ for some } m \geq 0\}$ is in IAFA.
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