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Abstract

For a sample from a distribution chosen from a Dirichlet G-invariant process with nonatomic parameter, we present their joint distribution, and conditional distributions given the matching among the observations and given the number of the distinct observations. We evaluate the expectation of function of the sample by using the conditional distribution.

1. Introduction

The Dirichlet process was introduced by Ferguson [1] for Bayesian nonparametric inference. Ferguson [1] and Yamato [8], [9] used the Dirichlet process to estimate estimable parameter. It is well-known that a distribution chosen from a Dirichlet process is discrete with probability one. Therefore there is a possibility of duplication in the sample from a distribution chosen from a Dirichlet process. For a sample from a distribution chosen from a Dirichlet process, Yamato [10] obtained their joint distribution, and conditional distributions given the matching among the observations and given the number of the distinct observations.

Dalal [2] introduced the Dirichlet G-invariant process, which permits us to include additional beliefs in a prior distribution. When a symmetry about zero of the underlying distribution is known, a distribution chosen from the Dirichlet invariant process is symmetric about zero with probability one by taking parameter symmetric about zero. When a symmetry about the line $y=x$ on $\mathbb{R}^2$ is known for the underlying distribution on the 2-dimensional Euclidean space $\mathbb{R}^2$, a distribution chosen from the Dirichlet invariant process is symmetric about the line $y=x$ with probability one by taking parameter symmetric about the line $y=x$ on $\mathbb{R}^2$. At this point, the Dirichlet invariant process differs from the Dirichlet process. Dalal [2], [3], [4] used the Dirichlet invariant process to estimate the symmetric distribution and the unknown center of symmetry. Yamato [11] utilized the Dirichlet invariant process to estimate estimable parameter of degree 2 for the underlying distribution which is invariant under a group of transformations.

Similarly to the Dirichlet process, a distribution chosen from a Dirichlet invariant process is discrete with probability one. Therefore there is a possibility of duplication in the sample from a distribution chosen from a Dirichlet invariant process. So we
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shall investigate properties of the sample from a distribution chosen from a Dirichlet invariant process.

The purpose of this paper is to obtain, for a sample from a distribution chosen from a Dirichlet $G$-invariant process, their joint distribution and conditional distributions given the matching among the observations and given the number of the distinct observations. Furthermore we shall evaluate the expectation of function of the sample.

For the Dirichlet process with nonatomic parameter, Yamato [10] obtained the simple evaluation of the joint distribution of a sample by viewing the sample sequentially. Similarly, we shall evaluate the joint distribution of a sample from a distribution chosen from a Dirichlet $G$-invariant process with nonatomic parameter, by viewing the sample sequentially. Another evaluations of the joint distribution are given by Corollary 2.10 of Hannum [5] and Proposition 3.4.1 of Tiwari [7]. But, our evaluation is simple. Furthermore it yields that the distinct observations are independent and identically distributed given the matching among the observations. Also the distinct observations are independent and identically distributed given the number of distinct observations. We present these properties in Section 3.

In Section 4, we evaluate the expectation of function of the sample from a distribution chosen from a Dirichlet invariant process.

For preparation, we shall state the definition of the Dirichlet $G$-invariant process and quote its properties in Section 2.

### 2. Dirichlet $G$-invariant processes

We consider the Dirichlet $G$-invariant process on $(X, A)$, where $X$ is the $d$-dimensional Euclidean space and $A$ is the $\sigma$-field of Borel sets of $X$.

Let $G=\{g_1, g_2, \ldots, g_k\}$ be any finite group of measurable transformations $X \rightarrow X$. A measure $\mu$ is said to be invariant under the group of transformations $G$ if $\mu(B)=\mu(g_iB)$ for any $B \in A$ and $i=1, 2, \ldots, k$. A measurable partition $B_1, \ldots, B_m$ of $X$ is said to be $G$-invariant if $B_j=g_iB_j$ for $j=1, \ldots, m$ and $i=1, \ldots, k$.

**Definition 1** (Dalal [2]). Let $\alpha$ be a finite, non-negative measure on $(X, A)$ and be invariant under $G$. $P$ is a Dirichlet $G$-invariant process on $(X, A)$ with parameter $\alpha$, if $P$ is invariant under $G$ a.s. and if for any $G$-invariant measurable partition $(B_1, \ldots, B_m)$ of $X$, the joint distribution of $(P(B_1), \ldots, P(B_m))$ is Dirichlet with parameter $(\alpha(B_1), \ldots, \alpha(B_m))$. We then write $P \in DG(\alpha)$.

**Definition 2** (Dalal [2]). Let $P \in DG(\alpha)$. We say $X_1, \ldots, X_n$ is a sample of size $n$ from $P$ if for any $m=1, 2, \ldots$ and measurable sets $A_1, \ldots, A_m, C_1, \ldots, C_n$,

$$P\{X_1 \in C_1, \ldots, X_n \in C_n \mid P(A_1), \ldots, P(A_m), P(C_1), \ldots, P(C_n))\}=\Pi_{i=1}^nP(C_i) \text{ a.s.}$$

**Proposition 3** (Hannum [5]). Let $P \in DG(\alpha)$ and let $X_1, \ldots, X_n$ be a sample from $P$. The joint distribution of $(X_1, \ldots, X_n)$ is exchangeable in the coordinate.

**Proposition 4** (Dalal [2]). Let $P \in DG(\alpha)$ and $X$ be a sample of size 1 from $P$. Then for any $g$ in $G$, $X$ and $gX$ have the same distribution $Q$, where $Q(\cdot)=\alpha(\cdot)/M$ and $M=\alpha(X)$.

**Proposition 5** (Dalal [2]). Let $P \in DG(\alpha)$, and $X_1, \ldots, X_n$ be a sample of size $n$
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from \( P \). Then the conditional distribution of \( P \) given \( X_1, \ldots, X_n \) is a Dirichlet \( G \)-invariant process with parameter \( \alpha + \sum_{i=1}^{n} \delta_{x_i} \), where \( \delta_{x_i} = \sum_{j=1}^{k} \delta_{x_j}/k \) (\( i = 1, \ldots, n \)) and \( \delta_x \) is a measure degenerate at \( x \).

Let \( X_1, \ldots, X_n \) be a sample of size \( n \) from \( P \) with \( P \in \mathcal{DG}(\alpha) \). Then, from Proposition 5, the sample \( X_1, X_2, \ldots, X_n \) can be regarded to be obtained sequentially such that at first a sample of size 1, \( X_1 \), is obtained from \( P \) with \( P \in \mathcal{DG}(\alpha) \), secondly \( X_2 \) is obtained from \( P \) with \( P \in \mathcal{DG}(\alpha + 2 \delta_{x_1}) \), thirdly \( X_3 \) is obtained from \( P \) with \( P \in \mathcal{DG}(\alpha + 3 \delta_{x_1} + 2 \delta_{x_2}) \), \ldots, and at last \( X_n \) is obtained from \( P \) with \( P \in \mathcal{DG}(\alpha + \sum_{i=1}^{n-1} \delta_{x_i}) \). Thus from Proposition 4 we have the following

**Lemma 6.** Let \( P \in \mathcal{DG}(\alpha) \) and \( X_1, \ldots, X_n \) be a sample of size \( n \) from \( P \). Then we can view as follows: \( X_1 \) has the distribution \( Q \) and for \( j = 1, \ldots, n-1 \), the conditional distribution of \( X_{j+1} \) given \( X_1, \ldots, X_j \) is the distribution \( (MQ(\cdot) + \sum_{i=1}^{j} \delta_{x_i}(\cdot))/\lfloor M+j \rfloor \).

### 3. Properties of Samples

Let \( G = \{g_1, \ldots, g_k\} \) be any finite group of measurable transformations \( X \rightarrow X \). For any \( x \in X \), \( G(x) \) denotes the set \( \{g_1x, \ldots, g_kx\} \). Let \( X_1, \ldots, X_n \) be a sample of size \( n \) from a distribution \( P \) chosen from a Dirichlet \( G \)-invariant process on \( (X, \mathcal{A}) \) with parameter \( \alpha \), where \( \alpha \) is a finite, non-negative measure on \( (X, \mathcal{A}) \) and invariant under \( G \). We assume that \( \alpha \) is non-atomic. We denote \( \alpha(X) \) by \( M \) and \( \alpha(\cdot)/M \) by \( Q(\cdot) \). We can consider that the sample \( X_1, \ldots, X_n \) is obtained sequentially, as stated in Section 2. We regard that two observations \( X_i, X_j \) are equivalent if there exists a \( g \in G \) such that \( X_i = gX_j \) and denote it by \( X_i \equiv X_j \). Otherwise, we regard the two observations are distinct.

For \( n \) non-negative integers \( m(1), \ldots, m(n) \) with \( \sum_{i=1}^{n} m(i) = n \), let \( (X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n)) \) be the event that there are \( m(1) \) distinct values of \( X \) that occur only once, \( m(2) \) distinct values that occur exactly twice, \( \ldots, m(n) \) distinct values that occur exactly \( n \) times, where “distinct” is taken as stated in the above. Note that \( m(n) \) can take only 0 or 1 and if \( m(1) = \ldots = m(n-1) = 0 \) then \( m(n) = 0 \).

For the sample \( X_1, \ldots, X_n \) with \( (X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n)) \), we denote the distinct observations by \( X_{11}, \ldots, X_{1m(1)}, X_{21}, X_{22}, \ldots, X_{2m(2)}, \ldots, X_{n1}, \ldots \), where for \( i = 1, 2, \ldots, n \) and \( j = 1, \ldots, m(i) \), \( X_{ij} \), including its \( G \)-transformation, appears exactly \( i \)-times in the sample. If \( m(j) = m \) (\( 1 < j < n \)) and \( X_{s(1)} \equiv \ldots \equiv X_{s(t)} \), \( X_{s(t)} \equiv \ldots \equiv X_{s(c)} \), \( X_{s(c)} \equiv \ldots \equiv X_{s(m_j)} \) the number of each equal \( X \)'s is \( j \) with \( s(1) < s(2) < \ldots < s(m) \) and \( s(i) = \min(s(i), \ldots, s(t)) \) (\( i = 1, \ldots, n \)), then \( X_{j1} = X_{s(1)}, X_{j2} = X_{s(2)}, \ldots, X_{j m(j)} = X_{s(m_j)} \).

For \( n \) non-negative integers \( m(1), \ldots, m(n) \) with \( \sum_{i=1}^{n} m(i) = n \), let \( (X_n, X_{n-1}, \ldots, X_1) \in C_g, o(m(1), \ldots, m(n)) \) be the event that \( X_n, \ldots, X_{n-m(1)+1} \) occur only once in the sample and their \( G \)-transformations do not occur; that \( X_{n-m(1)}, X_{n-m(1)-1}, \ldots, X_{n-(m(1)+2m(2)-2)} \) occur twice each in the order \( X_{n-m(1)} \equiv X_{n-m(1)-1} \equiv X_{n-(m(1)+2m(2)-2)} \equiv X_{n-(m(1)+2m(2)-3)} \) and so on. Note that we regard two observations \( X_i, X_j \) are equivalent if there exists a \( g \in G \) such that \( X_i = gX_j \). For \( (X_n, X_{n-1}, \ldots, X_1) \in C_g, o(m(1), \ldots, m(n)) \), we denote \( X_{n1}, X_{n-11}, \ldots, X_{n-(m(1)+1)1}, X_{n-(m(1)+1)-1}, \ldots, X_{n-(m(1)+2m(2)-2)}, X_{n-(m(1)+2m(2)-2)} \), \( \ldots \) by \( Y_{11}, Y_{12}, \ldots, Y_{m(1)1}, Y_{21}, Y_{22}, \ldots, Y_{2m(2)1}, Y_{31}, \ldots \).

For example, we consider the case of \( n = 2 \). Two non-negative integers \((m(1), m(2))\)
with $m(1)+2m(2)=2$ are $(2, 0)$ and $(0, 1)$.

For $(X_2, X_1) \in C_{g, 0}(2, 0)$ we have $Y_{11}=X_2$, $Y_{12}=X_1$. Then from Lemma 6 we have, for $A_1, A_2 \in A$,

$$p_1=P(Y_{11} \in A_1, Y_{12} \in A_1, (X_2, X_1) \in C_{g, 0}(2, 0)) = P(X_2 \in A_1, X_1 \in A_1, X_2 \in G(X_1)) = \int_A P(X_2 \in A \left| G(x_1) \right| x_1) dQ(x_1)$$

Since from Lemma 6, given $X_1=x_1$, $X_2$ has the distribution $(MQ(\cdot) + \delta_{x_1}(\cdot))/(M+1)$ and $\alpha$ is nonatomic,

$$p_1= \int_A [MQ(A_1)/(M+1)] dQ(x_1) = MQ(A_1)Q(A_2)/(M+1) = m(1)Q(A_1)Q(A_2)/M(n) \text{ with } n=2, m(1)=2 \text{ and } m(2)=0.$$

For $(X_2, X_1) \in C_{g, 0}(0, 1)$, we have $Y_{21}=X_2$ and $X_1=X_2$. Then from Proposition 3 and Lemma 6 we have, for any $A \in A$,

$$p_2=P(X_2 \in A, X_1 \in G(X_2)) = P(X_1 \in A, X_2 \in G(X_1)) = \int_A [(MQ + \delta_{x_1}(G(x_1)))/(M+1)] dQ(x_1) = \int_A [1/(M+1)] dQ(x_1) = Q(A)/(M+1) = M^{m(2)}/M^{n(n)} \text{ with } n=2, m(1)=0 \text{ and } m(2)=1.$$

In general we have the following

Lemmas 7. Let $X_1, \ldots, X_n$ be a sample of size $n$ from a distribution chosen from a Dirichlet $G$ invariant process on $(X, A)$ with nonatomic parameter $\alpha$. Then for $n$ nonnegative integers $m(1), \ldots, m(n)$ with $\sum_i m(i)=n$ and any $A_{ij} \in A$ $(i=1, \ldots, n, j=1, \ldots, m(i))$, we have

$$P(\{Y_{ij} \in A_{ij} \mid i=1, \ldots, n, j=1, \ldots, m(i)\}, (X_n, \ldots, X_1) \in C_{g, 0}(m(1), \ldots, m(n))) = \prod_{i=1}^n ((i-1)! M)^{m(i)} \prod_{i=1}^n \Pi_{j=1}^{m(i)} Q(A_{ij})/M^{n(n)}.$$

Proof. We saw above that Lemma 7 holds for $n=2$. Then we assume that Lemma 7 holds for $n \geq 2$ and show that it holds for $n+1$. The method of proof is similar to the proof of Lemma 4 of Yamato [10], except that the matching of the observations is considered under the group of transformations $G$.

We denote the sample $X_{n+1}, X_n, \ldots, X_1$ with $(X_{n+1}, X_n, \ldots, X_1) \in C_{g, 0}(m'(1), \ldots, m'(n+1))$ and $\sum_{i=1}^{n+1} m'(i)=n+1$ by $Y_{i1}, \ldots, Y_{i1}^{m'(1)}, Y_{i2}, Y_{i2}^{m'(2)}, \ldots, Y_{i2}^{2m'(2)}, Y_{i2}^{m'(3)}, \ldots$. 

H. YAMATO
For the sample of size $n+1$ we have two cases: The one is that $X_{n+1}$ and its $G$-transformation do not occur in the observations $X_n, \ldots, X_1$ and the other is that $X_{n+1}$ and/or its $G$-transformation occur in the observations $X_n, \ldots, X_1$.

For the first case, we have $m'(1) \geq 1$, $m'(n+1)=0$ and for $A_{ij} \in A$ ($i=1, \ldots, n$, $j=1, \ldots, m(i)$)

$$q=P\{Y_{ij} \in A_{ij} \mid (i=1, \ldots, n, j=1, \ldots, m(i)), (X_{n+1}, \ldots, X_1) \in C_{\mathcal{G}, 0}(m', 1, \ldots, m'(n+1))\}$$

$$= \int_{D} P\{X_{n+1} \in A_{11} - \cup_{j=1}^{m'(1)} G(x_j) \mid x_1, \ldots, x_n\} dH(x_1, \ldots, x_n),$$

where $H(x_1, \ldots, x_n)$ is the joint distribution of $X_1, \ldots, X_n$ and

$$D=\{(x_1, \ldots, x_n) \mid (x_n, x_{n-1}, \ldots, x_1) \in C_{\mathcal{G}, 0}(m(1), \ldots, m(n)),$$

$$m(1)=m'(1)-1, m(i)=m'(i) (i=2, \ldots, n),$$

$$y_{1,j-1} \in A_{ij} \mid (j=2, \ldots, m'(i)),$$

$$y_{ij} \in A_{ij} \mid (i=2, \ldots, n, j=1, \ldots, m'(i))\}.$$
any permutation \((i_1, \ldots, i_n)\) of \((1, \ldots, n)\). The number of ways that \(n\) observations \(X_1, \ldots, X_n\) are permuted differently with \((X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n))\) and \(\sum_{i=1}^{n} \text{im}(i) = n\) is \(n! / \prod_{i=1}^{n} [m(i)! (i!)^{m(i)}]\). To multiply the righthand side of the equation of Lemma 7 by this value yields the following.

**Proposition 8.** Let \(X_1, \ldots, X_n\) be a sample of size \(n\) from a distribution chosen from a Dirichlet \(G\)-invariant process on \((X, A)\) with nonatomic parameter \(\alpha\). Then for \(n\) non-negative integers \(m(1), \ldots, m(n)\) with \(\sum_{i=1}^{n} \text{im}(i) = n\) and any \(A_{ij} \in A\) \((i=1, \ldots, n, j=1, \ldots, m(i))\),

\[
P\{X_{ij} \in A_{ij} \mid (i=1, \ldots, n, j=1, \ldots, m(i)), (X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n))\} = n! M^{m(1)} \prod_{i=1}^{n} \Pi_{j=1}^{m(i)} Q(A_{ij}) / M^{m(n)} \prod_{i=1}^{n} \Pi_{i=1}^{m(i)} i^{m(i)}.
\]

The above evaluation is similar to the one for the Dirichlet process, which is given by Lemma 4 of Yamato [10]. Thus we have the followings similar to Lemma 5 and Theorem 1 of Yamato [10].

**Proposition 9.** Let \(X_1, \ldots, X_n\) be a sample of size \(n\) from a distribution chosen from a Dirichlet \(G\)-invariant process on \((X, A)\) with nonatomic parameter \(\alpha\). Then for \(n\) non-negative integers \(m(1), \ldots, m(n)\) with \(\sum_{i=1}^{n} \text{im}(i) = n\),

\[
P\{(X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n))\} = n! M^{m(1)} \prod_{i=1}^{n} \Pi_{i=1}^{m(i)} Q(A_{ij}).
\]

**Theorem 10.** Let \(X_1, \ldots, X_n\) be a sample of size \(n\) from a distribution chosen from a Dirichlet \(G\)-invariant process on \((X, A)\) with nonatomic parameter \(\alpha\). Let \(m(1), \ldots, m(n)\) be \(n\) non-negative integers satisfying \(\sum_{i=1}^{n} \text{im}(i) = n\). Then given \((X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n)), X_{11}, X_{12}, \ldots, X_{1m(1)}, X_{21}, X_{22}, \ldots, X_{2m(2)}, \ldots, X_{n1}\) are independent and identically distributed with the distribution \(Q\). That is, for any \(A_{ij} \in A\) \((i=1, \ldots, n, j=1, \ldots, m(i))\)

\[
P\{X_{ij} \in A_{ij} \mid (i=1, \ldots, n, j=1, \ldots, m(i)), (X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n))\} = \Pi_{i=1}^{n} \Pi_{j=1}^{m(i)} Q(A_{ij}).
\]

When \(\sum_{i=1}^{n} m(i) = u\), i.e., the number of the distinct observations in the sample of size \(n\) is \(u\), we denote the distinct observations by \(W_1, \ldots, W_u\), where we consider two observations are distinct if the one can not be obtained from the other by the transformation \(G\). For example, in case of \(n=4\) and \(u=2\), we have \(W_1, W_2 = X_{11}, X_{21}\) for \((m(1), m(2), m(3), m(4)) = (1, 0, 1, 0)\) and \(W_1, W_2 = X_{21}, X_{22}\) for \((m(1), m(2), m(3), m(4)) = (0, 2, 0, 0)\).

Given \((X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n)), W_1, \ldots, W_u\) are equal to \(X_{11}, X_{12}, \ldots, X_{um(1)}, X_{21}, X_{22}, \ldots, X_{nm(2)}, \ldots, X_{n1}\), respectively, where \(u = \sum_{i=1}^{n} m(i)\). From Proposition 10 we have for any \(A_i \in A\) \((i=1, \ldots, u)\) with \(u = \sum_{i=1}^{n} m(i)\),

\[
P\{W_i \in A_i \mid (i=1, \ldots, u), (X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n))\} = \Pi_{i=1}^{n} Q(A_i).
\]

The above conditional probability depends on only \(u\) and does not depend on each sequence \(m(1), \ldots, m(n)\) satisfying \(\sum_{i=1}^{n} m(i) = u\). Thus we have

\[
P\{W_i \in A_i \mid (i=1, \ldots, u) \cup^* [(X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n))]\} = \Pi_{i=1}^{n} Q(A_i),
\]

where \(\cup^*\) is the union over all \(n\) non-negative integers \(m(1), \ldots, m(n)\) satisfying \(\sum_{i=1}^{n} i m(i) = n\) and \(\sum_{i=1}^{n} m(i) = u\) with fixed \(n, u\). The event \(\cup^* [(X_1, \ldots, X_n) \in C_g(m(1), \ldots, m(n))]\)
m(n)) is equal to that the number of distinct observations in the sample \(X_1, \ldots, X_n\) is \(u\). Therefore we have the following proposition, which is similar to case of the Dirichlet process by Korwar and Hollander [6].

**Theorem 11.** For a sample from a distribution chosen from a Dirichlet-G-invariant process on \((X, A)\) with nonatomic parameter \(\alpha\), given the number of distinct observations in the sample, \(u\), the distinct observations \(W_1, \ldots, W_u\) are independent and identically distributed with the distribution \(Q\), where two observations are considered distinct if the one can not be obtained from the other by the transformation \(G\).

**4. Expectations of Functions of Samples**

For \(n\) non-negative integers \(m(1), \ldots, m(n)\) with \(\sum_i m(i) = n\) and transformations \(f_1, f_2, \ldots, f_n = \Sigma m_i (\in G)\), let \((X_n, X_{n-1}, \ldots, X_1) \in C_{f,\alpha}(m(1), \ldots, m(n))\) be the event that \(X_n, \ldots, X_n - m(1) + 1\) occur only once in the sample and their \(f\)-transformations do not occur; that \(X_{n-m(1)}, X_{n-m(1)-1}, \ldots, X_n - m(1) + \Sigma m(2)-1\) occur twice each in the manner \(X_{n-m(1)}, \ldots, X_{n-m(1)-1} = f_1 X_{n-m(1)}, \ldots, X_{n-m(1)-2} = f_2 X_{n-m(1)-2}, \ldots, X_n - m(1) + \Sigma m(2)-2\) and so on. For the above event, we denote \(X_n, X_{n-1}, \ldots, X_n - m(1) + 1, X_n - m(1), X_n - m(1) - 2, \ldots, X_n - (m(1) + \Sigma m(2)-1), \ldots\) by \(U_{11}, U_{12}, \ldots, U_{1m(1)}, U_{21}, U_{22}, \ldots, U_{2m(2)}, \ldots\) respectively. Then similar to Lemma 7, we have the following.

**Lemma 12.** Let \(X_1, \ldots, X_n\) be a sample of size \(n\) from \(P\) with \(P \in DG(\alpha)\), where \(\alpha\) is nonatomic. Then for \(n\) non-negative integers \(m(1), \ldots, m(n)\) with \(\sum_i m(i) = n\), transformations \(f_1, f_2, \ldots, f_n = \Sigma m(i) (\in G)\) and any \(A_{i,j} \in A (i = 1, \ldots, n, j = 1, \ldots, m(i))\), we have

\[
P(U_{ij} \in A_{ij} (i = 1, \ldots, n, j = 1, \ldots, m(i)), (X_n, \ldots, X_1) \in C_{f,\alpha}(m(1), \ldots, m(n))) = \prod_{i=1}^{n} \Pi_{j=1}^{m(i)} Q(A_{ij}) / [M^{m(i)} h^{-\Sigma m(i)}].
\]

For \(n\) non-negative integers \(m(1), \ldots, m(n)\) with \(\sum_i m(i) = n\) and transformations \(f_1, \ldots, f_n = \Sigma m(i) (\in G)\), let \((X_1, \ldots, X_n) \in C_{f,\alpha}(m(1), \ldots, m(n))\) be the event that there are \(m(1)\) distinct values of \(X\) that occur only once and their \(f\)-transformations do not occur in the sample, \(m(2)\) distinct values of \(X\) that occur only once and their each \(f_m(2)\) transformations occur only once and so on. For the above event, we denote the sample \(X_1, \ldots, X_n\) by \(V_{11}, \ldots, V_{1m(1)}, V_{21}, f_1 V_{21}, \ldots, V_{2m(2)}, f_2 V_{22}, \ldots, V_{31}, f_m(2) V_{31}, \ldots\) Then the following proposition holds similarly to Proposition 8.

**Proposition 13.** Let \(X_1, \ldots, X_n\) be a sample from \(P\) with \(P \in DG(\alpha)\), where \(\alpha\) is non-atomic. Then for \(n\) non-negative integers \(m(1), \ldots, m(n)\) with \(\sum_i m(i) = n\), transformations \(f_1, f_2, \ldots, f_n = \Sigma m(i) (\in G)\) and any \(A_{i,j} \in A (i = 1, \ldots, n, j = 1, \ldots, m(i))\), we have

\[
P(V_{ij} \in A_{ij} (i = 1, \ldots, n, j = 1, \ldots, m(i)), (X_n, \ldots, X_1) \in C_{f,\alpha}(m(1), \ldots, m(n))) = \prod_{i=1}^{n} \Pi_{j=1}^{m(i)} Q(A_{ij}) / [M^{m(i)} h^{-\Sigma m(i)}].
\]

Thus we have the following.

**Proposition 14.** Let \(X_1, \ldots, X_n\) be a sample from \(P\) with \(P \in DG(\alpha)\), where \(\alpha\) is non-atomic. Then for \(n\) non-negative integers \(m(1), \ldots, m(n)\) with \(\sum_i m(i) = n\) and trans-
formations $f_1, \ldots, f_{n-\Sigma m(t)} (\in G)$,

$$P\{(X_1, \ldots, X_n) \in C_f(m(1), \ldots, m(n))\}
= n! \frac{M_{\Sigma m(t)}}{(M^{m(t)}) \prod_{i=1}^{m(t)}(m^t_i) h^{n-\Sigma m(t)}}. $$

Furthermore, for any $A_{ij} \in A$ ($i=1, \ldots, n, j=1, \ldots, m(i)$)

$$P\{V_{ij} \in A_{ij} \text{ (} i=1, \ldots, n, j=1, \ldots, m(i)\}) \text{ (} X_1, \ldots, X_n \in C_f(m(1), \ldots, m(n))\}
= \prod_{i=1}^{m(t)} \prod_{j=1}^{m^t_i} Q(A_{ij}).$$

**Theorem 15.** Let $P \in DG(\alpha)$ with nonatomic parameter $\alpha$ and let $h(x_1, \ldots, x_n)$ be a measurable real-valued function defined on $(X^n, A^n)$ and symmetric in $x_1, \ldots, x_n$. $(X^n, A^n)$ denotes the product of measurable space $(X, A)$. Then for a sample of size $n$ from $P$, $X_1, \ldots, X_n$, we have

$$Eh(X_1, \ldots, X_n) = \sum_{f} \prod_{j=1}^{m(t)} \frac{n! \frac{M_{\Sigma m(t)}}{M^{m(t)}} \prod_{i=1}^{m(t)}(m^t_i) h(x_1, \ldots, x_{m^t_i}, f_1x_1, f_2x_2, \ldots, x_{m^t_i}, f_1x_1, f_2x_2, \ldots)}{\prod_{i=1}^{m(t)} \prod_{j=1}^{m^t_i} dQ(x_{ij})},$$

provided all integrals of the right-hand side exist, where $\sum^*$ denotes the summation over all $n$ non-negative integers $m(1), \ldots, m(n)$ satisfying $\sum^* m^t_i = n$ and $\sum_f$ denotes the summation over all $n-\Sigma m(t)$ transformations $f_1, \ldots, f_{n-\Sigma m(t)}$ which belong to $G$.

**Proof.** From Proposition 14 and symmetry of $h$, we have

$$E[h(X_1, \ldots, X_n) | (X_1, \ldots, X_n) \in C_f(m(1), \ldots, m(n))]
= E[h(V_{11}, \ldots, V_{m^t_1}, V_{21}, f_1V_{21}, V_{22}, f_2V_{22}, \ldots) | (X_1, \ldots, X_n) \in C_f(m(1), \ldots, m(n))]
= \int_{X^{\Sigma m(t)}} h(x_{11}, \ldots, x_{m^t_1}, f_1x_{21}, f_2x_{22}, \ldots, f_{n-\Sigma m(t)}x_{m^t_1}) \prod_{i=1}^{m(t)} \prod_{j=1}^{m^t_i} dQ(x_{ij}).$$

By proposition 9 and 14, we have

$$P\{(X_1, \ldots, X_n) \in C_f(m(1), \ldots, m(n)) | (X_1, \ldots, X_n) \in C_f(m(1), \ldots, m(n))\} = 1/k^{n-\Sigma m(t)},$$

for transformations $f_1, \ldots, f_{n-\Sigma m(t)} (\in G)$. Therefore, we have

$$E[h(X_1, \ldots, X_n) | (X_1, \ldots, X_n) \in C_f(m(1), \ldots, m(n))]
= E[E[h(X_1, \ldots, X_n) | (X_1, \ldots, X_n) \in C_f(m(1), \ldots, m(n))]
| (X_1, \ldots, X_n) \in C_f(m(1), \ldots, m(n))]
= \sum_{f} \frac{1}{k^{n-\Sigma m(t)}} \int_{X^{\Sigma m(t)}} h(x_{11}, \ldots, x_{m^t_1}, f_1x_{21}, f_2x_{22}, \ldots, f_{n-\Sigma m(t)}x_{m^t_1}) \prod_{i=1}^{m(t)} \prod_{j=1}^{m^t_i} dQ(x_{ij}).$$

Applying Proposition 9 to the above equation, we have the desired evaluation.
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