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ABSTRACT

In this paper we consider incomplete tables over some attribute set and discuss the recovery problem under functional dependencies. An incomplete table is introduced as a table over an attribute set such that each table entry is a subset of the attribute domain instead of just a single value. The recovery problem we consider is to extend the given incomplete table so that each table entry contains only one value and the resulting table will be consistent with a given set of functional dependencies. We show that the recovery problem for incomplete tables such that each table entry is finite is NP-complete. We also give some observation on the unique recoverability. Furthermore, we consider time-variant tables. The recovery problem for time-variant tables is shown to be PSPACE-complete.

0. INTRODUCTION

Much has been written about management of data with complete information. However, there is a view that information we have in the real world is sometimes incomplete. By information incompleteness, we mean that we have a collection of values in which the actual value is believed to be in, but the actual value is unknown.

Recently several approaches have been made to give semantics for a query language for a database with incomplete information and logical problems about incomplete information databases have been studied in the original work by Lipski (1979, 1981). The notion of functional dependency is extended for relational databases with null values and a complete axiomatization of inference rules for extended functional dependencies is given in Vassiliou (1980). A logic concerned with incomplete information is also developed in Ono and Nakamura (1980) and Nakamura (1981) and a mathematical model of an information storage and retrieval system with incomplete information is given in Jaegermann (1978, 1979).
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In contrast with these approaches to the incomplete information management, we consider the problems arising from incomplete information recovery and study their computational complexity. In general, the problem we are now facing with is the following interesting problem:

Given an incomplete information, for example, some part of the information is lost or has some mistakes, if we have some knowledge about the information with which we are concerned, how can we recover this incomplete information or is it at least possible to recover the incomplete information so that it will be consistent with the knowledge we have?

In this paper, we will focus our attention on the relational model of data and functional dependencies (Codd (1970, 1971)). We consider incomplete tables and discuss the complexity of the recoverability for incomplete tables of two types. One type is called the finite type meaning that each table entry is a finite set. The other type is called the infinite type meaning that each table entry is a single value or the attribute domain itself that is assumed to be infinite. We firstly show that the recoverability problem for incomplete tables of finite type is \textit{NP}-complete. Observing that there may be many recoveries from a given incomplete table, we consider the uniqueness of recovery. Our result states that deciding whether a given incomplete table of infinite type has the unique recovery requires only polynomial time amount. Furthermore, we show that this problem is complete for \textit{P}, the class of problems solvable in deterministic polynomial time, with respect to log space reductions. On the other hand, in the case of finite type incomplete tables, the unique recovery problem is proved to be \textit{co-NP}-hard.

We also consider time-variant tables. A time-variant table is a two-way infinite sequence of tables with the same attribute set and the same number of rows. The notion of time-variant table is realistic in the sense that the tables are updated from time to time obeying some rules. The problem we consider is the following: We are assumed to have time-invariant knowledge about the relations between the tables of "yesterday" and "today" and the time-invariant knowledge on the table itself. Then given a table at one time unit whose singly valued entries represent the time-invariant information, can we recover the incomplete table to a complete table so that it will be at least consistent with the time-invariant information and the relations which hold for every two consecutive days? Our result is that the recoverability problem for time-variant incomplete tables of finite type is \textit{PSPACE}-complete.

\section{How Hard Is the Recovery Problem?}

Firstly, we give some basic definitions which are related to the relational model of data.

\textbf{Definition 1.1.} Let \( U \) be a set called an \textit{attribute set}. For each element \( A \) in \( U \), we associate a set \( D(A) \) called the domain of the attribute values of \( A \) or the attribute domain of \( A \). An \textit{incomplete table} \( T \) over an attribute set \( U \) is a matrix indexed by \( \{1, \ldots, n\} \times U \) for some \( n \geq 0 \) such that for each attribute \( A \) in \( U \) the entries in the column corresponding to the attribute \( A \) are nonempty subsets of \( D(A) \).

\textbf{Example 1.2.}
Recovery of incomplete tables under functional dependencies

<table>
<thead>
<tr>
<th>NAME</th>
<th>AGE</th>
<th>SAL</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>AKIRA</td>
<td>[40, ∞]</td>
<td>(0, ∞)</td>
<td>M</td>
</tr>
<tr>
<td>KAORU</td>
<td>[25, 40]</td>
<td>(30000, ∞)</td>
<td>M, F</td>
</tr>
<tr>
<td>YOKO</td>
<td>[35, 45]</td>
<td>(0, 50000)</td>
<td>F</td>
</tr>
<tr>
<td>DANA</td>
<td>[6, 35]</td>
<td>(0, 30000)</td>
<td>M, F</td>
</tr>
</tbody>
</table>

**Definition 1.3.** An incomplete table $T$ is said to be complete if each table entry of $T$ is a singleton.

**Definition 1.4.** In this paper we consider incomplete tables of the following types:

1. Each attribute domain contains infinitely many elements and for each table entry $E$, the set $E$ is a singleton or $E$ coincides with the domain of the attribute which corresponds to $E$. Incomplete tables of this kind are said to be of infinite type.
2. For each table entry $E$, the set $E$ is a finite set. Incomplete tables satisfying this condition are said to be of finite type.

**Remark.** For the purpose of encoding, we assume each attribute domain consists of strings over some finite alphabet. For incomplete tables of infinite type, we use distinct variables $x[i]$, $i=1$, ... to represent the entries which coincide with the attribute domains. We encode these incomplete tables by the conventional tuple by tuple arrangement.

**Example 1.5.** (1) Let $T$ be

<table>
<thead>
<tr>
<th>AGE</th>
<th>SAL</th>
<th>SEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>{25, 26}</td>
<td>{10000, 20000}</td>
<td>M</td>
</tr>
<tr>
<td>{30}</td>
<td>{10000, 30000}</td>
<td>M, F</td>
</tr>
</tbody>
</table>

Then the encoding of $T$ is

$\langle$AGE SAL SEX$\rangle$ ({25, 26} {10000, 20000} {M}) ({30} {10000, 30000} {M, F}).

(2) Let $T$ be

<table>
<thead>
<tr>
<th>INSTRUCTOR</th>
<th>ADDRESS</th>
<th>PHONE#</th>
<th>SPECIALIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x[7]$</td>
<td>OAK_TOWN</td>
<td>672-1493</td>
<td>MATHEMATICS</td>
</tr>
</tbody>
</table>

Its encoding is


**Definition 1.6.** Let $T$ be a complete table over an attribute set $U$. Let $X$ and $Y$ be nonempty subsets of $U$. We say that the functional dependency $X \rightarrow Y$ holds in $T$ if all rows in $T$ which agree on $X$ also agree on $Y$. Given a family $F$ of functional dependencies, we say that $T$ is consistent with $F$ if each functional dependency in $F$ holds in $T$. 
REMOK. Since a functional dependency $X \rightarrow \{A_1, \ldots, A_m\}$ derives functional dependencies $X \rightarrow A_i$, $i=1, \ldots, m$ and vice versa, we restrict our attention to functional dependencies of the form $X \rightarrow A$, where $A$ is a single attribute.

DEFINITION 1.7. An incomplete table $T'$ is said to be an extension of an incomplete table $T$ if $T$ and $T'$ have the same attribute set and the same number of rows and each table entry $E$ of $T'$ is included in the corresponding entry of $T$.

DEFINITION 1.8. An incomplete table $T$ is said to be recoverable under a family $F$ of functional dependencies if there is an extension of $T$ to a complete table which is consistent with $F$.

EXAMPLE 1.9. Consider the following incomplete table $T$:

<table>
<thead>
<tr>
<th>$S#$</th>
<th>PART#</th>
<th>QTY</th>
<th>PLACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>{P1, P2}</td>
<td>200</td>
<td>FUKUOKA</td>
</tr>
<tr>
<td>S1</td>
<td>P2</td>
<td>(200, 100)</td>
<td>TOKYO</td>
</tr>
<tr>
<td>S2</td>
<td>{P2, P3}</td>
<td>100</td>
<td>KYOTO</td>
</tr>
<tr>
<td>{S1, S2}</td>
<td>P2</td>
<td>100</td>
<td>KOBE</td>
</tr>
</tbody>
</table>

Then $T$ is recoverable under a functional dependency $S\# \cdot \text{PART}\# \rightarrow \text{QTY}$ to the following complete table:

<table>
<thead>
<tr>
<th>$S#$</th>
<th>PART#</th>
<th>QTY</th>
<th>PLACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>P1</td>
<td>200</td>
<td>FUKUOKA</td>
</tr>
<tr>
<td>S1</td>
<td>P2</td>
<td>100</td>
<td>TOKYO</td>
</tr>
<tr>
<td>S2</td>
<td>P2</td>
<td>100</td>
<td>KYOTO</td>
</tr>
<tr>
<td>S1</td>
<td>P2</td>
<td>100</td>
<td>KOBE</td>
</tr>
</tbody>
</table>

However, the following incomplete table is not recoverable under $S\# \cdot \text{PART}\# \rightarrow \text{QTY}$.

<table>
<thead>
<tr>
<th>$S#$</th>
<th>PART#</th>
<th>QTY</th>
<th>PLACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>P1</td>
<td>100</td>
<td>FUKUOKA</td>
</tr>
<tr>
<td>{S1, S2}</td>
<td>P1</td>
<td>200</td>
<td>OSAKA</td>
</tr>
<tr>
<td>S2</td>
<td>{P1, P2}</td>
<td>100</td>
<td>NAGOYA</td>
</tr>
<tr>
<td>S2</td>
<td>P2</td>
<td>300</td>
<td>IWATE</td>
</tr>
</tbody>
</table>

We are now facing with the problem to decide whether there is at least one recovery of a given incomplete table under a finite collection of functional dependencies. We consider the computational complexity of this problem. For the materials concerning the computational complexity theory, see Aho et al. (1974) and Garey and Johnson (1979). Formally, the problem we consider is

RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE

INSTANCE: An incomplete table $T$ of finite type and a finite set $F$ of functional dependencies.

QUESTION: Is the incomplete table $T$ recoverable under $F$?
It should be noted that we can check in deterministic polynomial time whether a complete table satisfies a given set of functional dependencies. Therefore we can see that RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE is solvable in nondeterministic polynomial time just by guessing the elements from entries of a given incomplete table and checking consistency with the functional dependencies.

Furthermore, we can show the following theorem:

**Theorem 1.** RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE is NP-complete.

**Proof.** For the reduction, we use 3SATISFIABILITY.

**3SATISFIABILITY (3SAT)**

**Instance:** A collection \( C = \{c_1, \ldots, c_m\} \) of clauses on a finite set \( V \) of variables such that \( |c_i| = 3 \) for \( i=1, \ldots, m \).

**Question:** Is there a truth assignment for \( V \) that satisfies all clauses in \( C \)?

Since we have already seen that RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE is in \( NP \), we show a log space reduction from 3SAT to this problem. Let \( C \) be an instance of 3SAT and let \( V = \{x_1, \ldots, x_n\} \) be its variable set. We construct an incomplete table and functional dependencies in the following way: The set \( U_C \) of attributes consists of literals \( x_1, \bar{x}_1, \ldots, x_n, \bar{x}_n \) and all clauses \( u_i+v_i+w_i \) in \( C \). The set \( F_C \) of functional dependencies over \( U_C \) contains \( x_i \rightarrow x_i \) for \( i=1, \ldots, n \) and \( \{u_i, v_i, w_i\} \rightarrow u_i \lor v_i \lor w_i \) for all clauses in \( C \). The incomplete table \( T_C \) is constructed as follows:

For the first row, the entries corresponding to the attributes \( x_i \) and \( \bar{x}_i \) for \( i=1, \ldots, n \) have the set \( \{0, 1\} \). The entries of \( u_i \lor v_i \lor w_i \) for all clauses have the single value 1.

For dependencies \( x_i \rightarrow \overline{x}_i \), we use two rows to represent the negation-function as follows:

| \( x_1 \) | \( \overline{x}_1 \) | \( x_2 \) | \( \overline{x}_2 \) | \( \ldots \) | \( x_n \) | \( \overline{x}_n \) |
|---|---|---|---|---|---|
| 0  | 1  | 0  | 1  | \ldots | 0  | 1  |
| 1  | 0  | 1  | 0  | \ldots | 1  | 1  |

The remaining entries of these two rows corresponding to clauses are filled according to the rule of the or-function and the values of the entries corresponding to literals.

For each dependency \( \{u_i, v_i, w_i\} \rightarrow u_i \lor v_i \lor w_i \), we use eight rows to represent the or-function as follows:

<table>
<thead>
<tr>
<th>( u_i )</th>
<th>( v_i )</th>
<th>( w_i )</th>
<th>( u_i \lor v_i \lor w_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Then we determine the values of entries of literals by using dependencies \( x_i \rightarrow \bar{x}_i \), for \( i=1, \ldots, n \). The remaining entries of literals of the form \( x_j \) and \( \bar{x}_j \) are set to be 0 and 1, respectively. The entries for the attributes corresponding to clauses are determined by the or-function and the values of literals in these eight rows.

Then it is easy to see that \( C \) is satisfiable iff \( T_c \) is recoverable under \( F_c \). It is also easy to see that this reduction is done in log space.

**Example 1.10.** We show the construction in Theorem 1 by an example. Consider the formula \( C=(x+y+z)(\bar{x}+\bar{y}+\bar{z}) \). The functional dependencies are:

\[
\begin{align*}
&x \rightarrow \bar{x}, \ y \rightarrow \bar{y}, \ z \rightarrow \bar{z}, \\
&(x, y, z) \rightarrow x+y+z, \ {\bar{x}, \bar{y}, \bar{z}} \rightarrow \bar{x}+\bar{y}+\bar{z}.
\end{align*}
\]

The incomplete table \( T_c \) is the following:

<table>
<thead>
<tr>
<th>( x )</th>
<th>( \bar{x} )</th>
<th>( y )</th>
<th>( \bar{y} )</th>
<th>( z )</th>
<th>( \bar{z} )</th>
<th>( x+y+z )</th>
<th>( \bar{x}+\bar{y}+\bar{z} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
<td>0, 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

2. **UNIQUE RECOVERABILITY.**

In Section 1 we considered the recoverability of incomplete tables of finite type. For infinite type incomplete tables, we will see that the recoverability can be checked in polynomial time and if an incomplete table is recoverable but not uniquely recoverable, then there are infinitely many recoveries for this incomplete table. On the other hand, for finite type incomplete tables, there are at most finitely many recoveries. The purpose of this section is to study the complexity of the unique recoverability for infinite and finite type incomplete tables.
DEFINITION 2.1. An incomplete table $T$ is said to be uniquely recoverable under a family $F$ of functional dependencies if there is exactly one extension of $T$ to a complete table that is consistent with $F$.

We now see the UNIQUE RECOVERABILITY FOR INCOMPLETE TABLES OF INFINITE TYPE is solved in polynomial time. Before showing the procedure which checks the unique recoverability, recall that entries of infinite type incomplete tables are singletons or variables $x[i]$.

The procedure UNIQUE_RECOVERY checks the unique recoverability of infinite type incomplete tables.

**procedure** UNIQUE_RECOVERY $(F, T)$

// $F$ is a set of functional dependencies //
// $T$ is an infinite type incomplete table //
$S$ ← CLOSURE $(F, T)$;

while $S 
eq T$ do

$T$ ← $S$;

$S$ ← CLOSURE $(F, T)$

end while;

if $T$ is not consistent with $F$ then return (false); 
if $T$ has a variable then return (false) // recoverable but not // uniquely recoverable /
else return (true) // $T$ contains the unique recovery //

end UNIQUE_RECOVERY

**procedure** CLOSURE $(F, T)$

for each functional dependency $X \rightarrow A$ in $F$ do

for each pair $(t_1, t_2)$ of distinct rows of $T$ do

if $t_1(X) = t_2(X)$ then // $t_1(X)$ is the projection of $t_i$ to $X$ //

\begin{align*}
& \text{case } t_1(A) = x[i] \text{ and } t_2(A) = x[j] \text{ for some } i \text{ and } j : \\
& \quad \text{if } i < j \text{ then } t_2(A) = t_2(A) \text{ else } t_1(A) = t_2(A) \\
& \quad t_1(A) = x[i] \text{ for some } i \text{ and } t_2(A) \text{ is a constant } : t_1(A) = t_2(A) \\
& \quad t_1(A) \text{ is a constant and } t_2(A) = x[i] \text{ for some } i : t_1(A) = t_2(A)
\end{align*}

\end{cases}

end case

end for

end for;

return $(T)$

end CLOSURE

The applications of the procedure CLOSURE find the least extension of the given incomplete table under the given functional dependencies, if any. Therefore if the resulting table contains a variable $x[i]$, then the given incomplete table is not uniquely recoverable.

In addition to this polynomial time solution, we can prove the following theorem:

**Theorem 2.** UNIQUE RECOVERABILITY FOR INCOMPLETE TABLES OF INFINITE TYPE is complete for $P$, the class of problems solvable in polynomial time, under log space reductions. \(\square\)
For the proof of Theorem 2, we use the pebble game on and/or graphs. An and/or graph is a triple $G=(V, E, f)$, where $G'=(V, E)$ is a finite directed graph and $f$ is a function $f: V \rightarrow \{\text{and}, \text{or} \}$. The rules of the pebble game are the following:

1. One can always place a pebble on a node which has no incoming edges.
2. One can place a pebble on node $v$, when $f(v)=\text{and}$ and all nodes from which an edge is directed to node $v$ contain pebbles.
3. One can place a pebble on node $v$, when $f(v)=\text{or}$ and at least one node from which an edge is directed to node $v$ contains a pebble.

We use the following problem:

**AND OR GRAPH ACCESSIBILITY PROBLEM (AGAP)**

**INSTANCE:** An and/or graph $G=(V, E, f)$.

**QUESTION:** Can a pebble be placed on one of the nodes which have no outward edges?

The following theorem is known (Cook (1974), Lingas (1978)).

**THEOREM 3.** AND/OR GRAPH ACCESSIBILITY PROBLEM is complete for $P$ under log space reductions.

**PROOF OF THEOREM 2:** Without loss of generality, we may consider and/or graphs having exactly one node which has no outward edges since we can transform in log space the instances of AGAP to and/or graphs of this kind without violating accessibility. Let $G=(V, E, f)$ be an and/or graph which has exactly one outward edge free node. We construct an incomplete table $T_\theta$ of infinite type and a family $F_\theta$ of functional dependencies in the following way: Let $V=\{v_1, \ldots, v_n\}$ and assume that $v_n$ is the unique node without any outward edges. The attributes of $T_\theta$ are $A_1, A_2, \ldots, A_n, B$, where $A_i$ corresponds to the node $v_i$ for each $i=1, \ldots, n$. The attribute $B$ is an auxiliary attribute. The set $F_\theta$ of functional dependencies consists of the following:

1. For each node $v_i$ with $f(v_i)=\text{and}$, $\{A_j : v_j$ is a predecessor of $v_i\} \rightarrow A_i$ is a functional dependency in $F_\theta$.
2. For each node $v_i$ with $f(v_i)=\text{or}$, $A_j \rightarrow A_i$ is a functional dependency when $v_j$ is a predecessor of $v_i$.
3. $A_i B \rightarrow A_i$ is a functional dependency for each $i=1, \ldots, n$.

Let $v_{i_1}, \ldots, v_{i_k}$ be the nodes without any incoming edges and let $v_{j_1}, \ldots, v_{j_{n-k}}$ be the remaining nodes. The incomplete table $T_\theta$ is the following:

<table>
<thead>
<tr>
<th>$A_{i_1}$</th>
<th>$A_{i_2}$</th>
<th>$\ldots$</th>
<th>$A_{i_k}$</th>
<th>$A_{j_1}$</th>
<th>$A_{j_2}$</th>
<th>$\ldots$</th>
<th>$A_{j_{n-k}}$</th>
<th>$B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$a$</td>
<td>$a$</td>
<td>$x[1]$</td>
<td>$x[2]$</td>
<td>$\ldots$</td>
<td>$x[n-k]$</td>
<td>$a$</td>
<td>$a$</td>
</tr>
</tbody>
</table>

where $a$ is a constant value.

It should be noted that if the node $v_n$ is pebbleable then $T_\theta$ is uniquely recoverable by using the functional dependencies $A_i B \rightarrow A_i$ for all $i=1, \ldots, n$ and vice versa.

It is easy to see that the set $F_\theta$ and the incomplete table $T_\theta$ are computable within log space.

We give an example of construction in Theorem 3.
EXAMPLE 2.2. Consider the following and/or graph $G$. Then the set $F_G$ is

\[
\begin{align*}
A_6 & \rightarrow A_3 & A_2 & A_3 & A_4 & A_5 & A_6 & A_9 \\
A_7 & \rightarrow A_4 & A_4 & A_5 & A_7 & A_8 & A_9 & A_{10} \\
A_3 & \rightarrow A_5 & A_7 & A_9 & A_{10} & A_{10} \\
A_2 & \rightarrow A_6 & A_3 & \rightarrow A_9 & A_{10} & B & A_i, i=1, \ldots, 10.
\end{align*}
\]

The table $T_G$ is

<table>
<thead>
<tr>
<th></th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
<th>$A_5$</th>
<th>$A_6$</th>
<th>$A_7$</th>
<th>$A_8$</th>
<th>$A_9$</th>
<th>$A_{10}$</th>
<th>$B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
</tbody>
</table>

If an incomplete table is shown to be uniquely recoverable, then we may consider the information which is lost is redundant. Recall that the variables appearing in an infinite type incomplete table $T$ are distinct. As long as an incomplete table is uniquely recoverable under a given family of functional dependencies, the larger number of variables means the less redundancy of representation. Thus the maximum number of variables means the minimum redundancy. Then the following problem will receive attention:

Given a complete table $T$ and a family $F$ of functional dependencies, where $T$ is consistent with $F$, then find an incomplete table $T'$ with the maximum number of variables such that $T'$ is uniquely recoverable to the complete table $T$ under $F$.

Formally, we consider the following problem:

**REDUNDANCY MINIMIZATION PROBLEM FOR INFINITE TYPE INCOMPLETE TABLES**

**INSTANCE:** A complete table $T$ with a finite set $F$ of functional dependencies and a nonnegative integer $K$.

**QUESTION:** Is there an incomplete table $T'$ of infinite type such that $T'$ is uniquely recoverable to $T$ under $F$ and the number of variables $x[i]$ is not less than $K$?

Our result asserts that redundancy minimization is computationally hard.
THEOREM 4. REDUNDANCY MINIMIZATION PROBLEM FOR INFINITE TYPE INCOMPLETE TABLES is NP-complete.

PROOF. We reduce the VERTEX COVER PROBLEM (see Garey and Johnson (1979)) to this problem. The VERTEX COVER PROBLEM is stated as follows:

VERTEX COVER PROBLEM
INSTANCE: An undirected graph $G=(V, E)$ and a positive integer $K \leq |V|$.
QUESTION: Is there a vertex cover of size $K$ or less for $G$, i.e., a subset $V'$ of $V$ with $|V'| \leq K$ such that for each $\{u, v\}$ in $E$ at least one of $u$ and $v$ belongs to $V'$?

Given an undirected graph $G=(V, E)$ and a positive integer $K$, we construct a complete table $T_G$ over an attribute set $U_G=V \cup E$ and a finite set $F_G$ of functional dependencies in the following way: The complete table over $U_G$ is defined to be a complete table with two rows whose entries are the constant value $a$. The functional dependencies in $F_G$ are as follows:

1. For each edge $e=\{u, v\}$, the functional dependencies $u \rightarrow e$ and $v \rightarrow e$ are in $F_G$.
2. For each node $v$ in $V$, the functional dependency $E \rightarrow v$ is in $F_G$.

The integer $K'$ is defined to be $|E| + |V| - K$.

Assume that $G$ has a vertex cover $V'$ of size at most $K$. Let $V'=\{v_1, \ldots, v_m\}$, $V-V'=\{v_1, \ldots, v_n\}$ and $E=\{e_1, \ldots, e_p\}$. Then consider the following incomplete table $T'$:

<table>
<thead>
<tr>
<th>$v_1$</th>
<th>$v_2$</th>
<th>$\ldots$</th>
<th>$v_m$</th>
<th>$v_1$</th>
<th>$v_2$</th>
<th>$\ldots$</th>
<th>$v_n$</th>
<th>$e_1$</th>
<th>$\ldots$</th>
<th>$e_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$a$</td>
<td>$\ldots$</td>
<td>$a$</td>
<td>$x[1]$</td>
<td>$x[2]$</td>
<td>$\ldots$</td>
<td>$x[n]$</td>
<td>$x[n+1]$</td>
<td>$\ldots$</td>
<td>$x[n+p]$</td>
</tr>
<tr>
<td>$a$</td>
<td>$a$</td>
<td>$\ldots$</td>
<td>$a$</td>
<td>$a$</td>
<td>$a$</td>
<td>$\ldots$</td>
<td>$a$</td>
<td>$a$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

By using the functional dependencies of (1) and by the assumption that $V'$ is a vertex cover for $G$, the variables $x[n+1], \ldots, x[n+p]$ are uniquely recoverable. Then by using the functional dependencies of (2), the variables $x[1], \ldots, x[n]$ will be recovered. Observe that the number of variables in $T'$ is $|V| - |V'| + |E| \geq |V| + |E| - K$.

Conversely assume that there is an incomplete table $T'$ such that $T'$ is uniquely recoverable to $T_G$ under $F_G$ and the number of variables in $T'$ is not less than $|V| + |E| - K$. Note that if there is an attribute such that two entries of this attribute are variables, then the uniqueness of recoverability will be violated. Thus for each attribute, at least one of the entries for the attribute must have the value $a$. We convert $T'$ in the following way: If both entries corresponding to an edge $e=\{u, v\}$ have the value $a$, then we replace the entry of the first row of the attribute $e$ by a new variable and we also replace one of the variables, if any, appearing in columns of the attributes $u$ and $v$ by the value $a$. Let $T''$ be the resulting table. Note that the above conversion does not decrease the number of variables and $T''$ is still uniquely recoverable if $T'$ is. Let $V'$ be the set all attributes whose both of the first and second entries have the value $a$. Then $V' \subseteq V$ and by the assumption on the number of variables in $T'$, we see that $|V'| \leq K$. Since all variables in columns for edge attributes are recoverable, $V'$ is a vertex cover for $G$. It is easy to see that $T_G$ and $K'$ are computable in log space. Since UNIQUE RECOVERABILITY FOR INCOM-
PLETE TABLES OF INFINITE TYPE is solvable in deterministic polynomial time, the problem is in NP. This completes the proof □.

By the above theorem, actually to minimize the redundancy is an NP-hard problem. For the finite type incomplete tables, the situation of unique recoverability is different. We consider the following problem:

UNIQUE RECOVERABILITY FOR INCOMPLETE TABLES OF INFINITE TYPE

INSTANCE: An incomplete table $T$ of finite type and a finite set $F$ of functional dependencies.

QUESTION: Is $T$ uniquely recoverable under $F$?

In contrast with the case of infinite type incomplete tables, we have the following theorem:

**Theorem 5.** UNIQUE RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE is co-NP-hard □

For the proof of Theorem 5, we use the following problem, which will be shown to be co-NP-hard.

**UNIQUE 4SATISFIABILITY (U4SAT)**

INSTANCE: A finite collection of clauses $C$ on some variable set $V$, where for each clause $c$ in $C$, $|c| = 4$.

QUESTION: Is $C$ uniquely satisfiable, i.e., is there only one truth assignment which satisfies all clauses in $C$?

**Lemma 6.** UNIQUE 4SATISFIABILITY is co-NP-hard.

**Proof.** We show a reduction from 3SAT to co-U4SAT, the complement of U4SAT. Let $C$ be an instance of 3SAT and let $V = \{x_1, \ldots, x_n\}$ be its variable set. We construct a new set of clauses in the following way: Let $x_{n+1}, x_{n+2}, x_{n+3}, x_{n+4}, x_{n+5}, x_{n+6}$ be new variables not in $V$. Let $C' = \{c_1, \ldots, c_m\}$ and let $c_i = u_i + v_i + w_i$ for $i = 1, \ldots, m$. For each $i = 1, \ldots, m$, we use the clause $c_i = u_i + v_i + w_i$ for $i = 1, \ldots, n$. Then $C'$ consists of all such $c_i$.

Note that the assignment $(x_1, \ldots, x_{n+6}) = (0, \ldots, 0, 1)$ satisfies all clauses in $C'$. Thus $C'$ has at least one satisfiable assignment. If $C$ is satisfiable, then let $(x_1, \ldots, x_n) \vdash (a_1, \ldots, a_n)$ be one of the truth assignments that satisfy $C$. Then we can see that the truth assignment $(x_1, \ldots, x_{n+6}) \vdash (a_1, \ldots, a_n, 0)$ also satisfies all clauses in $C'$. Therefore, there are more than one satisfiable assignments for $C'$. Conversely, assume that $C'$ has at least two truth assignments that satisfy all clauses in $C'$. Let $(x_1, \ldots, x_{n+6}) \vdash (a_1, \ldots, a_{n+6})$ be one of such truth assignments. If $a_{n+1} = 1$, then $a_1 = \ldots = a_n = 0$. If $a_{n+2} = 0$, then $(x_1, \ldots, x_n) \vdash (a_1, \ldots, a_n)$ must be a truth assignment that satisfies $C$. Therefore, $C$ is satisfiable if $C'$ is not uniquely satisfiable. Finally, we replace the clauses $x_i - x_{n+1}$ by $x_i + x_{n+1} + x_{n+2} + x_{n+3}$ for all $i = 1, \ldots, n$. In order to force $x_{n+6} = x_{n+3} = 0$, we add to $C'$ the clauses $x_k + u + v + w$, where $k = n + 2$, $n + 3$, and $u = x_{n+5}, x_{n+6}, u = x_{n+5}, x_{n+6}, w = x_{n+6}, x_{n+6}$.

Proof of Theorem 5 can be done by reducing U4SAT to UNIQUE RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE in a similar manner to Theorem 1 except that in this case four argument or-function is used □.

As an upper bound, it is not hard to see that this problem can be solved by a
deterministic polynomial time bounded oracle Turing machine that has RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE as its oracle. Thus this problem is in $\mathcal{NP}$, the class of problems solvable in deterministic polynomial time oracle Turing machines with oracles in $\mathcal{NP}$ (Stockmeyer (1977)).

3. RECOVERY OF TIME-VARIANT TABLES

In this section we will deal with time-variant tables. We use “day” for time unit. Informally, a time-variant table is a two-way infinite, past and future, sequence of tables with the same attribute set and the same number of rows. For this time-variant table, we will pay attention to the time-invariant properties of “everyday” and the time-invariant relation between “yesterday” and “today”. This time-invariant relation is expressed by functional dependencies over the attribute sets of “yesterday” and “today”.

NOTATION. Let $U = \{A_1, \ldots, A_n\}$ be a finite set of attributes. We mean by $U^\omega$ the set $\{A_j(t) : 1 \leq j \leq n, \text{ and } t \text{ is an integer}\}$. The attribute $A_j(t)$ will denote the occurrence of the attribute $A_j$ at time $t$. The set $U^{(i)}$ is defined to be $\{A_j(t) : 1 \leq j \leq n\}$ for each $t$. For each attribute $A_j$, we assume that $D(A_j) = D(A_j(t))$ for all $t$.

DEFINITION 3.1. Let $U$ and $U^\omega$ be as above. A time-variant incomplete table over an attribute set $U$ is an incomplete table over $U$. We define in the same way time-variant complete tables over $U$.

DEFINITION 3.2. Let $X = \{A_1(0), \ldots, A_m(0), A_1(1), \ldots, A_n(1)\}$ and let $A(0)$ be $A(i)$, where $i=0$ or $1$. Given a functional dependency $X(0) \rightarrow A(0)$, we define the dynamic expansion of $X(0) \rightarrow A(0)$ as a family of functional dependencies $\{X^{(t)} \rightarrow A^{(t)} : t \text{ is an integer}\}$, where for each integer $t$ we define $X^{(t)} = \{A_1(t), \ldots, A_m(t), A_1(t+1), \ldots, A_n(t+1)\}$ and $A^{(t)} = A(i+t)$. In the same way we define the dynamic expansion $F^\omega$ when we are given a family $F$ of functional dependencies over $U^{(0)} \cup U^{(1)}$.

DEFINITION 3.3. Given an incomplete table $T$ over $U$, we define an incomplete time-variant table $T^\omega$ over $U$ called the dynamic expansion of $T$ by repeating $T$ at each time. More formally, $T^\omega$ has the same number of rows and for each attribute $A_j$ in $U$, $(r, A_j)$-entry of $T$ is equal to $(r, A_j(t))$-entry of $T^\omega$ for each $t$ and each row $r$.

DEFINITION 3.4. Let $F$ be a family of functional dependencies over $U^{(0)} \cup U^{(1)}$ and let $T$ be a time-variant complete table over $U$. Then we say that the family $F$ holds for $T$ dynamically if $T$ is consistent with $F^\omega$.

DEFINITION 3.5. Given an incomplete table $T$ over $U$ and a family $F$ of functional dependencies over $U^{(0)} \cup U^{(1)}$, $T$ is said to be dynamically recoverable under $F$ if the dynamic expansion $T^\omega$ of $T$ is recoverable under the dynamic expansion $F^\omega$ of $F$.

We are interested in the following recovery problem:

**DYNAMIC RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE**

**INSTANCE:** An incomplete table $T$ over an attribute set $U$ and a finite collection $F$ of functional dependencies over $U^{(0)} \cup U^{(1)}$.

**QUESTION:** Is $T$ dynamically recoverable under $F$?

We can regard the values of entries having a single element as the values which never change and we can also deal with the entries with multiple elements as time-
variant entries.

We will show the following theorem:

THEOREM 7. DYNAMIC RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE is complete for PSPACE, the class of problems solvable in polynomial space, under log space reductions.

We first see that this dynamic recovery problem is in PSPACE.

procedure DYNAMIC_RECOVERY (F, T)
//T is an incomplete table over an attribute set U//
//F is a family of functional dependencies over U(°'UU)//
guess a complete table T_0 from T ;
repeat
    guess a complete table T_z such that T_1T_z is consistent with F;
    T_1T_z
until T_zT_0 is consistent with F;
return (true)
end DYNAMIC_RECOVERY

Note that if the given incomplete table is dynamically recoverable under F, then there are two points of time i < j such that the complete table T^(i) of the restriction to the time i of the dynamically recovered complete table is the same as that of the time j since there are only finitely many extensions of T. Conversely, if there exists a sequence of complete tables T_0, T_1, ..., T_m that are extensions of T such that T_0=T_m and each T_iT_(i+1) is consistent with F, then T is easily seen to be dynamically recoverable under F.

By the above observation, we can see that the procedure DYNAMIC_RECOVERY runs correctly. Obviously, the space amount used in this procedure is polynomial. By Savitch's theorem (see Aho et al. (1974)), the class of problems solvable using nondeterministic polynomial space is the same as the deterministic class. Thus DYNAMIC RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE is in PSPACE.

For the proof of Theorem 7, We use DYNAMIC 3SATISFIABILITY, which was shown to be complete for PSPACE under log space reductions (Orlin (1981)).

DYNAMIC 3SATISFIABILITY (DYNAMIC 3SAT)

INSTANCE: A collection C= {c_1, ..., c_m} of clauses over {x_1(0), ..., x_n(0), x_1(1), ..., x_n(1)} such that each clause c_i in C has |c_i|=3.

QUESTION: Is C dynamically satisfiable? That is, we define the set C^(i) as a collection of clauses obtained from the clauses in C by replacing literals v_j(σ) by v_j(σ+i) and set C^= to be the union of C^(i), where i ranges over all integers. Then is there truth assignment for variables in {x_j(i): 1≤j≤n, and i is an integer} which satisfies all clauses in C^=?

We now show a reduction from DYNAMIC 3SAT to DYNAMIC RECOVERABILITY FOR INCOMPLETE TABLES OF FINITE TYPE.

Let C be an instance of DYNAMIC 3SAT. We assume that the underlying variable set is {x_1, ..., x_n}. We construct the family F_C of functional dependencies and the incomplete table T_C in the following way: The set U_C of attributes for T_C consists of x_1(0), ..., x_n(0), x_1(1), ..., x_n(1), and clauses v_j(σ)
The functional dependencies in $F_C$ over $U^{(0)} \cup U^{(1)}$ are the following:

1. $x_i(a)[0] \rightarrow x_i(a)[0]$ for $i=1, \ldots, n$ and $a=0, 1$.
2. $\{v_i(a)[0], v_j(\tau)[0], v_k(\rho)[0]\} \rightarrow (v_i(a) + v_j(\tau) + v_k(\rho))[0]$ for all clauses $v_i(a) + v_j(\tau) + v_k(\rho)$ in $C$.
3. $x_i(0)[1] \rightarrow x_i(1)[0]$ for $i=1, \ldots, n$.

The functional dependencies of (1) and (2) are meant to represent the negation function and the or function, respectively. The functional dependencies of (3) are used to connect "yesterday" and "today" by the same values. The rows of the incomplete table $T_C$ over $U_C$ are constructed as follows: For the first row, the entries of $x_j(\sigma)$ and $\bar{x}_j(\sigma)$ have the set \{0, 1\}. The entries of the clauses $v_i(\sigma) + v_j(\tau) + v_k(\rho)$ in $U_C$ have 1. The next two rows are used to guarantee that the entries corresponding to $x_j(\sigma)$ and $\bar{x}_j(\sigma)$ of the same row do not have the same value as we did in the proof of Theorem 1. For each functional dependency of (2), we use eight rows to define or function and we fill these entries in the same way as in Theorem 1. Finally, last two rows are used to represent the identity function to which the functional dependencies of (3) correspond. That is, for each pair of $x_j(0)$ and $x_j(1)$, we set

<table>
<thead>
<tr>
<th>$x_j(0)$</th>
<th>$x_j(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The remaining entries are determined in the same way as in Theorem 1 so that it will be consistent with functional dependencies of (1) and (2).

Then we can see that $C$ is dynamically satisfiable if $T_C$ is dynamically recoverable under $F_C$. It is not hard to see that this transformation can be done using log space.

**Example 3.6.** Consider the formula $C = (x(0) + \bar{x}(1) + y(0))$. Then $F_C$ consists of $x(0)[0] \rightarrow \bar{x}(0)[0]$, $y(0)[0] \rightarrow \bar{x}(0)[0]$, $x(1)[0] \rightarrow \bar{x}(1)[0]$, $y(1)[0] \rightarrow \bar{x}(1)[0]$, $x(0)[1] \rightarrow \bar{x}(1)[0]$, $y(0)[1] \rightarrow \bar{x}(1)[0]$, and $x(0)[0]$, $\bar{x}(1)[0]$, $y(0)[0] \rightarrow (x(0) + \bar{x}(1) + y(0))[0]$. The incomplete table $T_C$ is:
Recovery of incomplete tables under functional dependencies

<table>
<thead>
<tr>
<th>$x(0)$</th>
<th>$x(0) + y(1)$</th>
<th>$y(0)$</th>
<th>$x(0) + \bar{z}(1)$</th>
<th>$y(0)$</th>
<th>$x(1)$</th>
<th>$x(1)$</th>
<th>$y(1)$</th>
<th>$y(1)$</th>
<th>$\bar{z}(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>{0, 1}</td>
<td>{0, 1}</td>
<td>{0, 1}</td>
<td>{0, 1}</td>
<td>{0, 1}</td>
<td>{0, 1}</td>
<td>{0, 1}</td>
<td>{0, 1}</td>
<td>{0, 1}</td>
<td>{0, 1}</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**Remark.** As in Section 2, we may consider the unique dynamic recoverability for infinite type incomplete tables. However, it is not difficult to show that the complexity of the unique dynamic recoverability is the same as that shown in Section 2.

5. **CONCLUDING REMARKS AND FURTHER RESEARCH**

In this paper we showed that in general the recovery problems are computationally hard. However, the problem of recovery refuses to vanish at the sound of this fascinating word. How can we cope with this problem? One approach to this problem is to use the idea of approximation algorithm. We believe that we can discuss the recovery problem in the following setting and apply the techniques from approximation algorithms.

Each information has some cost. The problem is: Given an incomplete information $X$, then recover the incomplete information $X$ to a complete information $Y$ so as to minimize or maximize the cost of $Y$.

With respect to the above problem, there should be an assumption that every incomplete information is at least easily recovered to a complete information and it is not a good idea to stick to "recoverability" as is discussed in this paper.

Another approach we would like to propose is the recovery with knowledge bases, that is, to recover the lacking information using some knowledge bases. Through the help of knowledge bases, we should gain the computational easiness of recovery procedures in addition to the advantage for finding lost information. For this idea, we may consider polynomial time bounded oracle Turing machines as a model of recovery machines. Oracles here are considered as knowledge bases and polynomial means computational easiness. In Section 1, the instances of the recovery problem are incomplete tables and functional dependencies. We can modify this problem as follows: The incomplete tables are used in the same way. But each functional dependency is
associated with a function specification symbol. As a knowledge base, we have a collection of functions that correspond to the function specification symbols. A recovery procedure makes queries to the knowledge base. We think this approach is natural. However, at present, we do not have any real examples appropriate for this framework and we have not analysed what problems will arise.

In Section 2, we showed that the unique recoverability problem for incomplete tables of infinite type is solvable in polynomial time but the problem for finite type incomplete tables remains hard. We also considered the redundancy minimization problem. We believe that problems arising from incomplete information recovery are deeply related with information redundancy. From this point of view, there can be a research which deals with the connection between the information recovery and the information redundancy.

Throughout this paper, we were concerned with the relational model of data and functional dependency. However, there is no reason why we must remain in this model and in this dependency. We just chose and studied the relational model and functional dependency as a first step toward the theory of incomplete information recovery. In literatures, various kinds of dependencies for relational model are introduced, for instance, multivalued dependency, mutual dependency, and transitive dependency (Paredaen (1980)). We are now in the process of studying these dependencies in connection with incomplete information recovery.

Furthermore, we can regard the spelling correction problem (Peterson (1980)) as one of the incomplete information recovery problems. In this case, information incompleteness means "error". There are several kinds of errors occurring in spelling correction, for example transmission error, author ignorance, typographical error etc. What we should do for this problem is to find a "best possible" text from a given text which possibly contains errors by using the knowledge about error generation processes and the context of the text. Usually edit-distance or something similar to this is used as a measure of "best possibility" (Kashyap and Oommen (1981)). By using measures of this kind, we may consider optimal spelling correctors. As is indicated in this spelling correction problem, we need a powerful theory which can deal with recovery with optimality in nonnumeric data processing. This possibility is suggested in Traub and Wazniakowski (1981). We think there are many problems to be studied in this field.

ACKNOWLEDGEMENTS

The authors would like to express our gratitude to colleagues at Research Institute of Fundamental Information Science at Kyushu University for helpful discussion. We would also thank Prof. Sueo Limori for sending us some useful papers.
Recovery of incomplete tables under functional dependencies

References


[18] Vassiliou, Y. (1980), Functional dependencies and incomplete information, Proc. of Int. Conf. on Very Large Data Bases, 6th, 260-269.

Communicated by S. Arikawa