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An extensive PW rule, with a successive success stopping rule, is proposed for the truncated and the untruncated types to select the better of two treatments in an ethical point of view, which gives a minimax expected loss in a finite population. Also the modified plan with unequal chance of sampling is discussed for the current situations of plans.

1. Introduction

The theory of sequential probability ratio test is well-known to give useful sampling inspection plans in the field of industrial quality control. Concerning the most advantage of minimizing the expected sample size, the method has been applied in clinical trials of medical treatments and developed with various types to fit in practice, e.g. Bross (1952), Armitage (1960), Anscombe (1963). There exist, however, still some difficulties for the sequential selection problems of medical treatments. It may be emphasized from the ethical point of view for such procedures to minimize not only the expected sample size but also the expected number of patients administered the inferior treatment during and after the clinical trials, Colton (1963). It may be also pointed out that the trouble is how to give *apriori* probabilities of two kinds of errors, and that whether only the theory insists the minimum expected sample-size or not.

On the other hand, Zelen (1969) was the first to suggest using the play-the-winner sampling for such selection procedures, as a kind of two-armed-bandit problem in the theory of stochastic processes. Thus several stopping rules have been studied, e.g. the absolute difference of both successes, the cumulative number of successes, and some combinations of both numbers of successes and failures by Sobel-Weiss (1970), Hoel (1972), Fushimi (1973), Nordbrock (1976), Schriever (1977, 1977, 1978, 1978) and so on.

Some of them have compared their PW plans with the corresponding vector-at-a-time plans, Nebenzahl-Sobel (1971), Hoel-Sobel (1972). They require that the pro-
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bability of correct selection is not less than a given $P^*$ for at least a given difference $\Delta^*$ in $p$-values, and are mainly limited in an infinite population. Recently, Asano and Jojima studied the similar PW and VT plans with the inverse and the difference stopping rules for both types truncated and untruncated in a finite population, in view of the minimum expected loss like Colton proposed as an ethical situation. Subsequently, they have proposed a new stopping rule called a successive success stopping rule, i.e. the trials terminate when a specified number of successes is observed successively in a play. Applying this stopping rule, they also investigated the PW plan and the VT plan with both types in a finite population. It may be possible to say the new stopping rule is easily applied as one of the natural and serious thinking process of human beings.

In the present paper, again with the successive success rule, an extensive stopping PW sampling plan is proposed for the truncated and the untruncated types in a finite population in view of the minimum expected loss. The extensive PW sampling rule presented here is defined in the following way. In the current PW procedure, every change of player is done to the other player, if and only if $m$ failures of him are observed in a play, where $m$ is a predetermined integer. We shall now denote such a sampling procedure as PW-mF plan. It may be surely considered that the present PW-mF plan for $m \geq 2$ saves the frequencies of changing players and gives us a stable procedure to select certainly the better, just like the behavior of thoughtful person.

A feature of the extensive play-the-winner sampling rule is shown in Figure I for $m=1$, 2 and 3.

![Figure I](image)

Furthermore, a modified sampling rule for changing players is currently based on unequal numbers of failure in a play, that is, $m_1$ failures on one player and $m_2$ failures on the other, where $m_1$ and $m_2$ are preassigned integers ($m_1 \neq m_2$).

Such a modified sampling rule is demonstrated in Figure II for $m_1=2$ and $m_2=1$.

![Figure II](image)

In the following sections, the formulation and an illustration of numerical tables are presented, omitting the FORTRAN programs.

### 2. The proposed selection procedure and the decision

The present problem is in a controlled comparative study to select sequentially the better of two treatments, denoted by $A$ and $B$, within available $N_0$ subjects,
being not greater than the size $N$ of a finite population. The type is truncated if $N_0 < N$, and is untruncated if $N_0 = N$. The effects of two treatments are assumed to be dichotomous, success or failure, without any delay.

Now let $p$ and $p'$ be unknown parameters of probability of success for the respective treatments, where the treatment $A$ is assumed to be the better so that $p > p'$ without any loss of generality. The sampling method depends on so-called an extensive PW sampling with $m$ failures, i.e. PW-mF rule. That is to say, every change of players is done, as soon as $m$ failures are observed in a play. Specially if $m=1$, the plan becomes the current PW sampling. At the outset, one of two treatments is chosen at random and applies to a random subject drawn from a finite population. The termination of such trials is based on a successive success stopping rule. Thus if the first occurrence of $s$ successive successes is observed by using the treatment $i$, the decision of the trials is done such as the treatment $i$ is better than the other, and then all of the remainder of finite population are applied to the treatment $i$. If such trials continue till $N_0$ subjects without attaining to $s$ successive successes for either treatment, then the decision is that the difference of effects of two treatments is not significant, and that all of the remainder, $N-N_0$ subjects, are applied to $A$ and $B$ with an equal probability $1/2$.

In this situation, the expected loss due to the present procedure may be considered to be proportionable to the difference $p - p'$ of two effect parameters, and contains two kinds of loss. The first loss is caused during the trials to obtain a selection, and the second loss is based, after the termination of trials, on the wrong selection of treatment for applying to the remainder of the finite population. Thus the optimum selection plan of the present procedure is obtained by minimizing the expected loss as a function of $s$. Actually this makes a sense for the procedure to be optimal.

### 3. Probabilities of correct selection, wrong selection and non-selection

Basing on the proposed PW-mF sampling plan with a specified integer $s$ of the successive success stopping rule, we are now going to study the fundamental probabilities of correct selection, wrong selection and non-selection, where we denote them by $P(CS|p, p'|m, s, N_0, N)$, $P(WS|p, p'|m, s, N_0, N)$ and $P(NS|p, p'|m, s, N_0, N)$, respectively.

At first, in order to investigate $P(CS|p, p'|m, s, N_0, N)$, let $P^A(CS)$ be the probability of correct selection for the case starting a trial by the treatment $A$. Then the probability is separated by the two terms in the following way.

$$P^A(CS) = P^A(CS, \text{at the first play of } A)$$

$$+ P^A(CS, \text{just after the } j\text{-th play of } B, j=1, 2, \cdots)$$

(1)

where $j$ tends at most to $[(N_0-s)/2m]$, using the Gauss notation. Thus the respective terms are given by
the first term = \( \sum_{r=0}^{m-1} \sum_{x=r}^{m-1} c(r, x)p^{i-x-r}q^r \), 

(2)

and the second term

\[
\begin{align*}
&= p^t \sum_{r=1}^{m-1} \sum_{i=m+r}^{m} \sum_{j=1}^{i-m-r} \left\{ \sum_{t=1}^{r} \sum_{x=t}^{j} c(j+1, x_t) \right\} \\
&\cdot \left\{ \sum_{t=r+1}^{m} \sum_{x_t=r}^{j} c(j, x_t) \right\} \cdot (q/p)^t R(i, x, j),
\end{align*}
\]

(3)

where \( q=1-p, q'=1-p', I_1=rs \) (for \( N_0 \geq (r+1)s \)) or \( N_0-s \) (for \( N_0<(r+1)s \)), \( J_1=\left[\frac{(i-r)}{2m}\right] \), \( K_1=x-\sum_{h=1}^{i} x_h-(m-t)s \), \( K_2=x-i-x-\sum_{h=1}^{i} x_h-(m-t)j \), \( K_3=x-\sum_{h=1}^{i} x_h-(m-t)j-(r-t) \)

\( R(i, x, j) = p^t(q'/p)^m/(p'/p)^t(q'/p)^m \) and where \( c(j, x) \) shows the number of all possible cases of \( j \)-composition of a integer \( x \), and is given by the coefficient of \( t^x \) in the expansion of \( (1+t+t^2+\cdots+t^j)^j \). The notation \( \otimes \) means multiple summations.

For the alternative case starting a trial by the treatment \( B \), the probability of correct selection, denoted by \( P^B(CS) \), is separated by two terms.

\[ P^B(CS)=P^B(CS, \text{at the first play of } A) + P^B(CS, \text{just after the } (j+1)\text{-th play of } B, j=1, 2, \cdots) \]

Thus the respective terms are given with the same notations as follows,

the first term

\[
\begin{align*}
&= p^t \sum_{r=0}^{m-1} \sum_{i=m+r}^{m} \sum_{x=m}^{i-r} c(m, x)c(r, i-x)p^{i-x-r}q^r p^{i-m-r}q^m
\end{align*}
\]

(5)

and the second term

\[
\begin{align*}
&= p^t \sum_{r=0}^{m-1} \sum_{i=m+r}^{m} \sum_{j=1}^{i-m-j} \sum_{x=m+r}^{i-r-j} \left\{ \sum_{t=1}^{r} \sum_{x=t}^{j} c(j+1, x_t) \right\} \\
&\cdot \left\{ \sum_{t=r+1}^{m} \sum_{x_t=r}^{j} c(j, x_t) \right\} \cdot (q/p)^t(q'/p)^m R(i, x, j)
\end{align*}
\]

(6)

where \( I_2=(m-r)s \) (for \( N_0 \geq (m+r+1)s \)) or \( N_0-s \) (for \( N_0<(m+r+1)s \)), \( J_2=[(i-m-r)/2m]\), and \( K_2=i-x-\sum_{h=1}^{i} x_h-(m-j)(j+1) \).

Therefore the whole probability of correct selection is presented by

\[
P(CS|p, p'|m, s, N_0, N) = \{P^A(CS)+P^B(CS)\}/2.
\]

(7)

Let us secondly obtain the probability of wrong selection, \( P(WS|p, p'|m, s, N_0, N) \). In this situation of accepting the inferior treatment as the superior, there exists a
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The duality between the treatments $A$ and $B$. Therefore the probability of wrong selection is able to immediately obtain from the formula (7) by replacing $p$ and $q$ with $p'$ and $q'$, respectively. That is to say,

$$P(WS | p, p', m, s, N_0, N) = P(CS | p', p, m, s, N_0, N) \quad (8)$$

The final situation exists for the case of so-called non-selection in the present procedure. That is to say, continuing the trial till the truncated size $N_0$ or the untruncated size $N$ of the finite population, we have a probability of being unable to decide the selection of a treatment, $A$ or $B$. Such a probability $P(\text{NS} | p, p', m, s, N_0, N)$ is obtained by considering the states at the terminal plays of $A$ and $B$.

Terminating at the play of $A$, we have two non-selection probabilities, depending on the starting treatment $A$ or $B$, in the following way.

$$P^A(\text{NS}, \text{trying } A | p, p') = \sum_{k=0}^{n-1} \sum_{r=1}^{m-1} c(r, N_0 - k)p^{N_0-r}q'^r$$

$$+ \sum_{k=0}^{n-1} \sum_{r=1}^{m-1} \sum_{j=0}^{n_{r}} \sum_{x=m-j}^{n_{r}} c(j+1, x_i) \left\{ \left( \sum_{t=i+1}^{\infty} \sum_{x_t=j+1}^{n_{t}} c(j, x_t) \right) R(k, x, j) \right\}$$

$$\cdot \left\{ \sum_{j=0}^{\infty} \sum_{x=j}^{n_{r}+1} c(j, x) \right\} \left( \frac{p}{p'} \right)^{j+r} (q/q')^{m_{j}}$$

where the restriction on $r$'s are $1 \leq r \leq m-1$ (for $k=0$) and $0 \leq r \leq m-1$ (for $k>0$), and where $N_0=[(N_0-k-r)/2m]$, $K_k=N_0-k-x-\sum_{h=1}^{j} x_h-(m-t)j$, $R(k, x, j)=p'W_{km}$. $q/q'p^{j+r}(q/q')^{m_{j}}$ and in the first term $N_0 \leq rs+k$.

$$P^B(\text{NS}, \text{trying } B | p, p') = \sum_{k=0}^{n-1} \sum_{r=1}^{m-1} c(r, x)c(m, n_0-k-x)(q/p)^{-m}R(k, x, 1)$$

$$+ \sum_{k=0}^{n-1} \sum_{r=1}^{m-1} \sum_{j=0}^{n_{r}} \sum_{x=m-j}^{n_{r}} c(j+1, x_i) \left\{ \left( \sum_{t=i+1}^{\infty} \sum_{x_t=j+1}^{n_{t}} c(j, x_t) \right) R(k, x, j) \right\}$$

$$\cdot \left\{ \sum_{j=0}^{\infty} \sum_{x=j}^{n_{r}+1} c(j+1, x) \right\} \left( \frac{q}{q'} \right)^{j+r} (q'/p')^{m_{j}}R(k, x, j) \quad (10)$$

where in the first term $N_0 \leq (m+r+1)s$.

Similarly, terminating at the play of $B$, we have the probabilities of non-selection. By using a duality between $A$ and $B$, it may be easily seen the probabilities by replacing $p$ and $q$ with $p'$ and $q'$ in (9) and (10), respectively.

$$P^A(\text{NS}, \text{trying } B | p, p') = P^B(\text{NS}, \text{trying } A | p', p'), \quad (11)$$

$$P^B(\text{NS}, \text{trying } B | p, p') = P^A(\text{NS}, \text{trying } A | p', p'). \quad (12)$$

Therefore the whole probability is given by gathering the above formulae (9),
(10), (11) and (12), as follows,

$$P(\text{NS}|p, p'|m, s, N_o, N) = \{(9) + (10) + (11) + (12)\} / 2.$$  \hspace{1cm} (13)

4. Expected number of subjects

Let $N_A$ and $N_B$ be the respective numbers of subjects applied by the treatments, $A$ and $B$. Then the expected value of $N_i$, $E(N_i|p, p'|m, s, N_o, N) = E(N_i)$, is separated as three terms, i.e.

$$E(N_i|p, p'|m, s, N_o, N) = E(N_i|\text{CS}) + E(N_i|\text{WS}) + E(N_i|\text{NS}), \quad (i=A, B).$$  \hspace{1cm} (14)

The respective terms in the right-hand side of (14) are simply given as follows,

$$E(N_A|\text{CS}) = SP(\text{CS}|p, p'|m, s, N_o, N)$$

$$+ \text{(formulae (2), (3), (6), inserted } x, \text{ and formula (5), inserted } (i-x) \text{ inside of summation over } x)$$

$$= E(N_A|\text{CS}|p, p'|m, s, N_o, N)$$

$$E(N_B|\text{CS}) = \text{(formulae (3), (6), inserted } (i-x), \text{ and formula (5), inserted } x \text{ inside of summation over } x)$$

$$= E(N_B|\text{CS}|p, p'|m, s, N_o, N)$$

Concerning $E(N_i|\text{WS})$, applying the duality between treatments,

$$E(N_A|\text{WS}) = E(N_B|\text{CS}|p', p|m, s, N_o, N),$$

$$E(N_B|\text{WS}) = E(N_A|\text{CS}|p', p|m, s, N_o, N).$$

The last terms in the right-hand side of (14) are given as follows,

$$A(p, p'|m, s, N_o, N)$$

$$= \text{(formula (9), multiply the 1st term by } N_o, \text{ and insert } (k+x) \text{ the 2nd term inside of summation over } x, \text{ and formula (10) inserted } (k+x) \text{ inside of summation over } x),$$

$$B(p, p'|m, s, N_o, N)$$

$$= \text{(formula (9), inserted } (N_o-k-x) \text{ into the 2nd term inside of summation over } x, \text{ and formula (10), inserted } (N_o-k-x) \text{ inside of summation over } x),$$

then $E(N_i|\text{NS})$, applying the duality, are given as follows,
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\[E(N_A|\text{NS})=A(p', p'|m, s, N_0, N)+B(p', p|m, s, N_0, N)\] (21)

\[=E(N_A|\text{NS}|p', p'|m, s, N_0, N),\]

\[E(N_B|\text{NS})=E(N_B|\text{NS}|p, p'|m, s, N_0, N)\]

\[=E(N_A|\text{NS}|p', p|m, s, N_0, N).\] (22)

Concerning the expected value of \(N_A\) and \(N_B\), there exists a duality between treatments \(A\) and \(B\), the next relation is held,

\[E(N_B|p, p'|m, s, N_0, N)=E(N_A|p', p|m, s, N_0, N)\] (23)

Thus the whole expected number of subjects for trials in the present procedure is shown by

\[E(\text{The whole number of trials})=E(N_A)+E(N_B).\] (24)

5. Expected loss function

The expected loss of the present procedure is now able to introduce by using the probabilities and expected number of subjects obtained in the previous sections. The loss is proportionable to the difference of two success parameters, and it is composed of the following two kinds of loss. The first loss is caused during the trials to select the better, and the second loss is concerned, after the wrong selection in the trials, with the remainder of the finite population by applying the inferior treatment.

When the design of selection procedure is a truncated type at \(N_0\) subjects, the expected loss is obtained by

\[E(\text{Loss})=c(p-p')(E(N_B)+\{N-E(N_A+N_B|\text{WS}\}) P(\text{WS}|p, p'|m, s, N_0, N)\]

\[+(N-N_0)P(\text{NS}|p, p'|m, s, N_0, N)/2],\] (25)

where \(c\) is a proportional constant and \(E(N_A+N_B|\text{WS})=E(N_A|\text{WS})+E(N_B|\text{WS}).\)

On the other hand, if the selection procedure is designed as an untruncated type, the expected loss is directly given by replacing \(N_0\) with \(N\) in (25).

It might be seen in this paper for the formulation to be much complicated, but the algorithm of programming is rather simple. Numerical tables are obtained by a complete FORTRAN program. Thus the optimal \(s\) may be found out so as to minimize the expected loss, or may be chosen with the minimax principle from the numerical tables of losses. Thus the optimum plan of the present selection procedure is able to obtain easily.

6. A play-the-winner sampling plan with an unequal chance

A PW sampling plan with the successive success stopping rule is modified in this section for the truncated and untruncated types in a finite population. The
sampling rule of changing players is based on an unequal failures for players, that is, \( m_1 \) failures on one player and \( m_2 \) failures on the other, where \( m_1 \) and \( m_2 \) are preassigned integers \((m_1 \neq m_2)\).

This modification of sampling rule for changing players presents a conservative situation for a current treatment of reflections on the past records.

Applying the proposed modified plan with successive success stopping rule, we present the fundamental probabilities of correct selection, wrong selection and non-selection, where we denote them by \( P(\text{CS}|p, p', m_1, m_2, s, N_0, N) \), \( P(\text{WS}|p, p'|m_1, m_2, s, N_0, N) \) and \( P(\text{NS}|p, p'|m_1, m_2, s, N_0, N) \), respectively.

\[
P(\text{CS}|p, p'|m_1, m_2, s, N_0, N) = \frac{p^s}{2} \sum_{r=0}^{m_1-1} \left( \sum_{x=r}^{m_2} c(r, x) p^{s-r} q^r \right)
\]

\[
+ \frac{N_0-s}{N_0} \sum_{i=m_1+m_2+s}^{N_0-1} \sum_{x=m_1+i}^{m_2+s} \left( \sum_{t=1}^{i} \sum_{x=m_1+i+1}^{m_2+s} c(j+1, x_t) \left\{ \sum_{t+1}^{m_1} \sum_{x=m_2}^{m_1} c(j, x) \right\} \right)
\]

\[
\cdot \left\{ \sum_{i=1}^{m_2} \sum_{x=m_2}^{m_1} c(j, x) \right\} \frac{q(p)}{p'(q'/p)^{m_1} \cdot R_0(i, x, j)}
\]

\[
+ \frac{N_0-s}{N_0} \sum_{i=m_1+m_2+s}^{N_0-1} \sum_{x=m_2}^{m_1+s} c(m_2, x) c(r, i-x) p^{i-x-r} q^{r-x-m_2} q^{m_2}
\]

\[
+ \frac{N_0-s}{N_0} \sum_{i=m_1+m_2+s}^{N_0-1} \sum_{x=m_2}^{m_1+s} c(j+1, x_t) \left\{ \sum_{t+1}^{m_1} \sum_{x=m_2}^{m_1} c(j, x) \right\}
\]

\[
\cdot \left\{ \sum_{i=1}^{m_2} \sum_{x=m_2}^{m_1} c(j+1, x) \right\} \frac{q'(p'/q')^{m_2} q^{m_2}}{q(p') \cdot R_0(i, x, j)}
\]

where \( I_1=rs \) (for \( N_0 \geq (r+1)s \)) or \( N_0-s \) (for \( N_0 < (r+1)s \)), \( I_2=(m_4+r)s \) (for \( N_0 \geq (m_4+r+1)s \)) or \( N_0-s \) (for \( N_0 < (m_4+r+1)s \)), \( I_1=[(i-r)/(m_1+m_2)] \), \( I_2=[(i-m_4-r)/(m_1+m_2)] \), \( K_1 \)

\[=x-\sum_{h=1}^{i-r} x_h-(m_1-t)j, \quad K_2=x-\sum_{h=1}^{i-r} x_h-(m-t)j-(r-t), \quad K_3=x-\sum_{h=1}^{i-r} x_h-(m-t)j, \quad K_4=x-\sum_{h=1}^{i-r} x_h-(m-t)(j+1), \quad R_0(i, x, j)=p'(p'/q')^{m_2} q^{m_2} \frac{q'(p')}{q(p')}.
\]

The probability of wrong selection, accepting the inferior treatment as the superior, there exists a duality between the treatments A and B, is obtained from the formula (26) by replacing \( p, q, m_1 \) and \( m_2 \) with \( p', q', m_2 \) and \( m_1 \), respectively,

\[
P(\text{WS}|p, p'|m_1, m_2, s, N_0, N) = P(\text{CS}|p', p|m_2, m_1, s, N_0, N).
\]

The probability of non-selection, continuing the trials till the truncated size \( N_0 \) or till the size \( N \) of the finite population, that is, the probability being unable to decide the selection of a treatment, is given in the following ways.

For terminating at the play of A,

\[
P(\text{NS}, \text{trying } A|p, p'|m_1, m_2, s, N_0, N) = \frac{1}{2} \left( \sum_{k=0}^{m_1-1} \sum_{r=0}^{m_2-1} c(r, N_0-k) p^{N_0-k} q^k \right)
\]

\[
\cdot \left\{ \sum_{i=1}^{m_2} \sum_{x=m_2}^{m_1} c(i+1, x) \right\} \frac{q(p)}{p'(q'/p)^{m_1} \cdot R_0(i, x, j)}
\]

\[
+ \frac{N_0-s}{N_0} \sum_{i=m_1+m_2+s}^{N_0-1} \sum_{x=m_2}^{m_1+s} c(m_2, x) c(r, i-x) p^{i-x-r} q^{r-x-m_2} q^{m_2}
\]

\[
+ \frac{N_0-s}{N_0} \sum_{i=m_1+m_2+s}^{N_0-1} \sum_{x=m_2}^{m_1+s} c(j+1, x_t) \left\{ \sum_{t+1}^{m_1} \sum_{x=m_2}^{m_1} c(j, x) \right\}
\]

\[
\cdot \left\{ \sum_{i=1}^{m_2} \sum_{x=m_2}^{m_1} c(j+1, x) \right\} \frac{q'(p'/q')^{m_2} q^{m_2}}{q(p') \cdot R_0(i, x, j)}
\]

\[=x-\sum_{h=1}^{i-r} x_h-(m_1-t)j, \quad K_2=x-\sum_{h=1}^{i-r} x_h-(m-t)j-(r-t), \quad K_3=x-\sum_{h=1}^{i-r} x_h-(m-t)j, \quad K_4=x-\sum_{h=1}^{i-r} x_h-(m-t)(j+1), \quad R_0(i, x, j)=p'(p'/q')^{m_2} q^{m_2} \frac{q'(p')}{q(p')}.
\]
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\[ + \sum_{k=1}^{J_3} \sum_{j=1}^{K_1} N_{0-k} m_{2j} \left( \sum_{i=1}^{K_1} c(j, x_i) \right) \left( \sum_{i=1}^{K_2} c(j, x_i) \right) R_4(N_0, k, x, j) \]

\[ + \sum_{k=1}^{J_3} \sum_{j=1}^{K_1} N_{0-k} m_{2j} \left( \sum_{i=1}^{K_1} c(j, x_i) \right) \left( \sum_{i=1}^{K_2} c(j, x_i) \right) \cdot \left( q/p \right)^m R_4(N_0, k, x, j) \]

\[ + \sum_{k=0}^{J_3} \sum_{r=0}^{K_1} m_{2r} m_{2r+1} \sum_{x=m_2}^{m_2} (c(m_2, x) c(r, N_o-x) p^{N_o-x-r} q^{x+m_2} q^{m_2}) \]

\[ + \sum_{k=0}^{J_3} \sum_{r=0}^{K_1} \sum_{j=1}^{K_1} N_{0-k} m_{2(j+1)} \left( \sum_{i=1}^{K_1} c(j, x_i) \right) \left( \sum_{i=1}^{K_2} c(j+1, x_i) \right) \cdot \left( q'/p' \right)^{m^2} R_4(N_0, k, x, j) \]

\[ + \sum_{k=0}^{J_3} \sum_{r=0}^{K_1} \sum_{j=1}^{K_1} \sum_{x=m_2}^{m_2} c(j+1, x_i) \cdot \left( q'/p' \right)^{m^2} R_4(N_0, k, x, j) \]

where \( J_3 = [N_0-k]/(m_1+m_2) \), \( J_4 = [N_0-k-r]/(m_1+m_2) \), \( J_5 = [N_0-k-m_2]/(m_1+m_2) \), \( K_5 = N_0-k-r-\sum_{x=1}^{m_2} x_h-(m_2-t)j \), \( K_6 = N_0-k-r-\sum_{x=1}^{m_2} x_h-(m_2-t)(j+1) \) and \( R_4(N_0, k, x, j) = p^{N_o-x-r-q^{x+m_2} q^{m_2}} q^{m_2} R_4(N_0, k, x, j) \).

In the case of termination at a play of B, applying the duality for treatments, the probability is obtained by replacing \( p, q, m_1 \) and \( m_2 \) with \( p', q', m_1 \) and \( m_2 \) in the formula (28),

\[ P(\text{NS}, \text{trying } B | p, p' | m_1, m_2, s, N_0, N) = P(\text{NS}, \text{trying } A | p', p | m_1, m_2, s, N_0, N) \quad (29) \]

Then the whole probability is given by gathering the above formulae (28) and (29), as follows,

\[ P(\text{NS} | p, p' | m_1, m_2, N_0, N) = (28) + (29) \quad (30) \]

The expected value of \( N_i \), \( E(N_i | p, p' | m_1, m_2, s, N_0, N) = E(N_i) \) is separated as follows,

\[ E(N_i) = E(N_i | \text{CS}) + E(N_i | \text{WS}) + E(N_i | \text{NS}) \quad (i = A, B) \quad (31) \]

where \( N_A \) and \( N_B \) denote the numbers of subjects applied by the treatments, \( A \) and \( B \).

The respective terms in (31) are given as follows

\[ E(N_A | \text{CS}) = \{ \text{formula (26), inserted } (s+x) \text{ inside of summation over } x \} \quad (32) \]

\[ = E(N_A | \text{CS} | p, p' | m_1, m_2, s, N_0, N) \]

\[ E(N_B | \text{CS}) = \{ \text{formula (26), inserted } (i-x) \text{ inside of summation over } x \} \quad (33) \]

\[ = E(N_B | \text{CS} | p, p' | m_1, m_2, s, N_0, N) \]
For $E(N|WS)$, applying the duality for the treatments,

$$E(N_A|WS) = E(N_B|CS|p', p|m_2, m_1, s, N_0, N)$$

$$E(N_B|WS) = E(N_A|CS|p', p|m_2, m_1, s, N_0, N)$$

For $E(N|NS)$, applying the similar duality,

$$E(N_A|NS) = A(p, p'|m_1, m_2, s, N_0, N) + B(p', p|m_2, m_1, s, N_0, N)$$

$$E(N_B|NS) = A(p, p'|m_1, m_2, s, N_0, N) + B(p, p'|m_2, m_1, s, N_0, N)$$

$$= E(N_A|NS|p, p'|m_1, m_2, s, N_0, N)$$

$$= E(N_B|NS|p, p'|m_1, m_2, s, N_0, N)$$

$$= E(N_A|NS|p', p|m_1, m_2, s, N_0, N)$$

$$= E(N_B|NS|p', p|m_2, m_1, s, N_0, N)$$

$$A(p, p'|m_1, m_2, s, N_0, N)$$

$$= \text{in the right-hand side of (28), multiply the 1st term by } N_0,$$

insert $(k+x)$ 2nd, 3rd, 5th and 6th terms, and insert $(N_0-x)$

4th term inside of summation over $x$ .

$$B(p, p'|m_1, m_2, s, N_0, N)$$

$$= \text{in the right-hand side of (28), insert } (N_0-k-x) \text{ 2nd, 3rd, 4th,}$$

5th and 6th terms inside of summation over $x$ .

Thus the whole expected number of subjects is expressed for the trials as (24)
in section 4.

The expected loss of the present procedure is now able to introduce by using
the probabilities and expected number of subjects obtained above. Thus, the expected
loss for the modified PW plan of a truncated type is given by (25) in section 5.

7. Numerical illustrations

7.1. The extensive PW plans

To make clear properties of the present selection procedure, let us show the
most simple example based on the general theories at the previous sections. Numerical
features are shown in the case of $m=1, s=3$ and $N=75$, where the truncated
type $N_0=15$, and for the untruncated at $N=75$.

For a visual convenience, the probabilities of correct selection and wrong selection
are given in Figures 1 and 2 for the respective types. It may be naturally seen that
the respective cases in Figure 1 show much powerful than the corresponding cases
in Figure 2, especially in cases of the lower values of $p$ and $p'$.

The features of expected losses, limiting only in the case of $p=0.9$, are shown
in Figures 3 and 4 for both types.
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It may be sure that there exist the minimum values for various values of \( p' \). To illustrate an optimum plan for an a priori uniform distribution of \( p' \), \( s \) may be chosen to be 6 for the untruncated type, and to be 5 for the truncated type, in a sense of the minimax principle for the losses in Figures 3 and 4. The features are also shown in Table 1 and 2.

Furthermore in view of the present \( mF \) plans, some properties are comparatively studied for PW-1F, -2R and -3F of the truncated type in case of \( s=3, N_0=15 \) and \( N=75 \). The probabilities of correct selection and wrong selection are shown in Figures 5, 8 and 11 for \( m=1, 2, 3 \), respectively. So far as the figures concern, it may be interested that the PW-1F plan is most powerful, the PW-2F is second and the PW-3F plan has the lowest power among them. The features of the expected loses
Table 1. An optimum $s$ for an *a priori* uniform distribution of $p'$, i.e. $p' = 0.4(0.1)0.8$, and $p = 0.9$ in case of an untruncated type with $N = 75$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p'$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Max ELoss</td>
<td>3.52</td>
<td>3.11</td>
<td>2.84</td>
<td>2.86</td>
<td>3.43</td>
</tr>
<tr>
<td>$P(\text{CS})$</td>
<td>0.78</td>
<td>0.82</td>
<td>0.85</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>$E(N_A)$</td>
<td>2.25</td>
<td>3.32</td>
<td>4.55</td>
<td>5.55</td>
<td>6.80</td>
</tr>
</tbody>
</table>

Table 2. An optimum $s$ for an *a priori* uniform distribution of $p'$, i.e. $p' = 0.4(0.1)0.8$, and $p = 0.9$ in case of a truncated type with $N = 75$ and $N_0 = 15$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p'$</td>
<td>0.6</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Max ELoss</td>
<td>4.24</td>
<td>3.62</td>
<td>3.55</td>
<td>4.76</td>
<td>6.82</td>
</tr>
<tr>
<td>$P(\text{CS})$</td>
<td>0.82</td>
<td>0.76</td>
<td>0.81</td>
<td>0.81</td>
<td>0.71</td>
</tr>
<tr>
<td>$E(N_A)$</td>
<td>1.53</td>
<td>2.20</td>
<td>3.19</td>
<td>3.72</td>
<td>4.31</td>
</tr>
</tbody>
</table>

Figure 5. Probabilities of correct selection and wrong selection in case of a truncated type with $N = 75$, $N_0 = 15$ and $s = 3$.

Figure 6. The expected losses in case of a truncated type with $N = 75$, $N_0 = 15$, $c = 1.0$ and $p = .9$.

are shown in Figures 6, 9 and 12, only for $p = 0.9$, respectively. From these figures, there exist surely the minimum value for each $p'$, and it may be mentioned again that the most preferable plan is the PW-1F, the second is the PW-2F, and finally the PW-3F follows in order. In Figures 7, 10 and 13, the expected numbers of trials, $E(N_A + N_B)$ are given for $m = 1, 2, 3$, respectively. It may be concluded from figures that the PW-1F plan, the PW-2F plan, and then PW-3F plan are preferable in order in view of the small number of trials.

In order to design an optimum plan of the respective PW-mF plan, $m = 1, 2, 3$, for an apriori distribution of $p'$, the minimax principle may be applied for the expected losses, and, in the present illustration, $s$ is chosen to be three for the
The expected number on $N_A + N_B$ in case of a truncated type with $N=75$, $n_0=15$ and $s=3$.

The expected number on $N_A + N_B$ in case of a truncated type with $N=75$, $n_0=15$, $c=1.0$ and $p=.9$.

The expected number on $N_A + N_B$ in case of a truncated type with $N=75$, $n_0=15$ and $s=3$.

respective m's in Figures 6, 9 and 12. The characteristics of these optimum plans are summarized in Tables 3, 4 and 5. It may be mentioned again that the properties of PW-1F plan are superior to those of PW-2F and PW-3F plans, and that the preferable order is PW-1F, PW-2F, and then PW-3F, by comparing the Tables.
Figure 11. Probabilities of correct selection and wrong selection in case of a truncated type with $N=75$, $N_0=15$ and $s=3$.

Figure 12. The expected losses in case of a truncated type with $N=75$, $N_0=15$, $c=1.0$ and $p=.9$.

Figure 13. Expected number on $N_A+N_B$ in case of a truncated type with $N=75$, $N_0=15$ and $s=3$. 


Table 3. An optimum $s$ for the case of a truncated type with $N=75$, $N_0=15$, $c=1.0$, $p=0.9$ and $p'=0.4(0.1)0.8$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p'$</td>
<td>0.6</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Max ELoss</td>
<td>4.24</td>
<td>3.62</td>
<td>3.55</td>
<td>4.76</td>
<td>6.82</td>
</tr>
<tr>
<td>$P(\text{CS})$</td>
<td>0.82</td>
<td>0.76</td>
<td>0.81</td>
<td>0.81</td>
<td>0.71</td>
</tr>
<tr>
<td>$E(N_A+N_B)$</td>
<td>4.64</td>
<td>6.29</td>
<td>8.33</td>
<td>9.82</td>
<td>10.97</td>
</tr>
</tbody>
</table>

Table 4. An optimum $s$ for the case of a truncated type with $N=75$, $N_0=15$, $c=1.0$, $p=0.9$ and $p'=0.4(0.1)0.8$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p'$</td>
<td>0.6</td>
<td>0.7</td>
<td>0.7</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Max ELoss</td>
<td>5.18</td>
<td>4.11</td>
<td>3.73</td>
<td>4.16</td>
<td>5.52</td>
</tr>
<tr>
<td>$P(\text{CS})$</td>
<td>0.77</td>
<td>0.72</td>
<td>0.72</td>
<td>0.81</td>
<td>0.71</td>
</tr>
<tr>
<td>$E(N_B+N_B)$</td>
<td>4.86</td>
<td>6.46</td>
<td>8.33</td>
<td>9.96</td>
<td>11.17</td>
</tr>
</tbody>
</table>

Table 5. An optimum $s$ for the case of a truncated type with $N=75$, $N_0=15$, $c=1.0$, $p=0.9$ and $p'=0.4(0.1)0.8$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p'$</td>
<td>0.6</td>
<td>0.6</td>
<td>0.7</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Max ELoss</td>
<td>6.34</td>
<td>4.86</td>
<td>4.38</td>
<td>4.54</td>
<td>5.80</td>
</tr>
<tr>
<td>$P(\text{CS})$</td>
<td>0.73</td>
<td>0.79</td>
<td>0.68</td>
<td>0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>$E(N_A+N_B)$</td>
<td>5.13</td>
<td>7.18</td>
<td>8.62</td>
<td>10.56</td>
<td>11.57</td>
</tr>
</tbody>
</table>

7.2. The PW sampling plan with unequal chance

In this section a numerical example for a modified PW plan is studied and is compared with a PW plan discussed in the previous sections.

Numerical examples are given in case when $N=100$, $N_0=15$, $c=1.0$ and $p\in[0.6,0.8]$, $p'=\in[0.5,0.7]$, $m_1=2$, $m_2=1$ and $m_1=m_2=1$. The maximum expected loss and other properties are given in the Table 6 and 7, for a priori distributions of $p$ and $p'$.

The optimum value of $s$, in the sense of the minimax principle, may be estimated to be three for both plans. However, comparing the five properties shown for both columns at $s=3$ in Tables 6 and 7, it may be pointed out in this case that the modified PW plan is prefer to the ordinary PW plan. Clearly this result depends on giving twice as much chance of sampling to the superior treatment, and it may be vice versa.

Therefore, in view of fairness of selecting a treatment, it must be very circum-spect in giving inequality of sampling chance, based on an existence of conservation, in a PW procedure.
Table 6. An optimum $s$ for a truncated modified RW plan $N=100$, $N_0=15$, $c=1.0$ and $p \in [0.6, 0.8]$, $p' \in [0.5, 0.7]$, $m_1=2$, $m_2=1$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. ELoss</td>
<td>4.84</td>
<td>3.52</td>
<td>4.22</td>
<td>5.45</td>
</tr>
<tr>
<td>$P(\text{CS})$</td>
<td>0.84</td>
<td>0.82</td>
<td>0.65</td>
<td>0.47</td>
</tr>
<tr>
<td>$E(T_1)$</td>
<td>2.37</td>
<td>3.91</td>
<td>7.25</td>
<td>8.88</td>
</tr>
<tr>
<td>$E(T_2)$</td>
<td>0.60</td>
<td>0.94</td>
<td>2.16</td>
<td>2.73</td>
</tr>
<tr>
<td>$E(T_N)$</td>
<td>2.97</td>
<td>4.85</td>
<td>9.42</td>
<td>11.06</td>
</tr>
</tbody>
</table>

Table 7. An optimum $s$ for a truncated PW plan $N=100$, $N_0=15$, $c=1.0$ and $p \in [0.6, 0.8]$, $p' \in [0.5, 0.7]$, $m_1=m_2=1$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. ELoss</td>
<td>7.17</td>
<td>5.65</td>
<td>6.05</td>
<td>6.88</td>
</tr>
<tr>
<td>$P(\text{CS})$</td>
<td>0.77</td>
<td>0.67</td>
<td>0.54</td>
<td>0.39</td>
</tr>
<tr>
<td>$E(T_1)$</td>
<td>2.15</td>
<td>4.37</td>
<td>6.15</td>
<td>7.39</td>
</tr>
<tr>
<td>$E(T_2)$</td>
<td>1.40</td>
<td>3.11</td>
<td>4.18</td>
<td>4.87</td>
</tr>
<tr>
<td>$E(T_N)$</td>
<td>3.55</td>
<td>7.48</td>
<td>10.33</td>
<td>12.26</td>
</tr>
</tbody>
</table>
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