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1. Introduction.

Let \( f(x) \) be a (unknown) probability density function (p.d.f.) on \( \mathbb{R}^p \) with respect to the Lebesgue measure where \( \mathbb{R}^p \) denotes the \( p \)-dimensional Euclidean space. There are several literatures on the problem of sequentially estimating the p.d.f. \( f(x) \). Yamato [9] introduced the sequential estimator defined by

\[
f_n(x) = \left(1 - \frac{1}{n}\right)f_{n-1}(x) + \frac{1}{n}h_n K \left( \frac{x - X_n}{h_n} \right),
\]

Carroll [2] and Davies [4] consider this estimator \( f_n \). The following sequential estimator \( f^*_n \) was introduced by Wegman and Davies [8];

\[
f^*_n(x) = \frac{n-1}{n} \left( \frac{h_{n-1}}{h_n} \right)^{1/2} f_{n-1}^*(x) + \frac{1}{n}h_n K \left( \frac{x - X_n}{h_n} \right),
\]

where \( x \in \mathbb{R}^1 \).

In this paper we shall propose a sequential estimator \( f_n(x) \) in a modified form of \( f_n(x) \), that is, \( \frac{1}{n} \) is replaced by \( \frac{a}{n} \) with \( \frac{1}{2} < a \leq 1 \). The sequential estimator \( f_n(x) \) defined in section 2 and the sequential estimator \( f_n(x) \) can be rewritten, respectively, as

\[
f_n(x) = \frac{1}{n} \sum_{m=1}^n a_m \beta_{mn} \frac{1}{h_m} K \left( \frac{x - X_m}{h_m} \right) + \beta_{nn} f_\theta(x)
\]

and

\[
f_n(x) = \frac{1}{n} \sum_{m=1}^n \frac{1}{h_m} K \left( \frac{x - X_m}{h_m} \right).
\]

If we put \( a = 1 \) then it turns out that \( a_m \beta_{mn} = \frac{1}{n} \) for all \( 1 \leq m \leq n \) and \( \beta_{nn} = 0 \). Hence \( f_n(x) \) can be obtained by substituting \( a = 1 \) into \( f_n(x) \).

In this paper we shall consider the problem of estimating \( f(x) \) at a given point \( x \). Yamato [9] showed the weak consistency of \( f_n(x) \) and its asymptotic normality. Davies [4] showed the strong consistency of \( f^*_n(x) \). We shall show the strong con-
consistency of \( f_n(x) \) and its asymptotic normality. The estimator \( f_n(x) \) will also be shown to be better than \( f_n^*(x) \), from the viewpoint of the criterion of the asymptotic rate of variances, for some choice of the sequence \( \{h_n\} \).

In section 2 we shall define the sequential estimator \( f_n(x) \) in a certain form. Also, auxiliary results needed later will be given. In section 3 the estimator \( f_n(x) \) will be shown to be strongly consistent and its asymptotic normality will also be shown. Furthermore the square convergence rate of \( f_n(x) \) will be given. Section 4 is devoted to comparison between \( f_n(x) \) and \( f_n^*(x) \) under the criterion of the limit of \( \frac{\text{Var}(f_n(x))}{\text{Var}(f_n^*(x))} \). We shall give a special type of the sequence \( \{h_n\} \), by which it will be demonstrated that the above limit is strictly less than 1. Thus the estimator \( f_n(x) \) is better than the estimator \( f_n^*(x) \) under the above criterion when the special type of the sequence \( \{h_n\} \) is chosen. Furthermore an optimal choice of the coefficient \( a \) in the sequential estimator \( f_n(x) \) will be given for the special type of \( \{h_n\} \).

**2. Preliminaries and auxiliary results.**

In this section we shall give a sequential estimator of the p.d.f. \( f(x) \) and give several results which are needed for the sections that follow.

Let \( K \) be a real-valued Borel measurable function on \( \mathbb{R}^p \) satisfying

\[
(K1) \quad \int |K(y)| \, dy < \infty \quad \text{and} \quad \int K(y) \, dy = 1,
\]

\[
(K2) \quad \|K\|_\infty = \sup_{y \in \mathbb{R}^p} |K(y)| < \infty
\]

and

\[
(K3) \quad \lim_{\|y\| \to \infty} \|y\|^p |K(y)| = 0,
\]

where \( \|y\| = (\sum_{i=1}^p y_i^2)^{1/2} \) for \( y = (y_1, \ldots, y_p) \) and the domain of integral is \( \mathbb{R}^p \) unless otherwise specified. Let \( \{a_n\} \) be a sequence of positive numbers defined by

\[
(A) \quad a_n = \frac{a}{n} \quad \text{with} \quad \frac{1}{2} < a \leq 1 \quad \text{for all} \quad n \geq 1.
\]

Let \( \{h_n\} \) be a sequence of positive numbers. On this sequence we shall impose some of the following conditions:

\[
(H1) \quad \lim_{n \to \infty} h_n = 0,
\]

\[
(H2) \quad h_{n_0} \geq h_{n_0+1} \geq \cdots \quad \text{for some} \quad n_0 \geq 1,
\]

\[
(H3) \quad \lim_{n \to \infty} nh_n = \infty,
\]

\[
(H4) \quad \lim_{n \to \infty} (nh_n)^{-1/2} \log n = 0,
\]

\[
(H5) \quad \sum_{n=1}^{\infty} (n^2 h_n)^{-1} < \infty.
\]
Define $K_n$ by

$$K_n(x, y) = \frac{1}{h_n^n} K\left(\frac{x - y}{h_n}\right)$$

for all $x, y \in \mathbb{R}^p$, $n = 1, 2, 3, \ldots$.

Consider the modified sequential estimator $f_n(x)$ for $f(x)$ given by

$$(F) f_n(x) = \frac{1}{h_n^n} K(x)$$

for all $x \in \mathbb{R}^p$, $n = 1, 2, 3, \ldots$,

where $X_1, X_2, X_3, \ldots$ is a sequence of independent identically distributed $p$-dimensional random vectors with the common (unknown) p.d.f. $f$, and the conditions (K1), (K2), (K3), (A) and (H1) are assumed to be satisfied. In what follows, for the estimator $f_n$ we shall assume the conditions (K1)~(K3), (A) and (H1) without restating them repeatedly. Throughout this paper $C_1, C_2, \ldots$ denote positive constants, and for any function $g$ on $\mathbb{R}^p$, $C(g)$ stands for the set of all points of continuity of $g$.

**Remark.** If $K(x) \geq 0$ for all $x \in \mathbb{R}^p$, then it is easy to see that $f_n(x)$ ($n = 1, 2, \ldots$) are actually probability density functions. If we put $a = 1$ in (A) then the estimator $f_n(x)$ coincides the estimator $f_\hat{n}(x)$.

Now, we introduce some notations. Let

$$\beta_m n = \prod_{k=m+1}^{n} (1-a_k)$$

if $0 \leq m < n$

$$= 1 \quad \text{if} \quad m = n \geq 0,$$

$$\gamma_0 = \gamma_1 = 1$$

and

$$\gamma_n = \prod_{j=2}^{n} (1-a_j) \quad \text{for all} \quad n \geq 2.$$

It is clear that $\gamma_n > 0$ for all $n \geq 1$, $\beta_m n \leq 1$ for all $n \geq m \geq 0$ and $\beta_m n = \gamma_n \gamma_m^{-1}$ for all $n \geq m \geq 1$.

Sacks [6] showed that

$$(2.0.1) (1-\varepsilon_m)n^a n^{-a} \leq \beta_m n \leq (1+\varepsilon_m)n^a n^{-a}$$

for all $n \geq m \geq 1$, where $\varepsilon_m \to 0$ as $m \to \infty$.

By (2.0.1) and $1-a_j > 0$ for all $j \geq 2$, there exist two positive constants $C_1$ and $C_2$ such that

$$(2.0.2) C_1 m^a n^{-a} \leq \beta_m n \leq C_2 m^a n^{-a} \quad \text{for all} \quad n \geq m \geq 1.$$

In particular, it holds that

$$(2.0.3) C_1 n^{-a} \leq \gamma_n \leq C_2 n^{-a} \quad \text{for all} \quad n \geq 1.$$

**Lemma 2.1.** Let $\{h_n\}$ satisfy (H1) and (H2). If for some $a > \frac{1}{2}$ there exists a positive constant $\beta$ such that

$$(2.1.1) n^{1-2a} h_p^p \sum_{m=1}^{n} m^{2(a-1)} h_m^{-p} \to \beta \quad \text{as} \quad n \to \infty,$$
then, for any positive integer $m_0$,

$$
\sum_{m=m_0}^{n} a^2 m^{-2} r_m^2 h_m^{-p} \sim a^2 \beta(n h_m^2 r_m^2)^{-1} \quad \text{as } \ n \to \infty,
$$

where "$\phi_n \sim \psi_n$ as $n \to \infty"$ means that $\phi_n/\psi_n \to 1$ as $n \to \infty$.

**Proof.** It suffices to show that

\begin{equation}
\beta^{-1} n h_m^p \sum_{m=m_0}^{n} m^{-2} \beta_{mn}^2 h_m^{-p} \to 1 \quad \text{as } \ n \to \infty.
\end{equation}

Let any $\varepsilon$ with $0 < \varepsilon < 1$ be fixed. Choose $\xi$ with $0 < \xi < 1$ such that

\begin{equation}
\left(1 + \frac{2\varepsilon}{3}\right) \left(1 + \xi\right) < 1 + \varepsilon \quad \text{and} \quad \left(1 - \frac{\varepsilon}{3}\right) \left(1 - \xi\right) > 1 - \varepsilon.
\end{equation}

By (2.0.1) there exists a positive integer $m_1$ greater than both of $m_0$ and $n_0$, where $n_0$ is given in (H2), such that

\begin{equation}
\left(1 - \frac{\varepsilon}{3}\right) m^{-2} n^{-2a} < \beta_{mn} \leq \left(1 + \frac{\varepsilon}{3}\right) m^{-2} n^{-2a}
\end{equation}

for all $n \geq m \geq m_1$. By the monotonicity of $h_n$ and $a > \frac{1}{2}$ we get

\begin{equation}
\sum_{m=1}^{n} m^{2(a-1)} h_m^{-p} \to \infty \quad \text{as } \ n \to \infty.
\end{equation}

From (H1), $a > \frac{1}{2}$, (2.1.1) and (2.1.5) there exists a positive integer $m_2 \geq m_1$ such that

\begin{equation}
1 - \xi < \beta^{-1} n^{1-2a} h_m^p \sum_{m=m_1}^{n} m^{2(a-1)} h_m^{-p} < 1 + \xi
\end{equation}

and

\begin{equation}
0 \leq C \sum_{m=m_0}^{n} m^{-2} r_m^{-3} h_m^{-p}/ \sum_{m=m_1}^{n} m^{2(a-1)} h_m^{-p} < \frac{\varepsilon}{3}
\end{equation}

for all $n \geq m_2$. Combining (2.0.3), (2.1.3), (2.1.4), (2.1.6) and (2.1.7) we obtain

\begin{equation}
\beta^{-1} n h_m^p \sum_{m=m_0}^{n} m^{-2} \beta_{mn}^2 h_m^{-p}
\end{equation}

\begin{equation}
\leq \beta^{-1} n^{1-2a} h_m^p \sum_{m=m_1}^{n} m^{2(a-1)} h_m^{-p} \left\{ C \sum_{m=m_1}^{n} m^{-2} r_m^{-3} h_m^{-p}/ \sum_{m=m_1}^{n} m^{2(a-1)} h_m^{-p} + 1 + \frac{\varepsilon}{3}\right\}
\end{equation}

\begin{equation}
< \left(1 + \xi\right) \left(1 + \frac{2\varepsilon}{3}\right) < 1 + \varepsilon \quad \text{for all } \ n \geq m_2.
\end{equation}

In the same manner as above we have

\begin{equation}
\beta^{-1} n h_m^p \sum_{m=m_0}^{n} m^{-2} \beta_{mn}^2 h_m^{-p} > 1 - \varepsilon \quad \text{for all } \ n \geq m_2.
\end{equation}

Thus the combined use of (2.1.8) and (2.1.9) yields (2.1.2), which completes the proof.

The next lemma is one of the results given by Sacks [6].

**Lemma 2.2.** Let $q > -1$. Then, for any positive integer $m_0$,
The following two propositions can be found in Watanabe [7].

**Proposition 2.3.** Let \( \{A_n\} \) be a sequence of non-negative numbers. Suppose that there exist two sequences of non-negative numbers \( \{b_n\} \) and \( \{d_n\} \) such that

\[
A_{n+1} \leq (1-b_{n+1})A_n + b_{n+1}d_{n+1} \quad \text{for all } n \geq 1,
\]

\[
\sum_{n=1}^{\infty} b_n = \infty \quad \text{and} \quad \lim_{n \to \infty} b_n = 0,
\]

and

\[
\lim_{n \to \infty} d_n = 0.
\]

Then we have \( \lim_{n \to \infty} A_n = 0 \).

**Proposition 2.4.** Let \( \{U_n\} \) and \( \{V_n\} \) be two sequences of random variables on some probability space \( (\Omega, \mathcal{F}, P) \). Let \( \mathcal{F}_n \) be a sequence of \( \sigma \)-fields, \( \mathcal{F}_n \subset \mathcal{F}_{n+1} \subset \mathcal{F} \) for all \( n \geq 1 \), where \( U_n \) and \( V_n \) are measurable with respect to \( \mathcal{F}_n \) for each \( n \geq 1 \). And let \( \{b_n\} \) be a sequence of real numbers. Suppose that the following conditions are satisfied:

\[
0 \leq U_n \text{ a.s. for all } n \geq 1,
\]

\[
E[U_1] < \infty,
\]

\[
E[U_{n+1} | \mathcal{F}_n] \leq (1-b_{n+1})U_n + V_n \text{ a.s. for all } n \geq 1,
\]

\[
\sum_{n=1}^{\infty} E[|V_n|] < \infty
\]

and

\[
0 \leq b_n \leq 1 (n=1, 2, \ldots), \lim_{n \to \infty} b_n = 0 \quad \text{and} \quad \sum_{n=1}^{\infty} b_n = \infty,
\]

where \( E[\cdot] \) and \( E[\cdot | \mathcal{F}_n] \) denote the expectation and the conditional expectation operators, respectively. Then we have

\[
\lim_{n \to \infty} U_n = 0 \text{ a.s. and } \lim_{n \to \infty} E[U_n] = 0.
\]

Cacoullos [1] has given the following proposition.

**Proposition 2.5.** Let \( K(y) \) be a real-valued Borel measurable function on \( \mathbb{R}^p \) satisfying (K1), (K2) and (K3) without \( \int K(y)dy = 1 \). Let \( g(y) \) be a real-valued Borel measurable function on \( \mathbb{R}^p \) such that \( \int |g(y)|dy < \infty \), and let

\[
g_n(x) = \frac{1}{h_n^p} \int K \left( \frac{y-h_n x}{h_n} \right) g(x-y)dy,
\]

where \( \{h_n\} \) is a sequence of positive constants satisfying (H1). Then at each point \( x \in C(g) \)

\[
\lim_{n \to \infty} g_n(x) = g(x) \int K(y)dy.
\]
DEFINITION 2.6. A bounded real-valued function \( g \) defined on \( \mathbb{R}^p \) is said to be locally Lipschitz of order \( \lambda, 0 < \lambda \leq 1 \), at \( x_0 \) (abbreviated as loc. Lip. \( \lambda \) at \( x_0 \)) if there exist two positive constants \( L \) and \( \gamma \) depending on \( x_0 \) and \( \lambda \) such that \( \|y\| < \gamma \) implies \( |g(x_0 + y) - g(x_0)| \leq L\|y\|^\lambda \), where \( \| \cdot \| \) denotes the Euclidean norm.

3. Strong consistency and asymptotic normality.

In this section we shall show the strong consistency of the sequential estimator \( f_n \) defined by (F) of section 2 and we shall discuss the asymptotic normality of the estimator.

The following theorem shows the strong consistency of the estimator \( f_n \).

THEOREM 3.1. Let \( \{h_n\} \) satisfy (H1) and (H5). Then, for each \( x \in C(f) \),

\[
\lim_{n \to \infty} f_n(x) = f(x) \quad \text{a.s.}
\]

and

\[
\lim_{n \to \infty} \mathbb{E}(f_n(x) - f(x))^2 = 0.
\]

PROOF. From the algorithm (F) it follows that

\[
\left| E f_n(x) - f(x) \right|
\]

\[
\leq (1 - a_n) | E f_{n-1}(x) - f(x) | + a_n | E K_n(x, X_n) - f(x) |
\]

for all \( n \geq 1 \). By Proposition 2.5 we get

\[
\lim_{n \to \infty} | E K_n(x, X_n) - f(x) | = 0.
\]

Thus, making use of (3.1.3), (3.1.4) and Proposition 2.3, we have

\[
\lim_{n \to \infty} | E f_n(x) - f(x) | = 0.
\]

Now, by the algorithm (F) and the independence of \( \{X_n\} \) we obtain

\[
E[(f_n(x) - E f_n(x))^2 | X_1, \ldots, X_{n-1}]
\]

\[
\leq (1 - a_n)(f_{n-1}(x) - E f_{n-1}(x))^2 + a_n^2 \text{Var}[K_n(x, X_n)]
\]

\[
\leq (1 - a_n)(f_{n-1}(x) - E f_{n-1}(x))^2 + a_n^2 E[K_n(x, X_n)] \quad \text{a.s.}
\]

for all \( n \geq 2 \), where \( \text{Var}(X) \) denotes the variance of \( X \). By Proposition 2.5 we have

\[
\lim_{n \to \infty} h_n^p E[K_n(x, X_n)] = f(x) \int K^p(y) dy,
\]

which yields by the use of (K1) and (K2) that

\[
h_n^p E[K_n(x, X_n)] \leq C_n \quad \text{for all} \quad n \geq 1.
\]

Hence, combining (3.1.6) and (3.1.7) we obtain

\[
E[(f_n(x) - E f_n(x))^2 | X_1, \ldots, X_{n-1}]
\]

\[
\leq (1 - a_n)(f_{n-1}(x) - E f_{n-1}(x))^2 + C_n a_n^p h_n^p \quad \text{a.s.}
\]
Strong consistency and optimality of a sequential density estimator

(3.1.9) \[ \sum_{n=1}^{\infty} a_n^2 h_n^p < \infty. \]

By (K2) we have

(3.1.10) \[ E(f_1(x) - Ef_1(x))^2 < \infty. \]

Thus, from (A), (3.1.8), (3.1.9), (3.1.10) and Proposition 2.4 we get

(3.1.11) \[ \lim_{n \to \infty} (f_n(x) - Ef_n(x))^2 = 0 \text{ a.s.} \]

and

(3.1.12) \[ \lim_{n \to \infty} E(f_n(x) - Ef_n(x))^2 = 0. \]

On the other hand

(3.1.13) \[ |f_n(x) - f(x)| \leq |f_n(x) - Ef_n(x)| + |Ef_n(x) - f(x)| \]

and

(3.1.14) \[ E(f_n(x) - f(x))^2 = E(f_n(x) - Ef_n(x))^2 + (Ef_n(x) - f(x))^2 \]

for all \( n \geq 1 \). Hence we get (3.1.1) from (3.1.5), (3.1.11) and (3.1.13), and get (3.1.2) from (3.1.5), (3.1.12) and (3.1.14), which complete the proof.

We shall give the following theorem concerning the order of convergence of \( \text{Var}(f_n(x)) \).

**Theorem 3.2.** Let \( \{h_n\} \) satisfy (H1) and (H2).

Assume the following condition:

(3.2.1) For some \( a \) in (A) with \( \frac{1}{2} < a \leq 1 \) there exists a positive constant \( \beta \) such that

\[ n^{1-\frac{4a}{a^2}} h_n^p \sum_{m=1}^{\infty} m^{2(a-1)} h_m^{-p} \to \beta \quad \text{as} \quad n \to \infty. \]

Then, for each \( x \in \mathcal{C}(f) \),

(3.2.2) \[ \lim_{n \to \infty} n h_n^p \text{Var}(f_n(x)) = Bf(x), \]

where

\[ B = a^2 \beta \int K^2(y) dy > 0. \]

**Proof.** Let

(3.2.3) \[ Z_m = K_m(x, X_m) - EK_m(x, X_m) \quad \text{for all} \quad m \geq 1. \]

From the algorithm (F) we get

(3.2.4) \[ f_n(x) - Ef_n(x) = \sum_{m=1}^{n} a_m \beta_m Z_m \quad \text{for all} \quad n \geq 1. \]

It follows from (H1) and Proposition 2.5 that

(3.2.5) \[ \lim_{n \to \infty} h_n^p E Z_n^2 = f(x) \int K^2(y) dy. \]

Let
By Lemma 2.1 we obtain
\[ b_n h_n \sim a^2 \beta (\geq 0) \quad \text{as } n \to \infty. \]

On the other hand, by (2.0.3) we have
\[ 0 < n h_n \gamma_n^2 \leq C_n n^{1-\lambda} h_n^\lambda, \]
which yields, together with \( a > \frac{1}{2} \) and (H1), that
\[ \lim_{n \to \infty} n h_n \gamma_n^2 = 0. \]

Thus it follows from (3.2.6) and (3.2.7) that
\[ \lim_{n \to \infty} b_n = \infty \quad \text{as } n \to \infty. \]

By (3.2.5), (3.2.8) and the Toeplitz lemma (see Loève [5]) we have
\[ \lim_{n \to \infty} n h_n \varphi_n = 0. \]

From (3.2.4) we get
\[ \text{Var} (f_n(x)) = \sum_{m=1}^{n} a_m \beta_m E Z_m^2 \]
\[ = (n h_n)^{-1} (b_n n h_n \gamma_n^2) b_n^{-1} \sum_{m=1}^{n} a_m \gamma_m E Z_m^2, \]
which yields
\[ \lim_{n \to \infty} n h_n \text{Var} (f_n(x)) = B f(x), \]

Combining (3.2.6), (3.2.9) and (3.2.10) we obtain
\[ \lim_{n \to \infty} n h_n \text{Var} (f_n(x)) = B f(x), \]
which concludes the theorem.

**Lemma 3.3.** Suppose that in addition to (K1)-(K3), \( K(y) \) satisfies the condition
\[ (K4) \int \| y \| |K(y)| d y < \infty. \]
Then, for each \( x \) at which \( f \) is loc. Lip. \( \lambda \), there exists a positive constant \( C = C(x, \lambda) \) depending on \( x \) and \( \lambda \) such that
\[ |E K_n(x, X_n) - f(x)| \leq C h_n^\lambda \quad \text{for all } n \geq 1. \]

**Proof.** Let
\[ \delta_n = E K_n(x, X_n) - f(x) \quad \text{for all } n \geq 1 \]
and
\[ \| f \|_w = \sup_{y \in \mathbb{R}^P} f(y). \]
The boundedness of the p.d.f. \( f \) implies \( \|f\|_\infty < \infty \). By (K1) and Definition 2.6 we have

\[
(3.3.4) \quad |\delta_n| \leq \int |K(y)| |f(x-h_ny)-f(x)| \, dy
\]

\[
\leq C_s(x, \lambda) \int_{|h_ny| < \gamma_1} \|y\|^2 |K(y)| \, dy \quad h_n^4 + 2\|f\|_\infty \int_{|h_ny| \leq \gamma_1} |K(y)| \, dy
\]

\[
\leq C_s(x, \lambda) \int \|y\|^2 |K(y)| \, dy \quad h_n^4 + 2\|f\|_\infty \gamma^{-2} \int \|y\|^2 |K(y)| \, dy
\]

\[
= (C_s(x, \lambda) + 2\|f\|_\infty \gamma^{-2}) \int \|y\|^2 |K(y)| \, dy \quad h_n^4
\]

for all \( n \geq 1 \). If \( \lambda = 1 \), then it follows from (K4) that

\[
\int \|y\|^2 |K(y)| \, dy < \infty
\]

If \( 0 < \lambda < 1 \), then it follows from (K1), (K4) and the Hölder inequality that

\[
\int \|y\|^2 |K(y)| \, dy \quad \leq \left[ \int \|y\|^2 |K(y)| \, dy \right]^{1/2} \left[ \int |K(y)| \, dy \right]^{1/2} < \infty
\]

Hence, putting \( C(x, \lambda) = (C_s(x, \lambda) + 2\|f\|_\infty \gamma^{-2}) \int \|y\|^2 |K(y)| \, dy \), we get

\[
(3.3.5) \quad C(x, \lambda) < \infty
\]

Finally we get (3.3.1) from (3.3.4) and (3.3.5). The proof is complete.

The following theorem presents the rate of convergence of mean square error.

**Theorem 3.4.** Let \( x \) be a point such that \( f(x) > 0 \) and \( f \) is loc. Lip. \( \lambda \) at \( x \). Let \( K(y) \) be given in Lemma 3.3. Suppose that \( \{h_n\} \) satisfies (H1), (H2), (H3) and (H5). In addition to (3.2.1), assume the following condition:

\[
(3.4.1) \quad \sum_{n=1}^n m^{a-1} h_n^a = O(n^a h_n^4) \quad \text{as} \quad n \to \infty,
\]

where \( a \) is given in (3.2.1).

Then there exists a positive constant \( C = C(x, \lambda) \) depending on \( x \) and \( \lambda \) such that

\[
(3.4.2) \quad E(f_n(x) - f(x))^2 \leq Cb_n \quad \text{for all} \quad n \geq 1,
\]

where \( b_n = \max \{nh_n^{-1}, h_n^{2}, n^{-a} \} \).

**Proof.** By Theorem 3.2 there exists a positive constant \( C_s = C_s(x) \) such that

\[
(3.4.3) \quad \text{Var } (f_n(x)) \leq C_s(nh_n^2)^{-1} \quad \text{for all} \quad n \geq 1.
\]

Let \( \delta_m \) be given in (3.3.2). From (2.0.2), (3.4.1) and Lemma 3.3 we get
\[ |\sum_{m=1}^{n} a_m \beta_{m,n} \delta_m| \leq C_4(x, \lambda) n^{-a} \sum_{m=1}^{n} m^{a-1} h_m^p \]
\[ \leq C_5(x, \lambda) h_n^p \quad \text{for all } n \geq 1. \]

Hence we have
\[ (3.4.4) \quad (\sum_{m=1}^{n} a_m \beta_{m,n} \delta_m)^2 \leq C_6(x, \lambda) h_n^{2k} \quad \text{for all } n \geq 1. \]

Since \( |f_n(x) - f(x)| \leq \|K\|_\infty + \|f\|_\infty < \infty \), where \( \|f\|_\infty \) is defined by \((3.3.3)\), it follows from \((2.0.3)\) that
\[ (3.4.5) \quad \beta_{n,n}(f_n(x) - f(x))^2 \leq C_7 n^{-2a} \quad \text{for all } n \geq 1. \]

Since \( E f_n(x) - f(x) = \beta_{n,n}(f_n(x) - f(x)) + \sum_{m=1}^{n} a_m \beta_{m,n} \delta_m \), by \((3.4.4)\) and \((3.4.5)\) we have
\[ (3.4.6) \quad (E f_n(x) - f(x))^2 \leq C_8(x, \lambda) h_n \quad \text{for all } n \geq 1. \]

Let \( C = C(x, \lambda) = C_3 + C_5(x, \lambda) < \infty \). Hence by \((3.1.14)\), \((3.4.3)\) and \((3.4.6)\) we obtain \((3.4.2)\). This completes the proof.

We shall now show the asymptotic normality of the sequential estimator \( f_n \). In the remainder of this section \( K(y) \) is assumed to satisfy \((K1)\)~\((K4)\).

**Lemma 3.5.** Let \( Z_m \) be given in \((3.2.3)\). Suppose that \( \{h_m\} \) satisfies \((H1)\), \((H2)\) and \((H4)\). Assume the following conditions:

\[ (3.5.1) \quad \text{For some } a \text{ in } (A) \text{ with } \frac{2}{3} \leq a \leq 1 \text{ there exists a positive constant } \beta \text{ such that} \]
\[ n^{1-2a} h_n^p \sum_{m=1}^{\infty} m^{a(1-\gamma)} h_m^p \rightarrow \beta \text{ as } n \rightarrow \infty \]

and
\[ (3.5.2) \quad \|f\|_\infty = \sup_{y \in RP} f(y) < \infty. \]

Then, for each \( x \in C(f) \), it holds that
\[ (3.5.3) \quad (n h_n^p)^{1/2} \sum_{m=1}^{n} a_m \beta_{m,n} Z_m \rightarrow N(0, B_f(x)) \text{ as } n \rightarrow \infty, \]

where \( B \) is given in Theorem 3.2, \( N(0, \sigma^2) \) stands for the normal random variable with mean 0 and variance \( \sigma^2 \) and \( \rightarrow_{\mathcal{L}} \) means convergence in law.

**Proof.** Let \( U_n = a_n \gamma_n^1 Z_n, S_n = \sum_{m=1}^{n} U_m \) and \( s_n = \text{Var}(S_n) \) for all \( n \geq 1 \). Then it holds that
\[ s_n^2 = \sum_{m=1}^{n} a_m^2 \gamma_m^2 E Z_m^2. \]

Let \( b_n = \sum_{m=1}^{n} a_m^2 \gamma_m^2 h_m^p \) for all \( n \geq 1 \).

First we consider the case when \( f(x) = 0 \). Since
\[ E[(nh_n^p)^{1/2} \sum_{m=1}^{n} a_m \beta_{m,n} Z_m]^2 = (b_n n h_n^p)(b_n s_n^2), \]

it follows from \((3.2.6)\) and \((3.2.9)\) that
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\[
\lim_{n \to \infty} E \left[ \left( (n h_n^p)^{1/2} \sum_{m=1}^{n} a_m \beta_m Z_m \right)^2 \right] = 0,
\]
which implies that

\[
(n h_n^p)^{1/2} \sum_{m=1}^{n} a_m \beta_m Z_m \to 0 \text{ in probability as } n \to \infty.
\]

Thus (3.5.3) holds.

In what follows we consider the case when \( f(x) > 0 \). It follows from (3.2.6) and (3.2.9) that

\[
(3.5.4) \quad s_n \sim Bf(x)(n h_n^p)^{-1} \quad \text{as } n \to \infty.
\]

If the Lyapunov condition

\[
(3.5.5) \quad s_n^2 \sum_{m=1}^{n} E |U_m|^3 \to 0 \quad \text{as } n \to \infty
\]
holds, then it follows that

\[
(3.5.6) \quad s_n^{-1} S_n \to N(0,1) \quad \text{as } n \to \infty.
\]

Using the inequality \( |a+b|^3 \leq 4(|a|^3+|b|^3) \) and the Hölder inequality we get

\[
(3.5.7) \quad E |U_m|^3 = a_m^3 r_m^2 E |Z_m|^3 \leq 8 a_m^3 r_m^2 E \left[ |K_m(x, X_m)|^3 \right].
\]

Since

\[
E \left[ |K_m(x, X_m)|^3 \right] = h_m^{-2p} \int |K(y)|^3 f(x-h_m y) dy
\]
\[
\leq \|K\|_3 \|f\|_{\infty} \int |K(y)| d y h_m^{-2p} \quad \text{for all } m \geq 1,
\]
it follows from (K1), (K2) and (3.5.2) that

\[
(3.5.8) \quad E \left[ |K_m(x, X_m)|^3 \right] \leq C_3 h_m^{-2p} \quad \text{for all } m \geq 1,
\]

where

\[
C_3 = \|K\|_3 \|f\|_{\infty} \int |K(y)| d y < \infty.
\]

From (3.5.7) and (3.5.8) we obtain

\[
(3.5.9) \quad E |U_m|^3 \leq C_4 m^{-3/2} h_m^{-2p} \quad \text{for all } m \geq 1.
\]

Let \( n_1 = n_0 + 1 \) with \( n_0 \) being given in (H2). Thus, using (2.0.3), (3.5.4), (3.5.9) and (H2) we have

\[
(3.5.10) \quad s_n^{-2} \sum_{m=n_1}^{n} E |U_m|^3 \leq C_5 \sum_{m=n_1}^{n} \frac{m^{-3} r_m^{-3} h_m^{-2p}}{m^{-3} r_m^{-3} h_m^{-2p}}
\]
\[
\leq C_6 n^{2-p} (n h_n^p)^{1/2} \sum_{m=n_1}^{n} m^{2(p-1) \left( h_n^{-1} \right)^{2p}}
\]
\[ \leq C_n n^{2-2a}(nh_n^n)^{-1/2} \sum_{m=n_1}^{n} n^{a-1} \text{ for all } n \geq n_1. \]

It is easy to see that (H4) implies (H3).

We now consider the following two cases for the value of \( a \).

Case (i). \( \frac{2}{3} < a \leq 1 \).

It follows from Lemma 2.2 that

\[ \sum_{m=n_1}^{n} n^{a-1} \sim (3a-2)^{-1} n^{3a-2} \text{ as } n \to \infty. \]

By making use of (H3), (3.5.10) and (3.5.11) we obtain

\[ s_n^{-3} \sum_{m=n_1}^{n} E|U_m|^{3} \to 0 \text{ as } n \to \infty. \]

Case (ii). \( a = \frac{2}{3} \).

Since \( \sum_{m=n_1}^{n} m^{-1} < \log n \), we have (3.5.12) from (H4) and (3.5.10). Hence (3.5.12) holds for \( \frac{2}{3} \leq a \leq 1 \). From (2.0.3) it follows that

\[ 0 < nh_n \leq C_n n^{2-2a} \text{ for all } n \geq 1, \]

which yields, together with \( a \geq \frac{2}{3} \) and (H1), that

\[ \lim_{n \to \infty} nh_n^{2/3} = 0. \]

By the use of \( Bf(x) > 0 \), (3.5.4) and (3.5.13) we get

\[ \lim_{n \to \infty} s_n^{3} = \infty, \]

which implies that

\[ s_n^{-3} \sum_{m=1}^{n_1} E|U_m|^{3} \to 0 \text{ as } n \to \infty. \]

Combining (3.5.12) and (3.5.15) we obtain (3.5.5). Since

\[ (nh_n^n)^{1/2} \sum_{m=1}^{n} a_m \beta_n n^{3/2} \gamma_n s_n s_n^{3/2}, \]

we have (3.3.1) from (3.5.4) and (3.5.6). Therefore the proof is complete.

The following theorem gives the asymptotic normality of \( f_n \).

**Theorem 3.6.** Let \( x \) be a point at which \( f \) is loc. Lip. \( \lambda \). Suppose that \( \{h_n\} \) satisfies (H1), (H2), (H4), (3.5.1) and (3.4.1) with \( a \) being given in (3.5.1). Furthermore assume the condition

\[ \lim_{n \to \infty} nh_n^{2/3+p} = 0. \]

Then it holds that

\[ (nh_n^n)^{1/4}(f_n(x) - f(x)) \to N(0, Bf(x)) \text{ as } n \to \infty, \]

where \( B \) is given in Theorem 3.2.
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PROOF. Let $Z_m$ and $\theta_m$ be given in (3.2.3) and (3.3.2), respectively. Then we can rewrite $f_n(x) - f(x)$ as

$$f_n(x) - f(x) = \beta_m(f_0(x) - f(x)) + \sum_{m=1}^{\infty} a_m \beta_m Z_m + \sum_{m=1}^{\infty} a_m \beta_m \theta_m$$

for all $n \geq 1$. Definition 2.6 implies (3.5.2). Thus by virtue of Lemma 3.5 (3.5.3) holds. If it holds that

$$\left( n h_n^p \right)^{1/2} \beta_m (f_0(x) - f(x)) \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty$$

and

$$\left( n h_n^p \right)^{1/2} \sum_{m=1}^{\infty} a_m \beta_m \theta_m \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty,$$

then by the use of (3.5.3), (3.6.3), (3.6.4), (3.6.5) and Corollary of Chung [3] (page 93) we can obtain (3.6.2).

We next show (3.6.4) and (3.6.5). By (2.0.3), (K2) and (3.5.2) we get

$$\left( n h_n^p \right)^{1/2} \beta_m |f_0(x) - f(x)| \leq C_n n^{(1/2) - a} h_n^p.$$  

Hence (H1) together with $a \geq \frac{2}{3}$ implies (3.6.4). In view of (2.0.2), (3.4.1) and Lemma 3.3 we have

$$\left( n h_n^p \right)^{1/2} \sum_{m=1}^{\infty} a_m \beta_m \theta_m \leq C_n \left( n h_n^{2a + p} \right)^{1/2},$$

where $C_n(x, \lambda)$ is a positive constant depending on $x$ and $\lambda$. From (3.6.1) and (3.6.6) we get (3.6.5). This completes the proof.

We shall give an example of $\{h_n\}$.

EXAMPLE.

Let $h_n = n^{-r/p}$ for $n \geq 1$. If $\frac{1}{2} < a \leq 1$ and $0 < r < \min \left( \frac{ap}{\lambda}, 1 \right)$, then $\{h_n\}$ satisfies all of (H1)~(H5), (3.2.1) with $\beta = (2a + r - 1)^{-1}$ and (3.4.1). If $\frac{1}{2} < a \leq 1$ and $\frac{p}{2\lambda + p} < r < \min \left( \frac{ap}{\lambda}, 1 \right)$, then $\{h_n\}$ satisfies (3.6.1) in addition to (H1)~(H5), (3.2.1) with $\beta = (2a + r - 1)^{-1}$ and (3.4.1).

4. Asymptotic rate of variances and optimal coefficient.

4.1. Asymptotic rate of variances.

Let the estimators $\hat{f}_n$ and $f_n$ with the kernel $K$ satisfying (K1), (K2) and (K3) be given in sections 1 and 2, respectively. In this section we shall discuss the asymptotic rate of variances between $f_n$ and $\hat{f}_n$, and we shall give an optimal choice, in a certain sense, of the coefficient $a$ in (A).
Theorem 4.1. Let \( \{h_n\} \) satisfy (H1) and (H2) with \( n_0 = 1 \). Suppose the following condition be satisfied:

For some \( a \) in (A) with \( \frac{1}{2} < a \leq 1 \) there exist two positive constants \( \alpha \) with \( \alpha \leq 1 \) and \( \beta \) such that

\[
(4.1.1) \quad n^{1-2\varepsilon} h_n^p \sum_{m=1}^n m^{\varepsilon(a-1)} h_m^{-p} \longrightarrow \beta \quad \text{as} \quad n \longrightarrow \infty
\]

and

\[
(4.1.2) \quad n^{-1} h_n^p \sum_{m=1}^n h_m^{-p} \longrightarrow \alpha \quad \text{as} \quad n \longrightarrow \infty.
\]

Suppose that \( f(x) \) is continuous on \( \mathbb{R}^p \). Then, for each point \( x \) with \( f(x) > 0 \),

\[
(4.1.3) \quad \lim_{n \to \infty} \frac{\text{Var}(f_n(x))}{\text{Var}(f_n(x))} = \frac{\alpha^2 \beta}{\alpha}.
\]

Proof. From Theorem 3 of Yamato [9] it follows that

\[
(4.1.4) \quad \lim_{n \to \infty} n h_n^p \text{Var}(f_n(x)) = \alpha f(x) \int K^2(y) dY > 0
\]

which together with (3.2.2) implies (4.1.3). This completes the proof.

Corollary 4.2. Let \( \{h_n\} \) be given by

\[
(4.2.1) \quad h_n = n^{-r/p} \quad \text{where} \quad 0 < r < 1.
\]

If \( f(x) \) is continuous on \( \mathbb{R}^p \), then for each point \( x \) with \( f(x) > 0 \),

\[
(4.2.2) \quad \lim_{n \to \infty} \frac{\text{Var}(f_n(x))}{\text{Var}(f_n(x))} = \frac{a^2(1+r)/(2a+r-1)}{a^2(1+r)/(2a+r-1)}
\]

where \( \frac{1}{2} < a \leq 1 \).

Furthermore, if \( 0 < r < \frac{1}{2} \) and \( a = 1 - r \) then

\[
(4.2.3) \quad \lim_{n \to \infty} \frac{\text{Var}(f_n(x))}{\text{Var}(f_n(x))} = 1 - r^2.
\]

Proof. As is seen in Example of section 3, all conditions of Theorem 4.1 are satisfied by taking \( \alpha = (1+r)^{-1} \) and \( \beta = (2a+r-1)^{-1} \), where \( \frac{1}{2} < a \leq 1 \). Hence (4.2.2) is a direct consequence of (4.1.3).

4.2. Optimal choice of \( a \).

Let \( \{h_n\} \) be given in (4.2.1). It is easy to see that \( a^2(1+r)/(2a+r-1) \) in the right hand side of (4.2.2) achieves its minimum at \( a = 1 - r \) as a function of \( a \) for each fixed \( r \). Thus, for each \( 0 < r < \frac{1}{2} \), \( a = 1 - r \) gives the minimum value of the asymptotic rate of variances, \( \lim_{n \to \infty} \frac{\text{Var}(f_n(x))}{\text{Var}(f_n(x))} \). For each \( \frac{1}{2} \leq r < 1 \), the closer the coefficient \( a \) is to \( \frac{1}{2} \), the better it is in the sense of making the asymptotic rate of variances smaller.
We next consider the speed of convergence of variance. By Theorem 3.2 and (4.1.4) we have
\[
\text{Var}(f_n(x)) = \text{Var}(\hat{f}_n(x)) = O(n^{-1+r}).
\]
Thus the closer \( r \) is to 0, the better it is from the viewpoint of the speed of convergence of variance. If \( \frac{2}{3} \leq a \leq 1 \) and \( p(2\lambda + p)^{-1} < r < \min(a \rho \lambda^{-1}, 1) \) in (4.2.1), then the sequence \( \{h_n\} \) satisfies all conditions in the previous sections. Hence, in this case, \( a = \frac{2}{3} \) is the best and the closer \( r \) is to \( \min(a \rho \lambda^{-1}, 1) \), the better it is from the viewpoint of the asymptotic rate of variances.
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