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Summary

Bayes risks are evaluated for estimators of an estimable parameter of degree 1 or 2, which are U-statistics, differentiable statistical functions, Bayes estimates and limits of Bayes estimates, using squared error loss and a Ferguson’s Dirichlet process prior. The relations among the Bayes risks of the above estimators are obtained under certain conditions.

1. Introduction

Let \((X, A)\) be a measurable space and \(\Theta\) be the set of all distributions on \((X, A)\). We denote the \(k\)-fold product of the measurable space \((X, A)\) by \((X^k, A^k)\). Let \(\theta_1\) and \(\theta_2\) be an estimable parameter of degree 1 and 2, respectively, of a distribution \(P \in \Theta\). Then there exists statistics \(h_1(x)\) and \(h_2(x, y)\) such that

\[
\theta_1 = \int_X h_1(x) dP(x),
\]

\[
\theta_2 = \int_{X^2} h_2(x, y) dP(x) dP(y).
\]

For the estimable parameter of degree 2, throughout this paper, we consider \(\theta_2\) with \(h_2\) such that \(h_2(x, y) = h_2(y, x)\) and \(h_2(x, x) = 0\) for any \(x, y \in X\).

As estimators of estimable parameters, U-statistics and differentiable statistical functions are well known. (See, for example, Hoeffding (1948) and von Mises (1947).) For an estimable parameter of degree 1, the U-statistic is identical with the differentiable statistical function, which is given by

\[
U_1 = \frac{1}{n} \sum_{i=1}^{n} h_1(X_i),
\]

where \(X_1, \ldots, X_n\) denotes a sample of size \(n\) obtained from the distribution \(P \in \Theta\). As a prior distribution for a distribution in a nonparametric Bayesian problem,
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Ferguson (1973) introduced the Dirichlet process and applied to many problems. Against squared error loss and a Dirichlet process prior $P \in D(\alpha)$ the Bayes estimate of $\theta_1$ is

\begin{equation}
\hat{\theta}_1 = q_n \psi_1 + (1 - q_n) U_1,
\end{equation}

where $\alpha$ is a $\sigma$-additive nonnull finite measure on $(X, \mathcal{A})$, $\psi_1 = \int_X h_1(x) dQ(x)$ with $Q(\cdot) = \alpha(\cdot)/\alpha(X)$ and $q_n = \alpha(X)/[\alpha(X) + n]$. The limit of Bayes estimate, which is obtained from $\hat{\theta}_1$ by letting $\alpha(X)$ tend to zero with fixed $Q$, is identical with $U_1$ (see Ferguson (1973)).

For an estimable parameter of degree 2, the $U$-statistic is

\begin{equation}
U_2 = \sum_{i \neq j} h_2(X_i, X_j)/[n(n-1)]
\end{equation}

and the differentiable statistical function is

\begin{equation}
\hat{\theta}_2 = \sum_{i \neq j} h_2(X_i, X_j)/n^2.
\end{equation}

Against squared error loss and a Dirichlet process prior $P \in D(\alpha)$ the Bayes estimate of $\theta_2$ is

\begin{equation}
\hat{\theta}_2 = \alpha(X)[\alpha(X) + n + 1]^{-1} [q_n \psi_2 + 2q_n(1 - q_n) \sum_{i=1}^n f(X_i)/n + (1 - q_n)^2 \sum_{i \neq j} h_2(X_i, X_j)/n^2],
\end{equation}

where $\psi_2 = \int_X h_2(x, y) dQ(x) dQ(y)$ and $f(x) = \int_X h_2(x, y) dQ(y)$. The limit of Bayes estimate, which is obtained from $\hat{\theta}_2$ by letting $\alpha(X)$ tend to zero with fixed $Q$, is given by

\begin{equation}
\theta_2^* = \sum_{i \neq j} h_2(X_i, X_j)/[n(n+1)]
\end{equation}

(see Yamato (1977a)).

The purpose of this paper is to evaluate the Bayes risks of the above estimators using squared error loss and a Dirichlet process prior and to see the relations among the Bayes risks of the estimators. For the mean, in which case $h_1(x) = x$, Korwar and Hollander (1976) evaluates the Bayes risks and obtains the exact relation in conjunction with the empirical Bayes estimation of the mean.

In the section 2, preliminarily we shall state about the expectations of integrals with respect to a distribution $P$ which is a Dirichlet process on $(X, \mathcal{A})$ with parameter $\alpha$, i.e., $P \in D(\alpha)$.

In the section 3, against squared error loss and a Dirichlet process prior the Bayes risks of the above estimators are evaluated. For the estimable parameter of degree 1, exact relation between the Bayes risks is obtained, which is analogous to the case of the mean given by Korwar and Hollander (1976), (4.4). For the estimable parameter of degree 2, the relations among the Bayes risks are obtained for a small $\alpha(X)$. 
2. Preliminaries

We shall prepare the evaluations of expectations of integrals with respect to a distribution \( P \in D(\alpha) \) for the section 3.

\textbf{Lemma 1} (Ferguson). Let \( P \in D(\alpha) \) and \( g \) be a measurable real-valued function defined on \((X, A)\). If \( \int_X |g(x)| \, d\alpha(x) \) is finite, \( \int_X |g(x)| \, dP(x) \) is finite with probability one and

\[
E_P \left[ \int_X g(x) \, dP(x) \right] = \int_X g(x) \, dQ(x)
\]

where \( E_P \) denotes the expectation with respect to the Dirichlet process \( D(\alpha) \).

The following lemmas 2 and 3 are essentially identical with the lemmas 4 and 3, respectively, of Yamato (1977a), except for the symmetry of integrand.

\textbf{Lemma 2}. Let \( P \in D(\alpha) \) and \( g \) be a measurable real-valued function defined on \((X^2, A^2)\). If \( \int_{X^2} |g(x, y)| \, d\alpha(x) \, d\alpha(y) \) and \( \int_X |g(x, x)| \, d\alpha(x) \) are finite then

\[
\int_{X^2} g(x, y) \, dP(x) \, dP(y)
\]

is finite with probability one and

\[
E_P \left[ \int_{X^2} g(x, y) \, dP(x) \, dP(y) \right] = \left[ \frac{1}{\alpha(X)} \int_{X^2} g(x, y) \, dQ(x) \, dQ(y) + \int_X g(x, x) \, dQ(x) \right]/[\alpha(X) + 1].
\]

\textbf{Lemma 3}. Let \( P \in D(\alpha) \) and \( g \) be a measurable real-valued function defined on \((X^3, A^3)\). If \( \int_{X^3} |g(x, y, z)| \, d\alpha(x) \, d\alpha(y) \, d\alpha(z) \), \( \int_{X^2} |g(x, x, y)| \, d\alpha(x) \, d\alpha(y) \), and \( \int_X |g(x, x, x)| \, d\alpha(x) \) are finite, then \( \int_{X^3} |g(x, y, z)| \, dP(x) \, dP(y) \, dP(z) \) is finite with probability one and we have

\[
E_P \left[ \int_{X^3} g(x, y, z) \, dP(x) \, dP(y) \, dP(z) \right] = \left[ \frac{(\alpha(X) + 1)(\alpha(X) + 2)}{\alpha^2(X)} \right]^{-1} \int_{X^3} g(x, y, z) \, dQ(x) \, dQ(y) \, dQ(z) + \int_{X^2} \left[ g(x, x, y) \, dQ(x) \, dQ(y) \right] + \int_{X} g(x, x, x) \, dQ(x)
\]

where \( \alpha(X) \) denotes the expectation with respect to the Dirichlet process \( D(\alpha) \).
The following lemma 4 needs the lemma 4 with $k=4$ of Yamato (1977b). The method of proofs of the above lemmas 2 and 3 and the following lemma 4 is essentially similar to that of the proof of the lemma 1, which is Ferguson’s (1973) Theorem 3. So, the proofs of the lemma 2, 3 and 4 are omitted.

**Lemma 4.** Let $P \in D(\alpha)$. If $\int_{x^2} h^3(x, y) d\alpha(x) d\alpha(y)$ is finite then

\[
E_D \left[ \int_{x^2} h^3(x, y) dP(x) dP(y) \right]^2
= \alpha(X) \left[ (\alpha(X)+1)(\alpha(X)+2)(\alpha(X)+3) \right]^{-1} \left[ 2 \int_{x^2} h^3(x, y) dQ(x) dQ(y) \right]
+ 4\alpha(X) \int_{x^2} h^3(x, y) dQ(x) dQ(y) dQ(z)
+ \alpha^2(X) \left[ \int_{x^2} h^3(x, y) dQ(x) dQ(y) \right]^2.
\]

In what follows we suppose the existences of the integrals $\int_x h^3(x) d\alpha(x)$ and $\int_{x^2} h^3(x, y) d\alpha(x) d\alpha(y)$. For abbreviation, we use the following notations;

\[
\phi_1 = \int_x h_1(x) dQ(x), \quad \zeta_1 = \int_x h_1^2(x) dQ(x), \quad \phi^z = \int_x h_1(x, y) dQ(x) dQ(y),
\]

\[
\zeta_2 = \int_{x^2} h_2^3(x, y) dQ(x) dQ(y), \quad f(x) = \int_x h_2(x, y) dQ(y), \quad \psi = \int_x f^3(x) dQ(z).
\]

Then by the lemma 1 we have for $P \in D(\alpha)$

(2.1) \hspace{1cm} E_D \int_{x^2} f(z) dP(z) = \phi_2,

(2.2) \hspace{1cm} E_D \int_x f^3(z) dP(z) = \psi.

By the lemma 2 we have, for $P \in D(\alpha)$,

(2.3) \hspace{1cm} E_D h_2 = \alpha(\alpha)(\alpha)^2/[\alpha(\alpha)+1],

(2.4) \hspace{1cm} E_D \int_{x^2} h_2^3(x, y) dP(x) dP(y) = \alpha(\alpha) \zeta_2/[\alpha(\alpha)+1],

(2.5) \hspace{1cm} E_D \left[ \int_x f(z) dP(z) \right]^2 = \alpha(\alpha)^2 + \phi^2/[\alpha(\alpha)+1],

(2.6) \hspace{1cm} E_D \int_{x^2} f(x) h_3(x, y) dP(x) dP(y) = \alpha(\alpha) \phi/[\alpha(\alpha)+1].

The lemma 3 yields, for $P \in D(\alpha)$,

(2.7) \hspace{1cm} E_D \int_{x^2} h_3(x, y) h_3(y, z) dP(x) dP(y) dP(z)
= \alpha(\alpha) [\zeta_2 + \alpha(\alpha) \phi]/[\alpha(\alpha)+1] (\alpha(\alpha)+2),
(2.8) \[ E_D \left[ \theta_1 \left( \int f(z) dP(z) \right) \right] = \alpha(X) \left[ 2\phi + \alpha(X) \phi_1^2 \right] / [(\alpha(X) + 1) (\alpha(X) + 2)]. \]

For \( P \in D(\alpha) \) the lemma 4 is rewritten as

(2.9) \[ E_D \theta_1^2 = \alpha(X) \left[ 2\phi_1^2 + 4\alpha(X) \phi + \alpha^2(X) \phi_1^2 \right] / [(\alpha(X) + 1) (\alpha(X) + 2) (\alpha(X) + 3)]. \]

3. Bayes risks

3.1 Estimable parameter of degree 1

Against squared error loss and a Dirichlet process prior \( P \in D(\alpha) \), we shall denote the Bayes risks of the estimator \( U_1 \) and \( \theta_1 \) by \( r(\alpha, U_1) \) and \( r(\alpha, \theta_1) \), respectively. Then we have

\[
\begin{align*}
\text{r}(\alpha, U_1) &= E_D E_{X|P} (U_1 - \theta_1)^2, \\
r(\alpha, \theta_1) &= E_D E_{X|P} (\theta_1 - \theta_1)^2,
\end{align*}
\]

where \( E_{X|P} \) denotes the conditional expectation with respect to \( X_1, \ldots, X_n \) given \( P \).

**Theorem 1.** Against squared error loss and a Dirichlet process prior \( P \in D(\alpha) \), the Bayes risk of the \( U \)-statistic \( U_1 \) is

\[
r(\alpha, U_1) = \frac{\alpha(X) (\phi_1 - \phi_1^2)^2}{n(\alpha(X) + 1)}
\]

and the Bayes risk of the Bayes estimate \( \theta_1 \) is

\[
r(\alpha, \theta_1) = \frac{\alpha(X) (\phi_1 - \phi_1^2)^2}{(\alpha(X) + 1)(\alpha(X) + n)}.
\]

**Proof.** By applying the lemmas 1 and 2 to the equation;

\[
E_{X|P} (U_1 - \theta_1)^2 = E_{X|P} U_1 - \theta_1^2
\]

we have

\[
r(\alpha, U_1) = n^{-1} \left[ \int_x h(x)^2 dP(x) - \int_x h(x) dP(x) \right] ^2
\]

For the Bayes estimate, we have

\[
E_{X|P} (\theta_1 - \theta_1)^2 = E_{X|P} [q_n (\phi_1 - \theta_1) + (1 - q_n) (U_1 - \theta_1)]^2
\]

\[
= q_n^2 (\phi_1 - \phi_1)^2 + (1 - q_n)^2 E_{X|P} (U_1 - \theta_1)^2,
\]

because \( U_1 \) is an unbiased estimator of \( \theta_1 \). Thus

(3.1) \[ r(\alpha, \theta_1) = q_n^2 E_D (\theta_1 - \phi_1)^2 + (1 - q_n)^2 r(\alpha, U_1). \]
By the lemmas 1 and 2, we have

\[ (3.2) \quad E_\theta (\theta_1 - \phi_i)^2 = E_\theta i - \phi_i = (\zeta_i - \phi_i) / [\alpha(X) + 1]. \]

The combination of (3.1) and (3.2) yields

\[ r(\alpha, \theta_i) = \alpha(X)(\zeta_i - \phi_i) / [(\alpha(X) + 1)(\alpha(X) + n)]. \]

From the above theorem we have

**Corollary 1.**

\[ r(\alpha, U_i) = (1 + \alpha(X)/n)r(\alpha, \theta_i). \]

The above results with \( h_1(x) = x \) are obtained by Korwar and Hollander (1976). From the corollary 1 we have the following

**Corollary 2.**

\[ \lim_{\alpha(X) \to 0} r(\alpha, U_i) / r(\alpha, \theta_i) = 1, \]

except for the case that \( h_1 \) is constant almost everywhere with respect to the measure \( \alpha \).

From the proposition 1 of Ferguson (1973), the exceptional case of the corollary 2 leads to that \( h_1 \) is constant almost everywhere with respect to a probability distribution \( P \in D(\alpha) \) with probability one and therefore that \( \theta_i \) is constant with probability one. Thus the exceptional case of the corollary 2 is negligible.

### 3.2 Estimable parameter of degree 2

Against squared error loss and a Dirichlet process prior \( P \in D(\alpha) \) we shall denote the Bayes risks of the estimators \( U_2, \theta_2, \bar{\theta}_2 \) and \( \theta^*_2 \) by \( r(\alpha, U_2), r(\alpha, \theta_2), r(\alpha, \bar{\theta}_2) \) and \( r(\alpha, \theta^*_2) \), respectively. For example, \( r(\alpha, U_2) = E_\theta (U_2 - \theta_2)^2 \). Then for the \( U \) statistic \( U_2 \) we have the following

**Theorem 2.** Against squared error loss and a Dirichlet process prior \( P \in D(\alpha) \), the Bayes risk of the \( U \)-statistic \( U_2 \), which is given by (1.5), is

\[ (3.3) \quad r(\alpha, U_2) = 2\alpha(X)[(\alpha(X) + 1)(\alpha(X) + 2n)\zeta_2 \]

\[ + 2\alpha(X)\{(n-2)\alpha(X) - n\} \psi - (2n-3)\alpha(X)^2\phi^2_2 \]

\[ /[n(n-1)(\alpha(X) + 1)(\alpha(X) + 2)(\alpha(X) + 3)]. \]

**Proof.** We have easily

\[ E_{X \mid P}(U_2 - \theta_2)^2 \]

\[ = E_{X \mid P}\left[ \sum_{i \neq j} \{h_2(X_i, X_j) - \theta_2\} \right]^2 / [n(n-1)]^2 \]

\[ = 2\left[ \int_{X \times X} h_2(x, y) dP(x) dP(y) + 2(n-2)\int_{X \times X} h_2(x, y) h_2(y, z) dP(x) dP(y) dP(z) \right. \]

\[ - (2n-3)\psi_2^2 / [n(n-1)]. \]
By taking the expectation of the above equation with respect to the Dirichlet process $D(\alpha)$ and applying (2.4), (2.7), (2.9), we have the desired form (3.3).

For the differentiable statistical function and the limit of Bayes estimate, we have

\[ E_{X;\rho}(\theta_{\rho} - \theta_{\rho})^2 = [(n-1)^2 E_{X;\rho}(U_{\rho} - \theta_{\rho})^2 + \theta_{\rho}^2] / n^2 \]

\[ E_{X;\rho}(\theta_{\rho} - \theta_{\rho})^2 = [(n-1)^2 E_{X;\rho}(U_{\rho} - \theta_{\rho})^2 + 4\theta_{\rho}^2] / (n+1)^2 \]

By applying (2.9) and (3.3) to the expectations of the above equations with respect to the Dirichlet process $D(\alpha)$, we have

\[ (3.4) \quad r(\alpha, \theta_{\rho}) = 2\alpha(\alpha)(2(n-1)(\alpha + 1) \alpha + 2n + n) \zeta_2 \]

\[ + 4\alpha(\alpha)(n-2) (n-1) \alpha - n) \phi - (4n-3)(n-2) \alpha \phi \]

\[ /[n^2(\alpha + 1) \alpha + 2(\alpha + 2) \alpha + 3] \]

\[ (3.5) \quad r(\alpha, \theta_{\rho}) = 2\alpha(\alpha)(2(n-1)(\alpha + 1) \alpha + 2n + 4n) \zeta_2 \]

\[ + 2\alpha(\alpha) [(n-1)(n-2) \alpha - n(n-5) \phi - (n-1)(n-3) \alpha \phi] \]

\[ /[n(n+1) \alpha + 1(\alpha + 2) \alpha + 3] \]

For the Bayes estimate, we have the following

**THEOREM 3.** Against squared error loss and a Dirichlet process prior $P \in D(\alpha)$, the Bayes risk of the Bayes estimate $\theta_{\rho}$, which is given by (1.7), is

\[ (3.6) \quad r(\alpha, \theta_{\rho}) = 2\alpha(\alpha)(2(n-1)(\alpha + 1) \alpha + 2n) \zeta_2 \]

\[ + 2\alpha(\alpha) [\alpha \phi + (n+1) \alpha - n) \phi - (2(\alpha + n) + 3) \alpha \phi] \]

\[ /[\alpha(n+1) \alpha + n+1(\alpha + 1) \alpha + 2(\alpha + 3)] \]

**PROOF.** Taking the conditional expectation, with respect to $X_1, \ldots X_n$ given $P$, of the square of

\[ \theta_{\rho} - \theta_{\rho} = [(\alpha + n)[(\alpha + n + 1)]^{-1} \{q \phi - (\alpha + 1) \theta_{\rho} / \alpha(X)\}

\[ + 2q((1-q) \sum \{f(X) - [\alpha + 1] \theta_{\rho} / \alpha(X)\} / n \]

\[ + (1-q) \sum (h_i(X, X_j - \theta_{\rho}) / n^2) \],

we have the following relation;

\[ E_{X;\rho}(\theta_{\rho} - \theta_{\rho})^2 = [(\alpha + n)(\alpha + n + 1)]^{-2} \]

\[ \times [(\alpha + n)[(\alpha + n + 1)]^{-2} - 2n(n-1)(2n-3) \theta_{\rho}^2 \]

\[ - 2\alpha \phi [\alpha + n]\phi \theta_{\rho} + \alpha \phi \phi_{\rho} \]

\[ + 4n \alpha \phi \int f^2(x) dP(x) + 4n(n-1) \alpha \phi \int f(x) dP(x)]^2 \]
\[-4n\alpha(X)[\alpha(X)+2][\alpha(X)+2n-1]f(x)dP(x)\]
\[+2n(n-1)\int_{x^2}h_2(x, y)dP(x)dP(y)\]
\[+4n(n-1)(n-2)\int_{x^2}h_2(x, y)h_2(y, z)dP(x)dP(y)dP(z)\]
\[+4n\alpha^2(X)\phi_2\int_{x^2}f(x)dP(x)\]
\[+8n(n-1)\alpha(X)\int_{x^2}f(x)h_2(x, y)dP(x)dP(y)\].

By applying (2.1), (2.2), \ldots, (2.9) to the expectation of the above equation with respect to the Dirichlet process \(D(\alpha)\), we have the desired form (3.6).

From (3.3), (3.4), (3.5) and (3.6) we have
\[
\lim_{\alpha(x) \to 0} \frac{r(\alpha, \theta_2)}{\alpha(X)} = \frac{2\zeta_2}{3(n-1)} ,
\]
\[
\lim_{\alpha(x) \to 0} \frac{r(\alpha, \theta_2)}{\alpha(X)} = \frac{(2n-1)\zeta_2}{3n^2} ,
\]
\[
\lim_{\alpha(x) \to 0} \frac{r(\alpha, \theta^*_2)}{\alpha(X)} = \frac{2\zeta_2}{3(n+1)} ,
\]
\[
\lim_{\alpha(x) \to 0} \frac{r(\alpha, \tilde{\theta}_2)}{\alpha(X)} = \frac{2\zeta_2}{3(n+1)} ,
\]
where in the operation of limits the probability measure \(Q\) is fixed. Thus for a sufficiently small \(\alpha(X)\) and \(n \geq 2\), we have
\[
r(\alpha, \theta_2) \leq r(\alpha, \theta^*_2) < r(\alpha, \tilde{\theta}_2) < r(\alpha, U_2) ,
\]
(the first inequality is due to the optimality of \(\theta_2\)) and
\[
\lim_{\alpha(x) \to 0} \frac{r(\alpha, \theta^*_2)}{r(\alpha, \tilde{\theta}_2)} = 1 ,
\]
where in the operation of limit the probability measure \(Q\) is fixed. In the above (3.7), the exceptional case is the one that \(h_2 = 0\) almost everywhere with respect to the measure \(\alpha\). Because from the inequalities \(0 \leq \phi \leq \zeta\), \(\phi^2 \leq \zeta^2\), and the inequality \(\alpha^2(X) + (n+1)\alpha(X) - n < 0\) for a sufficiently small \(\alpha(X)\) with any fixed positive integer \(n\), we have
\[
r(\alpha, \tilde{\theta}_2) \geq 2\alpha(X)\alpha(X) + 2n\zeta_2
\]
\[
/[(\alpha(X)+n)(\alpha(X)+n+1)(\alpha(X)+1)(\alpha(X)+2)(\alpha(X)+3)] .
\]
The right hand side equals to 0 if and only if \(\zeta_2 = 0\), that is \(h_2 = 0\) almost everywhere with respect to the measure \(\alpha\), in which case \(r(\alpha, \tilde{\theta}_2)\) also equals to 0. By the same reason as the one following the corollary of the theorem 1, the exceptional case in (3.7) leads to \(\theta_2 = 0\) with probability one and therefore it is negligible.
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