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                    Abstract 

   Four new statistics to test the homogeneity of means and of 
variances against the ordered alternatives are considered and their 

power properties are investigated with the aid of computer simu-
lations. These statistics are extensions of a partial ordering on 
the sample space induced by the likelihood ratio. It is found that 
they are more powerful than the likelihood ratio tests.

   L Introduction. 

   Let  Xi; for j=1, ••• , ni and i=1, •-• , k be independent, normally distributed random 

variables with E(X0)=0i and var(Xu)-=o-i. We shall consider the following two pro-

blems. The one is to test the null hypothesis H1; ••• =Ok against the ordered 
alternative K1; 0,� ••• _�0k where at least one inequality is strict, under the constraint 

that (4-= ••• -=-4=a2 and a2 is unknown. The other is to test the null hypothesis 

H2, a-7= •-• ---=a1 against the ordered alternative K2; 67.� •-• �_oi where at least one 

inequality is strict. If a2 is assumed to be known, the testing problem (H1, K1) is 

included in Shirahata [15]. 

   The method to approach to the problems is as follows. Suppose X be a random 

variable with a density function f(x ; 0) where xE RP and OE Rg for some p and q 
and consider the problem of testing Ho; 6 0E0H0 against the alternative Ko ; 0E0K0. 

Let x and y be two elements of the sample space of X and define 

                                x�,y 
if 

          f(x ; 6)1f(x ; e).?:_f(y; eV Ail ; e) veEeK,,, ve OH° • 

The relation �* induces a partial ordering on the sample space and a test statistic 

must be a generalization of �*. Let A(x)= {y ; y�_*x} and B(x)= ; x�*y} . We
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assume that the relation�* is not trivial, i. e. A(x)�cb or B(x)*0 for some x. The 
test statistics we shall consider are 

                   t1=P {A(X)} P {A(X)U B(X)} , 

                    t2=P {A(X)} , 

                   t3= P {A(X)} —P {B(X)} 
and 

                     t,=—P {B(X)} 

where the probability P is calculated under some adequate member of OH,. In many 

problems, it will be clear how to choose the element. Making use of each ti as a 
test statistic, the null hypothesis Ho is rejected if ti is too small. 

   In Section 2 the problem (H„ K1) is considered. This problem was studied by 
Bartholomew [2, 3, 4, 5] first and some generalizations were made by Chacko 
KudO [10], Nilesch [12], Shorack [17] and Perlman [13] and some nonparametric 
considerations were given by Jonckheere [10], Puri [14] and Tryon and Hettmans-

perger [18]. The book of Barlow et. al. gives a good summary. However, the para-
metric works of them are all based on the likelihood ratio test. Shirahata [15] 
studied bivariate one-sided problem which includes the problem (H1, KO for k=3 and 
known variance a2 from a new stand of view. It was shown that t1 is better than 
the Bartholomew's .V1 test by computer simulations. Hence it is expected that each 
ti is better than the likelihood ratio test for the unknown but common variance case. 
The statistic t1 is also used to analyze a counted data in Shirahata [16]. A com-

parative study was given by Hirotsu [8]. 
   In Section 3 the problem (H„ 1C2) is considered. This problem may occur when 

we want to compare the accuracies of e. g. several instruments to measure. For the 
test of homogeneity of variances there are works of Fujino [7] and Vincent [19]. 

   The explicit forms of _�* are given for the both problems. However , the distri-
butions of ti's are very complicated and to derive them are impossible analytically 
up to now even in the known variance case. The distributions vary according as 
n'=(ni, ••• , nk) varies and hence to determine cutoff points by simulations are also 
impractical. Therefore, in Section 4 we shall consider some artificial data, estimate 
their significances by simulations and compare the significances to the significances 

given by their competitors. It will be found that ti's are good tests, especially t3 
and t, are very good. Hence we recommend to use t3 or t, for the real data in 
both (H„ K1) and (H„ K2) by estimating the significance of the data empirically and 
then comparing it with the significance level.

   2. The problem of testing H1 against K1 

   Put 8'=(.31, ok_i) where Oi_=0i-0,1. Then H1 and K1 can be rewritten as 

H1; 3-=0 and K1; OED where D= {a; oi�o for i=1, •-• , k-1 and max Oi>0 Thus , 

it is natural to consider tests based on 

                                              •-• , T k-1)
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where 

 71i 
                      xi= E xii/ni, 

                                              m= E ni—k 
                                                                                   i=i 

and 

                                  k ni 

                        S2= E E 
                                                     i=1 j=1 

The statistic T is a multivariate central t-distribution under H1 and is a noncentral 

t-distribution with nonnegative noncentrality parameters under K1. From Johnson 
and Kotz [9] the density function of T is 

              f(t; 8)=exp(—a,R_ia/2)(m1C)-(k_1),21R1,12r_1(  m2 ) 
                                      CR-it Cirt+ k -1)12                X(1+h(t; a) 

                  m ) 

where R is a (k-1)x(k-1) matrix (rii) with ric=1, ri.i+i=ri+i,i=pi for pi=—aiail-i/ 
ni,m and rij=0 otherwise and where 

                  - 1         h(t; a)=E r(  m±k±j)1()1/2                                             a' R. 
            .J0j!2m+t'R't 

Hence f(t ; 8)1 f(t ; 0) is an increasing function of h(t ; a). Now the function 

                       1  r(i+jA vi                        j!\2 

is always positive for each i>0, and it is also found that it is an increasing 
function of x. Hence, considering the transformation 

(2.1)T---=R-1T/(m+-T'R-1T)112 

it follows that t> *s if and only if aii�:leg for each a E D. Therefore t�*s if and 
only if 

(2. 2)ti�.§-i for i=1, , k-1. 

   Now let us derive the density function of T under H1. It is easily shown that 
0�_f Ri�1, TR-1T=m1"RTI(1—fRf). It is also shown that 

(2.3)lat/ati==f  (1_7,16F)3 1(k-i)/2 
where is the k-1 dimensional unit matrix. Using a relation IM-Fx1111-=1M1(1 
-Fylilf-1x) , (2.3) is 

                   lat/atl =m(k-i)/2 I R 10.—PRty,k+i)/2 

Therefore the density function f(t) of T under H1 is given by
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             r(  771+2k-1  
 (2. 4)f(t)= I RI 1'2(1—tiRt)fni")-1 for tiRt�1                    (k-i)/2rn 

                    2 

     0otherwise. 

   From (2. 1), (2. 2) and (2. 4), P {A(T)} and P {B(T)} are calculated and hence ti's 
can be obtained. Note that if we consider further transformation T=R1/27, then 

the density function 1(i) of T is 

            r(m+2k-1  
(2.5) f(t)=(1—tit)(m12)-1 for titl                7(k-1)/2[(2m) 

     0otherwise. 

The formula (2. 5) is very simple. It may be convenient to calculate ti's from (2. 5).

   3. The problem of testing 112 against K2 

   Without loss of generality it can be assumed that each Oi is unknown. Then it 
is natural to consider tests based on 

                                        Fk-1) 
where 
                         Fi=(ni,-1),S2/(ni-1)Si+1 
and 

                                             ni 
                       SY,E (Xii—X1)2 . 

                                                             .J=1 

The statistic Fi is a F-distribution with degrees of freedom (n1-1 , ni+1-1) under H2. 
Under K2 it is distributed as 01101+1 multiplied by the above F-distribution and hence 

it is stochastically larger than the distribution under H2. 
   After a simple calculation the natural log of the density function of F is given by 

                                                                                    k-i       log h(f ;,(n1-1) log aid- E (-1+jE nj1log fi) 
             i=11=11=12 

                 -1-log(nkni_i 
          2 ali=1) 

where c is a constant depending on n' and k. Thus, 

        log L(f; ak) 

               =log h(f ; a1i ••• , 0—log ; , a) 

                          k 

                        E-1i                =— E (n1-1) logaid--mlog {nk-1+E(n1-1)k-fj} 
    i=i2 

                — log(  nni_i k-1 f.7\)         2i=1j=i,•
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Hence, considering  F'  =(F„ ••• , F k_i) where 

                                      —1
I-1 (3. 1)Pi= niI F.; ,                                           n k-1 i=i 

the necessary and sufficient condition of 

                       L(f ; a, ai, ••• , o k)-�L(9; a, 61, •-• , 6 k) 

for each a i� ••• >0 k>0 is 

(3. 2)6r2k 
        1=1 i=,J=, 

                                                            k-1 

                          E  a„; (say). 
                                                    i=i 

Since the inequality (3. 2) is 

             k-1I 

              EE ai�0 
                 i=ii=1 

where Ai=allo-1, (3. 2) holds if and only if E a;_�0 for i=1, ••• , k-1 and hence f�*g 
                                                           J=1 

if and only if 

(3. 3)±.-6/(1-kk-./j)>=j/(1-1-k±ig;) for i=1,, k—i. 
   J=,1=1 

Put ri=(fli, ••• ,7k-1) where 

(3.4) liFJ/(1+1.PJ) 
                     J=1J=1 

                                               k 

                    = E Sy E 
                                 i=1 i=i 

Then the density function of F is 

                    r(1-12) 
(3. 5)g(wi,W k-1)=H (wi—Wi-0(ni-3)/2 

                   fir( ni-1                     i=i2 

for wo-=0< wi< wk_i<1=w k and g(wi, wk-1)=0 otherwise. 

  From (3. 1), (3. 3), (3.4) and (3. 5), P {A(F)} and P {B(F)} can be calculated.

   4. Some numerical results 

   From the results in Sections 2 and 3, we can calculate four statistics t1, t2, t3 and 
14. But, the distributions of them depend on n' ----(n„ ••• , nk) and further it is impos-

sible to obtain the distributions even for a fixed n. However, to perform a signi-

ficance test, it is enough to know the significance of the given data. The power of 
the ti test can be guessed by estimating the significances of several artificial data .
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Hence we estimate the significances of some artificial data by simulations and then 

compare with the significances given by the competitors. It will be found that our 

statistics are powerful. 

   We consider only the case k=3 and n'=(7, 5, 3), (5, 5, 5) and (3, 5, 7). The arti-

ficial data to be investigated are (X1-X2, S2)=(0.8, 0, 12), (0.4, 0.4, 12) and 

(0, 0.8, 12) for the problem  (H1, K1). They correspond to the cases 01>02=03, 
=03-03>0 and 01=03>03, respectively. For the problem (H2, K2) we consider 

                S  S  Si  )=(3, 3, 1), (3, -N/3 , 1)                            ' 1/2- 1 n3-1 

and (3, 1, 1). They correspond to a1=a2>a3, a1/(12--=-0-2/a2>1 and cr1>o-2=o-3 respec-

tively. These data are analyzed except the cases n'=(3, 5, 7) and n'=(5, 5, 5) with 

(X1-X2, X2-X3f S2)=(0, 0.8, 12) for the problem (H1, K3). There exceptions are due 
to the fact that for the problem (H1, K1) we can show as in Shirahata [151 that the 

power for the alternative (31, 32) with (n1, n2, n3) is equal to the power for the alter-
native (52, (31) with (n„ n2, n1). 

   For five cases in the problem (H1, K1) we simulated 100 times in IA(X)UB(X)Ic

    Table 1. Empirical significances of artificial data in the problem (H1, K1). 

                 data n't 2t3t4r3E2t     CX
1-3?2, X2-X3, S2)t1  

      {(0. 8,0, 12) 0. 095 0. 105 0. 091 0. 091 0. 205 0. 124 0. 097 (7, 5, 3)(0. 4, 0. 4, 12) 0. 068 0. 093 0. 052 0.050 0. 294 0. 205 0. 127 

            ( 0, O. 8, 12) 0.151 0.164 0.135 0.140 0. 282 0.194 0.165 

            (O. 8,0, 12) 0, 116 0.130 0.112 0.116 0.222 0.139 0.115 
(5, 5, 5) 51 

            (0. 4, 0. 4, 12) 0.136 0. 150 0.098 0. 092 0.272 0. 184 0.115

    Table 2. Empirical significances of artificial data in the problem (H2, K2) . 

                   data n' (S? Si SR  ) t1t2t3t4Ba LR 
            n1-1 ' n2-1 ' n3-1 

               (3, 3, 1)                                  0. 297 0. 339 0.274 0. 253 0.7160.380 

(7, 5, 3)(3, ../3, 1)0. 258 0.280 0. 198 0. 179 0.664 0. 360 

               (3, 1, 1)0.185 0.210 0.161 0.163 0.4370.199 

              (3, 3, 1)                                  0. 186 0. 208 0.173 0.163 0. 5420.192 

(5, 5, 5)(3,N/3,1)0.160 0.191 0.122 0.112 O. 573 0. 249 

               (3, 1, 1)0.138 0. 154 0.108 0.107 0.4540.174 

               (3, 3, 1)                                  0. 135 0.140 0.116 0.117 0.4790.134 

(3, 5, 7)(3,.^3,1)0.141 0.173 0.104 0. 095 0.6360.213 

               (3, 1, 1)0.172 0.188 0.129 0.118 0.5880.169



Tests of homogeneity for ordered alternatives in the normal populations67

and for nine cases in the problem  (H„ K2), we simulated 150 times in {A(X)UB(X)r. 

Table 1 and 2 gives 

(4. 1)P(A)+ {1—P(A)—P(B)}r2Irl 

where we denote by P(A) and P(B) the probabilities of the sets A(x) and B(x) of 

our artificial data. Here r1=100 in the problem (H1, 1(1), r1=150 in the problem 

(H2, K2) and r2 is the number of times of random numbers more significant than the 
artificial data. The formula (4. 1) gives an estimate of the significance of the data. 

Table 1 also includes theoretical significances of Bartholomew's F3, E2 and usual 

t-statistic 
                    k t =M" 2E ini(71ei—X)/ Sfi'j nj)11/2 
       3=1j=1 

              k ni 

where X--=n-1 E E Xi; and n= E ni. The statistic t has t-distribution with degree 
        i=1 j=13=1 

of freedom m. Table 2 includes the empirical significances given by Bartlett's test 

             Ba=inflog (m-1EE (ni — 1) logS2  
              3=13=1ni-1 

and the likelihood ratio testLRbased on (Si, Si, Si) where 

       Si+S+S3Si           m logE (ni1) log 
         mi=ini-1 

                                 for                         Si > Si  

                                                                                                                                            _ 

                                       n1-1—n1-1 — n3-1 ' 

       Si+Si+SiSiSid-S3 
            in to                           (n, 1) log(n2+7132) log 

                       n1-1n2 r n3-2 ' 

     LR= 
         for   - 

                                       n1-1 — n3-1 — n2-1 

      Si+S3,4Si+S1 

                                               n+n2-2        m log(ni+n, 2) log(n,1) log                                                                             n3—1 

   i 

                           for S  >  Si  
                                       n2-1 — n1-1 — n3-1 

     0otherwise. 

For Ba and LR, the calculations were done 1000 times. In general the smaller signi-

ficance a test gives, the more powerful the test is. Therefore, from the Tables we 

can conclude that tests based on t3 and t4 are very powerful in the both problems . 
   REMARK 4.1. It will be worth mentioned that the significance given by ti is 

larger than P(A) and is smaller than 1—P(B). Therefore if 1—P(B) is smaller than 

the significance level or P(A) is larger than it, we need not simulate. Any test which 

is an extension of _�* has this property. But, because Bartholomew's Pk and E2 are 
not based on T they do not necessarily have this property in our formulation . 

   REMARK 4.2. It is very difficult to calculate ti's for large ni's and k. Consider-
ing, however, their power properties, they are useful at least for k=3.
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