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1. Introduction

Let Y,;(i=0,1,---, k) be mutually independent and normally distributed with
mean #; and variance 1,. Consider the M.L.E. of &, under the partial ordering of
the type,

(LD 0,—6,=0, i=1,2, .-, k.

The above problem is a special case of the isotonic regression, which was called
“simple tree order” [1, p. 74]. This problem and its algorithm were discussed by
Bartholomew [2]. Barlow, et al. [1] discussed this problem as minimum violator
algorithm in a general manner and also presented some examples. We discussed
an algorithm by means of the projection method in Kudé and Choi [5] assuming
normal distribution. Although our algorithm is essentially the same as that of
Bartholomew [2], it will shed some lights on the geometrical properties involved
in the use of Gaussian elimination in the isotonic regression analysis [1], [3].

Let Y'=(Y,, -, Y,) and transform %=Ay, where

_rl 09 1o
(1.2) A:[: :I:l: jl’ L'=(-1,.,=1), 0'=(0, -, 0),
L I, A

and I, is (kx k) unit matrix, then X, X'=(X,, X,, -, X»=(X,, X), is distributed as
,’V(/,-l, Z); where ﬁ': (ﬂoy Hi, " /lk) = (,UO) #)! F[O:gﬁy Pizei_go (Zzll Tty k)’ and

- o 0 L'
(1.3) /T(k+1)=AD(k+1)A’=D(k+1)+ZO[L E]
Ao — Ao —2
Zo AL
= -1, :[ ]
D) +AE AL AR
i

where D(k+1) and D(k) are covariance matrices of Y;(i=0, ---, k) and (i=1, -, &),
i.e., the diagonal matrices with 2,(i=0,---, %) and (i=1, ---, k) respectively and F
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is a (kxk) matrix with all elements equal to 1.
We can easily show that the underlying M.L.E. of § or x for a given sample
ylor Fl=Ay'=(x, x), equals to the solution of the following minimizing problem;

(1.4) Min (y—31)'D-1(y—y)
Ay20

or

(1.5) Min (§— &) 'A-1(F— &)
220

respectively. (See Kudd and Choi [5])
(1.5) can be rewritten as

(1.6) Min [(x— A (x— ) + {(xo—2p) — Ao L' A7 (x— 2 }2 :I .
=0

A(1—=L"A"1L)

As the second term is zero, the problem of finding % satisfying (1.6) is essentially
reduced to that of x with
1.7 Min (x—a)'A~1(x— 1Y) .

xz0

2. Algorithm

In Kudd and Choi [5], we described an algorithm to obtain the solutions of (1.4)
and (1.7) for an arbitrary positive definite matrix 4. Following the notions of [5],
we partition the vector x'=(x'(, X <) = (X1, =, Xm; Xm+1, -+ » Xz), and the sweepout
operation on the following matrix, taking the corresponding covariance matrix of
Xqy as a pivotal matrix, yields the following,

A3 0 0 Ay A x I * Aixg
(2.1) —Apdit T 0 Aoy Ayy xey |=|0 * Xoy— Ao dTixg |,
—Bidi} 0 I Bl By V% 0 * V- BiAiixg,

where V=D(k+1), B=AV'? and B is also partitioned correspondingly. The optimal
solutions $ and £ of (1.4) and (1.7) are respectively of the forms;

(2.2) F=V(V-12y— Bid7ix)

=y—VA(A VA 1Ay
and

0
25 0T
Xy — Ao AT x¢1y

if and only if
(2.4) ATixay= (B, B)*A;y=0
and

(2.5) Xy — Ao AT %y = By (V-12y— BiA71A;3) >0.
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We can arrive at the solution while all of the successive steps of the Gaussian
eliminations taking every possible subset of variables as the pivotal matrix are
exhausted. In this note we show that the number of Gaussian eliminations is re-
duced to the minimum in the case when A is of the form (1.3).

For preparation we calculate the inverse of A of (1.3).

LEMMA. For a matrix A (kxk) of the form (1.3), the matrix G=(g;;) satisfying
the relation,

(2.6) AA=(D+AE) (D'+G) =1,
is given by
2.7 gij="2—0k (A4,

1+Xo§11y“
PrROOF. From (2.6),
AWED '+ DG+ A,EG=0, that is,
ATt Ay
: 0 ’ 0
(2.8) AE .' + '. «(gij) FAE-(g:;)=0.
0 t At 0 "2
For convenience in notation, consider the first column of (2.8), which is
T T Augu 17 70
2.9 S I VX0 P R B
1 248wt 1 0
Writing fi gu=GC,, (2.9) vields

(2.10) Gi=(=2,Gi— A AT A7, i=1, -, k,
therefore

k
Gi=(—A,Gi— A7) (;X;l) ,

and then
k k
(2.11) Gi= (—247) (ZIRZI)/(I—HO 24N
v= v=1
Putting (2.11) into (2.10), we have
A
gu=—""""—— (LAY Q.E.D.
142,32 4,71
v=1
Now we state the final proposition.
PROPOSITION 2.1. Suppose the components of a sample vector x; xi, ---, Xz, 07 equiv-
alently yy, -« , Vi, ave in the ascending orvder; x;=<x;4,(i1=1, .-, k—1), then there exists m

such that the last column in the result of sweepout of (2.1), taking the first m as the
pivot,
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21
ATixgs :
z’”&
(2.12) =
Zm+1
Xepy— A AT x :
2y
satisfies the following
(2.13) 2;=0, 1<m
and
(2.14) 0<zps = eeees <z,.
PrROOF. According to the lemma, we can write
A, 0T (A) ™ () T Xa
A7 x gy = (D14 G) xey= " el e )
0 ) 2;1.1 Xm (Zm}ll)_l"' ('zm'zm)_l -X:m

where c:—ZO/(H—Zof‘,l;l). Then we have
yv=1
2 /2171(7{14‘ K)
(2.15) = ,
Znd LA (tn+ K

where K=c- (in) X,[4,).
y=1

(2.15) implies (2.13), and (2.14) is easily shown from the fact that A, =4,E.
Q.E.D.
The above proposition enables us to state the rule for computing the solution:
(1) Examine the observation if there is an violator to the hypotheses (1.1), or an
observation y, with y;<y,, (2) if there is none, the values in the sample themselves
are the estimates and the step terminates here, otherwise arrange the observation
in the ascending order, (3) transform y to x by (1.2), (4) perform Gausian elimina-
tions successively either until when the conditions (2.13) and (2.14) are satisfied
(case (a)) or until all the steps of %k sweepouts are made (case (b)), (5) x, in (2.5)
is the solution to (1.7) and solution to (1.4) is obtained by letting €;=(weighted

mean of y,y;, -+ ,ym)z(yéo 2;‘1y,,)/<§0 2;1>, i=0,1,--,m and 0,=y,(t=m+1, -, k) in

A~ k k
case of (a) and 01:(2 2;1);)/(2 2;1), 1=0,1,---, % in case of (b). and then (6)
v=0 v=0
the observations are rearranged back to the original.
The above algorithm is previously derived by Eeden [4] and also mentioned in
page 243 of [2].
The author is deeply grateful to Professor A. Kudé for suggesting this pro-
blem and careful reading of the draft of this paper.



[11]

[3]
[4]

[5]

On Gaussian Elimination and Minimum Violator Algorithm in Simple Tree Order 53

References

BarLow R.E., et al.: Statistical Inference under Order Restrictions, John Wiley & Sons
Inc., New York (1972).

BARTHOLOMEW D.J.: A test of homogeneity of means under restricted alternatives, J.R.
Statist. Soc. (B), 23 (1961), 239-281.

Cuot J.R.: The law of sweep-the-negatives in the estimation under order restrictions, Mem.
Fac. Sci. Kyushu Univ., Ser. A, 30 (1976), 135-143.

Van Eepex C.: Testing and Estimating Ordered Parameters of Probability Distributions,
Amsterdam, Mathematical Institute (1958).

Kupno A. and CHor J.R.: A generalized multivariate analogue of the one sided test, Mem.
Fac. Sci. Kyushu Univ., Ser. A, 29 (1975), 303-328.



