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1. Introduction.

Let \((X', Y)'\) be a \((p+1)\)-dimensional random vector having the distribution function \((df) F^*\) and the probability density function \((pdf) f^*\) with respect to the Lebesgue measure. Let \(F\) and \(f\) be the \(p\)-dimensional marginal \(df\) and \(pdf\) of \(X\) respectively. Let \(k(x)\) be a known \(pdf\) defined on the \(p\)-dimensional Euclidean space \(\mathbb{R}^p\) such that

\[
\sup_{u \in \mathbb{R}^p} k(u) < \infty , \quad \text{and}
\]

\[
\|u\| k(u) \to 0 \quad \text{as} \quad \|u\| = (\sum_{i=1}^p u_i^2)^{1/2} \to \infty .
\]

Let \(\{a_n\}\) be a sequence of monotone decreasing positive real numbers converging to zero as \(n\) tends to infinity. Further conditions on the convergence rate for the sequence \(\{a_n\}\) will be needed throughout the study. They are listed as follows:

\[
na_n^p \to \infty , \quad \text{as} \quad n \to \infty ;
\]

\[
na_n^{p+4} \to 0 , \quad \text{as} \quad n \to \infty ;
\]

\[
\frac{1}{n} \sum_{j=1}^n \left( \frac{a_n}{a_j} \right)^p \to \alpha (0 \leq \alpha \leq 1) , \quad \text{as} \quad n \to \infty ; \quad \text{and}
\]

\[
\sum_{n=1}^\infty \exp (-\varepsilon na_n^p) < \infty \quad \text{for any} \quad \varepsilon > 0 .
\]

Based on a random sample \((X'_1, Y'_1), \ldots, (X'_n, Y'_n)\)' from \(F^*\) we wish to estimate the multiple regression function

\[
m(x) = \mathbb{E}(Y \mid X=x) = h(x)/f(x) ,
\]

where

\[
h(x) = \int_{\mathbb{R}} y f^*(x, y) dy .
\]

It will be assumed throughout the study that \(m(x) < \infty\). A nonparametric estimate
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of $m(x)$ may be given by

\begin{equation}
(1.8) \quad m_n(x) = \frac{h_n(x)}{f_n(x)}
\end{equation}

where

\begin{equation}
(1.9) \quad f_n(x) = \frac{1}{na_n^p} \sum_{j=1}^{n} k\left(\frac{x - X_j}{a_n}\right),
\end{equation}

and

\begin{equation}
(1.10) \quad h_n(x) = \frac{1}{na_n^p} \sum_{j=1}^{n} Y_j k\left(\frac{x - X_j}{a_n}\right),
\end{equation}

with

\[ k\left(\frac{u}{a_n}\right) = k\left(\frac{u_1}{a_n}, \ldots, \frac{u_p}{a_n}\right). \]

The density estimate $f_n(x)$ was considered by Cacoullos (1966).

For the simple regression case, i.e., $p = 1$, the estimate $m_n(x)$ was proposed by Nadaraya (1964) and independently by Watson (1964). Schuster (1972) showed that, for this case, the asymptotic distribution of $\left(\frac{n}{a_n}\right)^{1/2}[m_n(x) - m(x), \ldots, m_n(x_q) - m(x_q)]$ is $q$-variate normal with mean vector $0 \in \mathbb{R}^q$ and diagonal covariance matrix $C$ where the $i$-th element is $C_{ii} = \text{Var}(Y | X = x_i) \int_{\mathbb{R}} k(u) du / f(x_i)$, $i = 1, \ldots, q$.

Yamato (1971) proposed a sequential estimate for $f(x)$ as follows:

\begin{equation}
(1.11) \quad \hat{f}(x) = \frac{1}{n} \sum_{j=1}^{n} \frac{1}{a_j^p} k\left(\frac{x - X_j}{a_j}\right).
\end{equation}

The estimate $\hat{f}(x)$ has an advantage over $f_n(x)$ in that when the sample size $n$ increases only the additional terms need to be computed and hence $\hat{f}(x)$ may be estimated sequentially. With the same spirit, we propose a nonparametric sequential estimate for the multiple regression $m(x)$ as follows:

\begin{equation}
(1.12) \quad \hat{m}(x) = \frac{\hat{f}(x)}{f(x)}
\end{equation}

where $f(x)$ is given by (1.11) and

\begin{equation}
(1.13) \quad \hat{h}(x) = \frac{1}{n} \sum_{j=1}^{n} \frac{1}{a_j^p} Y_j k\left(\frac{x - X_j}{a_j}\right).
\end{equation}

The purpose of this paper is to investigate important large sample properties of $\hat{m}(x)$. In Section 2, weak and strong (pointwise as well as uniform) consistencies of $\hat{m}(x)$ are shown. Weak consistency is established under conditions of Yamato's (1971) Theorem 2, while strong consistency may be proved using the technique first introduced by van Ryzin (1969) and later used by Davies (1973) in proving the consistency of $\hat{f}(x)$. Finally, the joint asymptotic normality of $\left(\frac{n}{a_n}\right)^{1/2}[\hat{m}(x_1) - m(x_1), \ldots, \hat{m}(x_q) - m(x_q)]$ is shown in Section 3.

Throughout the study the following well known result will be used repeatedly. This was also quoted by Yamato (1971, Lemma 2).

**Lemma A.** If a sequence of functions $\{\delta_n(x)\}$ converges to a function $\delta(x)$ at a point $x$ as $n \to \infty$, then $n^{-1} \sum_{j=1}^{n} \delta_j(x) \to \delta(x)$ as $n \to \infty$. If a sequence of functions $\{\delta_n(x)\}$ is uniformly bounded in $\mathbb{R}^p$ and converges to a bounded function $\delta(x)$, as $n \to \infty$, uni-
formally in \( R^p \), then \( n^{-1} \sum_{i=1}^{n} \tilde{\eta}_j(x) \to \tilde{\eta}(x) \), as \( n \to \infty \), uniformly in \( R^p \).

2. Consistency of the multiple regression estimate.

In this section under some regularity conditions the pointwise consistency (Theorems 1 and 2) as well as the uniform consistency (Theorems 3 and 4) of \( \hat{h}(x) \) will be established. Preliminary lemmas necessary to carry out the proof of each theorem shall precede its actual statement.

**Lemma 1.** If \( k \) satisfies (1.1) and (1.2), then at each continuity point \( x \) of \( h \)

\[ \hat{h}(x) \to h(x), \quad \text{as } n \to \infty. \]

**Proof.** From Lemma A it suffices to show that \( a_n^{-p}E \{ Y_n k( (x-X_n)/a_n) \} \to h(x) \), at each continuity point \( x \) of \( h \). Now

\[
a_n^{-p}E \left[ Y_n k \left( \frac{x-X_n}{a_n} \right) \right] = a_n^{-p} \int_{R^p} \int_{R^p} y k \left( \frac{x-u}{a_n} \right) f^*(u,y) du dy
\]

\[
= a_n^{-p} \int_{R^p} E \left[ Y k \left( \frac{x-u}{a_n} \right) \right] f(u) du
\]

\[
= a_n^{-p} \int_{R^p} k \left( \frac{x-u}{a_n} \right) h(u) du
\]

\[
= \int_{R^p} k(v) h(x-a_n v) dv \to h(x),
\]

as \( n \to \infty \). The third equality is obtained by the substitution of (1.7), the fourth equality by the transformation \( v=(x-u)/a_n \), and the final result by the facts that \( h \) is continuous at \( x \) and \( k \) is a pdf.

**Lemma 2.** Assume that conditions of Lemma 1 and (1.3) hold. If

\[ E(Y^2 | X=x) < \infty, \]

then, at each continuity point \( x \) of \( h \),

\[ \text{Var} \left[ \hat{h}(x) \right] \to 0, \quad \text{as } n \to \infty. \]

**Proof.** Note that

\[
\text{Var} \left[ \hat{h}(x) \right] = n^{-2} \sum_{j=1}^{n} a_j^{-2p} \text{Var} \left[ Y_j k \left( \frac{x-X_j}{a_j} \right) \right]
\]

\[
= n^{-2} \sum_{j=1}^{n} a_j^{-2p} \int_{R^p} \int_{R^p} y^2 k^2 \left( \frac{x-u}{a_j} \right) f^*(u,y) du dy
\]

\[
- n^{-2} \sum_{j=1}^{n} a_j^{-2p} \left[ \int_{R^p} \int_{R^p} y k \left( \frac{x-u}{a_j} \right) f^*(u,y) du dy \right]^2
\]

\[
\leq n^{-2} \sum_{j=1}^{n} a_j^{-2p} \int_{R^p} \int_{R^p} y^2 k^2 \left( \frac{x-u}{a_j} \right) f^*(u,y) du dy
\]

\[
= n^{-2} \sum_{j=1}^{n} a_j^{-2p} \int_{R^p} k^2 \left( \frac{x-u}{a_j} \right) g(u) du,
\]

where
\[ g(u) = E(Y^2 | X = u) f(u). \]

But, as in Lemma 1, \( a_n \int_{\mathbb{R}^p} k^2((x-u)/a_n) g(u) du \to g(x) \int_{\mathbb{R}^p} k^2(u) du < \infty \), as \( n \to \infty \). Hence
\[
(na_n^2)^{-1} \int_{\mathbb{R}^p} k^2(\frac{x-u}{a_n}) g(u) du \to 0,
\]
as \( n \to \infty \), and the lemma follows by an application of Lemma A.

The weak pointwise consistency of \( \hat{m}(x) \) is obtained in the following:

**Theorem 1.** If \( k \) satisfies Conditions (1.1) and (1.2), and if \( \{a_n\} \) satisfies Condition (1.3), then, at each continuity point \( x \) of \( f \) and \( h \) for which \( f(x) > 0 \),
\[ \hat{m}(x) \to m(x), \]
in probability, as \( n \to \infty \).

**Proof.** It follows from Lemmas 1 and 2 that \( \hat{h}(x) \to h(x) \) in probability, as \( n \to \infty \), at each continuity point \( x \) of \( h \). Also \( \hat{f}(x) \to f(x) > 0 \) in probability, as \( n \to \infty \), at each continuity point \( x \) of \( f \) (Corollary 4, Yamato (1971)). The theorem follows by an application of Slutsky's lemma.

Condition (1.3), assumed in Theorem 1, is not sufficient for the strong consistency which is to be established in the next theorem. A somewhat stronger condition on the convergence rate of \( \{a_n\} \) will be needed.

**Theorem 2.** Suppose that \( Y \) and \( f(x) \) are both bounded, that \( k \) satisfies Conditions (1.1) and (1.2), and that \( \{a_n\} \) satisfies Conditions (1.5) and (1.6). If (2.1) holds, then, at each continuity point \( x \) of \( f, h \) and \( g \) for which \( f(x) > 0 \),
\[ \hat{m}(x) \to m(x), \]
with probability one \( (w. p. 1) \), as \( n \to \infty \).

**Proof.** Similar to Theorem 1, we will need to show that, as \( n \to \infty \),
\[ \hat{h}(x) \to h(x), \quad \text{w. p. 1}, \]
and
\[ \hat{f}(x) \to f(x), \quad \text{w. p. 1}. \]

From Lemma 1 above and Corollary 2 of Yamato (1971) it suffices to show that \( |\hat{h}(x) - E\hat{h}(x)| \to 0 \) and \( |\hat{f}(x) - E\hat{f}(x)| \to 0 \) w. p. 1, as \( n \to \infty \). We shall only prove the first assertion, the second can be proved similarly. Since \( \hat{h}(x) = n^{-1} \sum_{j=1}^{n} a_j Y_j k[(x-X_j)/a_j] \),
\[ n\hat{h}(x) = \sum_{j=1}^{n} R_j(x) \]
is the sum of \( n \) independent random variables where, for \( j = 1, \ldots, n, \)
\[ R_j(x) = \frac{1}{a_j^2} \left\{ Y_j k\left(\frac{x-X_j}{a_j}\right) - E Y_j k\left(\frac{x-X_j}{a_j}\right)\right\}. \]

Note that \( R_j(x) \) is bounded, i.e.,
\[ \max_{1 \leq j \leq n} |R_j(x)| \leq M < \infty. \]

Thus it follows from the Bernstein inequality [see, e.g., Bennett (1962)] that, for any \( t > 0, \)
\[ E\left(\sum_{j=1}^{n} R_j(x)\right)^t \leq \left(\sum_{j=1}^{n} E\left|R_j(x)\right|^t\right)^{t/(t+1)}. \]
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\[ P \left( \left| \sum_{j=1}^{n} R_j(x) \right| > t \sigma_n \right) \leq 2 \exp \left( - \frac{f^2}{2 \left( 1 + \frac{M}{3 \sigma_n} \right)} \right) , \]

where

\[ \sigma_n^2 = \text{Var} \left( \sum_{j=1}^{n} R_j(x) \right) . \]

Therefore, for any \( \varepsilon > 0 , \)

\[ P \left( \left| \hat{h}(x) - E \hat{h}(x) \right| > \varepsilon \right) \leq 2 \exp \left( - \frac{\varepsilon^2 n}{2 \left( \frac{\sigma_n^2}{n} + \frac{\varepsilon M}{3} \right)} \right) . \]

The result (2.3) will be proved if we can show that the infinite sum of the right hand side of (2.5) is finite. In view of Condition (1.6), this will be accomplished by showing that

\[ \frac{a^2 \sigma_n^2}{n} \to \alpha g(x) \int_{\mathbb{R}^p} k^2(u) du < \infty , \]

as \( n \to \infty , \) where \( \alpha \) is defined by (1.5) and \( g(x) \) by (2.2). Note that

\[ \frac{a^2 \sigma_n^2}{n} = \frac{a^2}{n} \sum_{j=1}^{n} \frac{1}{a_j^2} \text{Var} \left[ Y_j k \left( \frac{x - X_j}{a_j} \right) \right] , \]

where the \( j \)-th term in the summand (multiplied by \( a_j^2 \)) is equal to

\[ \frac{1}{a_j^2} \int_{\mathbb{R}^p} k^2 \left( \frac{x - u}{a_j} \right) g(u) du - \frac{1}{a_j^2} \left( \int_{\mathbb{R}^p} k \left( \frac{x - u}{a_j} \right) h(u) du \right)^2 \]

\[ = \int_{\mathbb{R}^p} k^2(v) g(x - a_j v) dv - a_j^2 \left( \int_{\mathbb{R}^p} k(v) h(x - a_j v) dv \right)^2 . \]

Therefore,

\[ \frac{a^2 \sigma_n^2}{n} \to \alpha g(x) \int_{\mathbb{R}^p} k^2(u) du \]

\[ = \int_{\mathbb{R}^p} k^2(v) \left[ \frac{1}{n} \sum_{j=1}^{n} \left( \frac{a_n}{a_j} \right)^p g(x - a_j v - a g(x)) \right] dv \]

\[ + \frac{a^2}{n} \sum_{j=1}^{n} \left( \int_{\mathbb{R}^p} k(v) h(x - a_j v) dv \right)^2 \]

\[ \leq \int_{\mathbb{R}^p} k^2(v) \left\{ \frac{1}{n} \sum_{j=1}^{n} \left( \frac{a_n}{a_j} \right)^p |g(x - a_j v) - g(x)| \right\} dv \]

\[ + g(x) \left[ \frac{1}{n} \sum_{j=1}^{n} \left( \frac{a_n}{a_j} \right)^p - \alpha \right] \int_{\mathbb{R}^p} k^2(v) dv + O(a_n) . \]

The second and third terms of the last expression converge to 0 by (1.5) and by the fact that \( a_n \to 0 \) as \( n \to \infty . \) The first term is bounded above by \( (\text{recall that } a_1 > a_2 > \cdots > a_n > \cdots > 0) \)

\[ \frac{1}{n} \sum_{j=1}^{n} \left| g(x - a_j v) - g(x) \right| k^2(v) dv . \]

Since \( g(x) = E(Y^2 | X=x) f(x) \) is bounded and continuous at \( x \) and since \( \int_{\mathbb{R}^p} k^2(v) dv \leq \sup_{v \in \mathbb{R}^p} k(y) < \infty , \) it follows from the Lebesque Dominated Convergence Theorem that
\[ \int_{\mathbb{R}^p} \left| g(x-a_nv) - g(x) \right| k(v) dv \to 0 \]
as \( n \to \infty \). With an application of Lemma A, this implies that (2.8) converges to 0 as \( n \to \infty \), establishing (2.6), and hence (2.3). Assertion (2.4) can be proved similarly.

Our next task is to establish the (weak and strong) uniform consistency for \( \hat{n}(x) \).

**Lemma 3.** Assume that conditions of Lemma 1 hold. If \( h \) is a bounded function and \( Y \) is a bounded random variable, then
\[
\sup_{x \in \mathbb{R}^p} \left| E\hat{n}(x) - h(x) \right| \to 0 \quad \text{as} \quad n \to \infty.
\]

**Proof.** Note that
\[
a_j EY_j k(\|x-X_j\|/a_j) = \int_{\mathbb{R}^p} h(x-a_nv) k(v) dv
\]
which is uniformly bounded (since \( h \) is). In view of Lemma A, the lemma will be established if we can show that
\[
\sup_{x \in \mathbb{R}^p} \left| E\hat{n}(x) - h(x) \right| \to 0 \quad \text{as} \quad n \to \infty.
\]

Now, for a given \( \delta > 0 \), partition \( \mathbb{R}^p = A \cup A^c \), where
\[
A = \{ u : \|u\| \leq \delta \} = \{ v : \|v\| \leq \delta/a_n \}.
\]

Then the left-hand side of (2.9) is equal to
\[
\sup_{x \in \mathbb{R}^p} \int_{\mathbb{R}^p} \left| h(x-a_nv) - h(x) \right| k(v) dv \leq \sup_{x \in \mathbb{R}^p} \left( \int_A + \int_{A^c} \right)
\]
\[
\leq \sup_{x \in \mathbb{R}^p} \sup_{u \in A} \left| h(x-u) - h(x) \right| + a_n \delta \sup_{v \in A} \left| v \right| k(v) \sup_{x \in \mathbb{R}^p} \left\{ \int_{A^c} \left| h(x-a_nv) \right| dv + \left| h(x) \right| \int_{A^c} dv \right\}.
\]

Since \( a_n \to 0 \), \( \delta/a_n \to \infty \) (i.e., \( A^c \to \phi \)) as \( n \to \infty \), the fact that \( h \) is uniformly bounded together with Condition (1.2) implies that both terms in the braces of the last expression converge to 0 as \( n \) tends to \( \infty \). Now, (2.9) is established by letting \( \delta \to 0 \).

**Lemma 4.** Assume that conditions of Lemma 2 hold. If \( f \) and \( h \) are bounded, if
\[
n a_n^{2p} \to \infty,
\]
and if the characteristic function of \( k \), \( \phi(t) = \int_{\mathbb{R}^p} e^{it'k(x)} dx \), is absolutely integrable and nondecreasing in the negative part and nonincreasing in the positive part for each argument, then
\[
\sup_{x \in \mathbb{R}^p} \left| \hat{h}(x) - h(x) \right| \to 0,
\]
in probability, as \( n \to \infty \).

**Proof.** The proof is similar to that of Theorem 4 of Yamato (1971). From Lemma 3 it suffices to show that
\[
\sup_{x \in \mathbb{R}^p} \left| \hat{h}(x) - E\hat{h}(x) \right| \to 0,
\]
in probability, as \( n \to \infty \). Since \( \phi(t) \) and \( k(u) \) are absolutely integrable, we have
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\[ h(x) = \frac{1}{(2\pi)^p} \int_{R^p} e^{-\alpha^T x} \phi(t) \, dt , \]

\[ \hat{h}(x) = \frac{1}{(2\pi)^p} \int_{R^p} \left[ \frac{1}{n} \sum_{j=1}^{n} Y_j e^{\alpha^T x_j} \phi(a_j t) \right] e^{-\alpha^T x} \, dt \]

and

\[ E\hat{h}(x) = \frac{1}{(2\pi)^p} \int_{R^p} \left[ \frac{1}{n} \sum_{j=1}^{n} \phi(a_j t) \right] \phi(t) e^{-\alpha^T x} \, dt \]

where \( \phi(t) \) is the Fourier transform of \( h(x) \). Hence

\[ E\left[ \sup_{x \in R^p} |\hat{h}(x) - E\hat{h}(x)| \right] \]

\[ \leq \frac{1}{(2\pi)^p} E \int_{R^p} \left| \frac{1}{n} \sum_{j=1}^{n} \{ Y_j e^{\alpha^T x_j} - \phi(t) \} \phi(a_j t) \right| \, dt \]

\[ \leq \frac{1}{(2\pi)^p} \int_{R^p} \left( \frac{1}{n^2} \sum_{j=1}^{n} \{ E [Y_j e^{\alpha^T x_j} - \phi(t)]^2 | \phi(a_j t)|^2 \} \right)^{1/2} \, dt . \]

The last expression in (2.12) follows by an application of Schwarz’s inequality. Note that, for all \( j = 1, \ldots, n \), \( E [Y_j e^{\alpha^T x_j} - \phi(t)]^2 \leq C^2 < \infty \), uniformly in \( t \). This fact together with the assumptions on \( \phi(t) \) and (2.10) implies that (2.12) is further bounded above by

\[ \frac{C}{(2\pi)^p n} \int_{R^p} |n | \phi(a_j t)|^2 | \, dt = \frac{C}{(2\pi)^p (n \alpha^T x)^{1/2}} \int_{R^p} |\phi(u)| \, du , \]

which converges to 0 as \( n \) tends to \( \infty \). The Assertion (2.11) follows by an application of Markov’s inequality.

The weak uniform consistency of \( \hat{m}(x) \) is established in the following:

**THEOREM 3.** Assume that conditions of Lemma 4 hold. Let \( B \) be a proper closed subset of \( R^p \) such that \( \inf_{x \in B} f(x) = \mu > 0 \) and \( \sup_{x \in B} |m(x)| = \nu < \infty \). Then

\[ \sup_{x \in B} |\hat{m}(x) - m(x)| \rightarrow 0 . \]

in probability, as \( n \rightarrow \infty \).

**PROOF.** Note that, for all \( n \) sufficiently large, we have

\[ \sup_{x \in B} |\hat{m}(x) - m(x)| \leq \sup_{x \in B} \left| \frac{\hat{h}(x)}{f(x)} - \frac{h(x)}{f(x)} \right| + \sup_{x \in B} \left| \frac{h(x)}{f(x)} - \frac{h(x)}{f(x)} \right| \]

\[ \leq \frac{1}{\inf_{x \in B} f(x)} \left[ \sup_{x \in B} |\hat{h}(x) - h(x)| + \sup_{x \in B} |m(x)| \sup_{x \in B} |f(x) - f(x)| \right] . \]

It is known that, (see Yamato (1971), Theorem 4) under the assumptions of the theorem,

\[ \sup_{x \in R^p} |\hat{f}(x) - f(x)| \rightarrow 0 , \]

in probability, as \( n \rightarrow \infty \). This implies that

\[ \inf_{x \in B} \hat{f}(x) \geq \mu - \varepsilon > 0 . \]

Thus, for all \( n \) sufficiently large, we have
\begin{equation}
\sup_{x \in B} |\hat{m}(x) - m(x)| \leq \frac{1}{\mu - \epsilon} \left( \sup_{x \in B} |\hat{h}(x) - h(x)| + \nu \sup_{x \in B} |\tilde{f}(x) - f(x)| \right),
\end{equation}

which converges to 0, in probability, as \( n \to \infty \), by Lemma 4 and (2.13).

To prove the strong uniform consistency of \( \hat{m}(x) \) over the subset \( B \) as defined in Theorem 3, in view of Inequality (2.14), it is sufficient to establish the strong uniform consistency for \( \hat{f}(x) \) and \( \hat{h}(x) \). The result is stated here without proof.

**Theorem 4.** Let \( B \) be a proper closed subset of \( \mathbb{R}^p \) such that \( \inf_{x \in B} f(x) = \mu > 0 \) and \( \sup_{x \in B} |m(x)| = \nu < \infty \). If, under some regularity conditions,

\begin{equation}
\sup_{x \in B} |\hat{f}(x) - f(x)| \to 0, \quad w. p. 1,
\end{equation}

and

\begin{equation}
\sup_{x \in B} |\hat{h}(x) - h(x)| \to 0, \quad w. p. 1,
\end{equation}

as \( n \to \infty \), then

\begin{equation}
\sup_{x \in B} |\hat{m}(x) - m(x)| \to 0, \quad w. p. 1,
\end{equation}

as \( n \to \infty \).

**Remark.** Davies (1973) showed under the assumptions that \( k(u) \) satisfies Conditions (1.1) and (1.2), that \( \varphi(t) = \int_{\mathbb{R}^p} e^{it \cdot k(x)} dx \) is absolutely integrable, and that \( \{a_n\} \) satisfies (1.3) and the following conditions,

\begin{equation}
\alpha_n \alpha_n^{1/4} \to 1 \quad \text{and} \quad na_n^{-2p} \to \infty, \quad \text{as} \quad n \to \infty,
\end{equation}

\begin{equation}
\sum_{n=1}^{\infty} (na_n^p)^{-2} < \infty, \quad \text{and}
\end{equation}

\begin{equation}
\sum_{n=1}^{\infty} (na_n^{2p-1})^{-1} (a_n^{1/4} - a_n^{-1}) < \infty.
\end{equation}

Then, if \( f \) is uniformly continuous on \( B \), (2.15) holds. It is observed that if, in addition to the above assumptions, \( Y \) is bounded and \( h \) is uniformly continuous on \( B \) with absolutely integrable Fourier transform, then (2.16) also holds. This can be shown using Davies' arguments.

### 3. Joint asymptotic distribution of the regression estimate at a finite number of distinct points.

Let \( x_1, \ldots, x_q \) be \( q \) distinct points of \( f(x) \) in \( \mathbb{R}^p \). Under some regularity conditions the joint asymptotic distribution of the random vector \( [\hat{m}(x_1), \ldots, \hat{m}(x_q)] \) will be derived. Though the theorem is proved only for the special case when \( q = 2 \), it is clear that the method of proof remains valid in the more general case. The results presented in this section are generalizations over those of Schuster (1972) since (i) \( m(x) \) is now a multiple regression and (ii) \( \hat{m}(x) \) is a sequential estimate. Though the proofs bear some resemblance to those of Schuster (1972), there are major differences which need to be clarified. To simplify the presentation we will follow the same procedures and define similar notation as those in Schuster. For \( j=1, \ldots, n \), \( s=1, 2 \),
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let

\[ U_j(x_s) = a_j^p k[(x_s - X_j)/a_j] , \quad U_j(x_s) = a_j^p [U_j(x_s) - EU_j(x_s)] \]

\[ V_j(x_s) = Y_j U_j(x_s) \quad \quad V_j(x_s) = a_j^p [V_j(x_s) - EV_j(x_s)] \]

\[ \tilde{U}_n(x_s) = \sum_{j=1}^{J} U_j(x_s) \quad \quad \tilde{V}_n(x_s) = \sum_{j=1}^{J} V_j(x_s) \]

\[ W_j = [U_j(x_1), U_j(x_2), V_j(x_1), V_j(x_2)]', \]

and

\[ n^{1/2} Z_n = [\tilde{U}_n(x_1), \tilde{U}_n(x_2), \tilde{V}_n(x_1), \tilde{V}_n(x_2)]'. \]

We will establish the asymptotic normality of \( Z_n \) by showing that

\[ \frac{\sum_{j=1}^{J} E(C' W_j)^2}{n^{1/2} \text{Var}(C' Z_n)^{1/2}} = o(1) , \]

for any real vector \( C = (c_1, c_2, d_1, d_2)' \) in \( R^4 \). (See, Loève (1963), page 275). To evaluate the denominator of (3.1), write

\[ \sigma_n^2 = \text{Var}(C' Z_n) \]

\[ = \frac{1}{n} \left\{ c_1^2 \text{Var} \tilde{U}_n(x_1) + c_2^2 \text{Var} \tilde{U}_n(x_2) + d_1^2 \text{Var} \tilde{V}_n(x_1) + d_2^2 \text{Var} \tilde{V}_n(x_2) \right\} \]

\[ + 2c_1c_2 \text{cov} \left[ \tilde{U}_n(x_1), \tilde{U}_n(x_2) \right] + 2c_1d_1 \text{cov} \left[ \tilde{U}_n(x_1), \tilde{V}_n(x_1) \right] \]

\[ + 2c_2d_2 \text{cov} \left[ \tilde{U}_n(x_2), \tilde{V}_n(x_2) \right] + 2c_1d_2 \text{cov} \left[ \tilde{U}_n(x_1), \tilde{V}_n(x_2) \right] + 2c_2d_1 \text{cov} \left[ \tilde{U}_n(x_2), \tilde{V}_n(x_1) \right] \]

The above variances and covariances can be evaluated under the assumptions that

\[ \frac{\partial f}{\partial x_i}, \frac{\partial h}{\partial x_i}, \frac{\partial g}{\partial x_i} \quad (i=1, \cdots, p) \quad \text{exist and bounded, and} \]

\[ \int_{R^p} u k(u) du = 0, \quad \int_{R^p} \| u \|^2 k(u) du < \infty. \]

They turn out to be as follows: For \( s=1, 2, \)

\[ \frac{1}{n} \text{Var} \tilde{U}_n(x_s) = f(x_s) \int_{R^p} k^2(u) du + O(a_n), \]

\[ \frac{1}{n} \text{Var} \tilde{V}_n(x_s) = g(x_s) \int_{R^p} k^2(u) du + O(a_n), \]

\[ \frac{1}{n} \text{cov} \left[ \tilde{U}_n(x_s), \tilde{V}_n(x_s) \right] = h(x_s) \int_{R^p} k^2(u) du + O(a_n), \]

\[ \frac{1}{n} \text{cov} \left[ \tilde{U}_n(x_s), \tilde{U}_n(x_z) \right] = O(a_n), \]

\[ \frac{1}{n} \text{cov} \left[ \tilde{U}_n(x_s), \tilde{V}_n(x_z) \right] = O(a_n), \]

\[ \frac{1}{n} \text{cov} \left[ \tilde{V}_n(x_s), \tilde{V}_n(x_z) \right] = O(a_n). \]
We will sketch the proofs for (3.4) and (3.5). For (3.4) note that

\[
\left| \text{Var } U_j(x) - f(x) \int k^2(u) \, du \right|
\]

\[
\leq \int |f(x-a_j,u) - f(x)| \, k^2(u) \, du + a_j^2 \left[ \int f(x-a_j,u) k(u) \, du \right]^2
\]

\[
= O(a_j) + O(a_j^2) = O(a_j).
\]

Then

\[
\frac{1}{n} \text{Var } \tilde{U}_n(x) - f(x) \int k^2(u) \, du
\]

\[
\leq \frac{1}{n} \sum_{j=1}^{n} \left| \text{Var } U_j(x) - f(x) \int k^2(u) \, du \right| = O(\eta_n),
\]

where

\[
(3.6) \quad \eta_n = \frac{1}{n} \sum_{j=1}^{n} a_j.
\]

It follows from Lemma A that \( a_n \to 0 \) implies \( \eta_n \to 0 \) but not conversely. Therefore \( O(\eta_n) \leq O(a_n) \), verifying (3.4). As for (3.5), note that, for \( x_1 \neq x_2 \),

\[
| a_j^2 \text{cov } [U_j(x_1), V_j(x_2)] |
\]

\[
\leq a_j^2 \left[ a_j^{-2n} Y_j k\left( \frac{x_1 - u}{a_j} \right) k\left( \frac{x_2 - u}{a_j} \right) f(u) \, du \right]
\]

\[
- \int a_j^{-p} k\left( \frac{x_1 - u}{a_j} \right) f(u) \, du \int a_j^{-p} Y_j k\left( \frac{x_2 - u}{a_j} \right) f(u) \, du
\]

\[
\leq \left| \int k(v) k\left( \frac{x_1 - x_2}{a_j} + v \right) h(x_1 - a_j v) \, dv \right|
\]

\[
+ a_j^2 \left| \int k(v) f(x_1 - a_j v) \, dv \int k(v) h(x_2 - a_j v) \, dv \right|
\]

\[
= \left| \int k(v) k\left( \frac{x_1 - x_2}{a_j} + v \right) h(x_1 - a_j v) \, dv \right| + O(a_j^2).
\]

It will be shown that the first term of the last expression converges to 0 as \( a_j \to 0 \), i.e.,

\[
(3.7) \quad a_j^{-1} \left| \int_{R^p} k(v) k\left( \frac{x_1 - x_2}{a_j} + v \right) h(x_1 - a_j v) \, dv \right| = o(1).
\]

Assume that

\[
\sup_{x \in R^p} |h(x)| \leq \sup_{y \in R^p} E(\|Y\| \mid x) < \infty,
\]

(which is implied by the assumption that \( E(\|Y\|^2 \mid x) < \infty \) for all \( x \in R^p \)). Then the integrand in (3.7) is bounded above by \( k(v) \cdot \sup_{y \in R^p} k(y) \cdot \sup_{x \in R^p} |h(x)| \) which, of course, is integrable. Thus, by the Lebesgue Dominated Convergence Theorem, the quantity in (3.7) converges to

\[
|h(x_2)| \int_{R^p} k(v) \lim_{a_j \to 0} a_j^{-1} k\left( \frac{x_1 - x_2}{a_j} + v \right) \, dv = 0
\]

due to Condition (1.2). This establishes (3.7). Now
\[ \frac{1}{n} \left| \text{cov} \left[ \hat{U}_n(x_1), \hat{V}_n(x_2) \right] \right| \leq \frac{1}{n} \sum_{j=1}^{n} a_j \left| \text{cov} \left[ U_j(x_1), V_j(x_2) \right] \right| \\
= \frac{1}{n} \sum_{j=1}^{n} O(a_j) = O(\eta_n), \]

where \( \eta_n \) is given by (3.6). It is clear \( O(\eta_n) \leq O(n) \), establishing (3.5). Hence,

\[ \sigma_n^2 = \int_{R^p} k^*(u) du \sum_{j=1}^{2} \left[ c_j^* f(x_j) + d_j g(x_j) + 2c_j d_j h(x_j) \right] + O(n) . \]

To evaluate the numerator on the left hand side of (3.1), put \( \rho_{n,j} = n^{-3/2} E |C^j W_j|^3 \) and \( \rho_n = \sum_{j=1}^{n} \rho_{n,j} \) so that

\[ \rho_n^2 \leq 16n^{-3/2} \sum_{j=1}^{n} \left( |c_1|^3 E |U_j(x_1)|^3 + |c_2|^3 E |U_j(x_2)|^3 \right) \]

\[ + |d_1|^3 E |V_j(x_1)|^3 + |d_2|^3 E |V_j(x_2)|^3 \]

\[ \leq 16n^{-3/2} \left( |c_1|^3 + |c_2|^3 + |d_1|^3 + |d_2|^3 \right) \max_{j=1,2} \left[ E |U_j(x_1)|^3, E |V_j(x_2)|^3 \right] . \]

However, for \( s=1, 2 \), and all \( j \) sufficiently large, we have

\[ E |U_j(x_s)|^3 \approx a_j^{-3/2} E \left| k \left( \frac{x_s - X_j}{a_j} \right) \right|^3 \]

\[ = a_j^{-3/2} \left| \int_{R^p} k^*(u) f(x_s - a_j u) du \right| \]

\[ = O(a_j^{-3/2}) , \]

and

\[ E |V_j(x_s)|^3 \approx a_j^{-3/2} \left| \int_{R^p} k^*(u) h^*(x_s - a_j u) du \right| = O(a_j^{-3/2}) , \]

provided that

\[ h^*(x) = E(Y^3 | X=x) \cdot f(x) < \infty \]

for all \( x \in R^p \). Therefore,

\[ \rho_n^2 \leq 16n^{-3/2} \sum_{j=1}^{n} O(a_j^{-3/2}) \]

\[ = O \left( \frac{1}{n} \sum_{j=1}^{n} (na_j)^{-1/2} \right) \leq O((na^2)^{-1}) , \]

by an application of Lemma A. Thus \( \rho_n \to 0 \) as \( n \to \infty \) provided that Condition (1.3) holds. Therefore \( \rho_n / a_n \to 0 \) as \( n \to \infty \) for any \( C \neq 0 \), establishing (3.1). We have proved the following result:

**Lemma 5.** Suppose that \( k \) satisfies Conditions (1.1), (1.2), and (3.3). Assume that \( E(Y^3 | X=x) \to 0 \) for all \( x \in R^p \) and that (3.2) holds. If \( x_i \neq x_n \), \( f(x_i) > 0 \), \( s=1, 2 \), then \( Z_n \) is asymptotically normally distributed with mean vector \( \theta \in R^4 \) and covariance matrix

\[ \Gamma = \int_{R^p} k^*(u) du \]

\[ \begin{bmatrix}
 f(x_1) & h(x_1) & 0 & 0 \\
 h(x_1) & g(x_1) & 0 & 0 \\
 0 & 0 & f(x_2) & h(x_2) \\
 0 & 0 & h(x_2) & g(x_2)
\end{bmatrix} . \]
The next lemma gives a set of sufficient conditions on \( f, h, \) and \( a_n \) such that \( E\hat{f}(x) \) and \( E\hat{h}(x) \) in \( Z_n \) may be replaced by \( f(x) \) and \( h(x) \), respectively.

**Lemma 6.** Suppose that assumptions of Lemma 5 hold. If Condition (1.4) holds and if \( \partial^2 f/\partial x_i \partial x_j, \partial^2 h/\partial x_i \partial x_j \) \((i, j = 1, \ldots, p)\) exist and are bounded, then

\[
Z_n = n^{-1/2} \sum_{j=1}^{n} a_j^{\beta/2} \left[ U_j(x) - f(x), V_j(x) - h(x) \right],
\]

has the same joint asymptotic normal distribution as that of \( Z_n \).

**Proof.** It suffices to show that the \( i \)-th component of \( Z_n \) has the same limiting marginal distribution as that of the \( i \)-th component of \( Z_n \) for \( i = 1, 2, 3, 4 \). Since

\[
Z_i - Z_i^* = n^{-1/2} \sum_{j=1}^{n} a_j^{\beta/2} B_i
\]

where \( B_j = (b_{1j}, b_{2j}, b_{3j}, b_{4j})' \) with

\[
b_{1j} = f(x_j) - EU(x_j), \quad b_{2j} = h(x_j) - EV(x_j),
\]

the lemma will be proved if we can show that

\[
(n a_j)^{\beta/2} \left| b_{ij} \right| = O(a_j^2)
\]

for \( i = 1, \ldots, 4 \). But, by the Taylor expansion of \( f(x, a_j u) \) about \( x_i \), and the asymptotic (3.3), we have

\[
\left| b_{ij} \right| = \left| \int_{R^p} \left[ f(x_j) - f(x_j) - a_j u \right] k(u) du \right| \leq O(a_j^2).
\]

Similarly, \( |b_{ij}| = O(a_j^2) \) for \( i = 2, 3, 4 \). Now, applying Lemma A, we have

\[
\frac{1}{n} \sum_{j=1}^{n} (na_j^\beta)^{\beta/2} |b_{ij}| = \frac{1}{n} \sum_{j=1}^{n} O((na_j^\beta)^{\beta/2}),
\]

which converges to 0 by (1.4) and Lemma A. \( \square \)

Now we are in a position to state the main theorem of this section, whose proof follows directly from Lemmas 5 and 6 along with Theorem (ii) of Rao (1965, page 321).

**Theorem 5.** Suppose that \( k \) satisfies Conditions (1.1), (1.2) and (3.3). Let \( \partial f/\partial x_i, \partial h/\partial x_i, \partial g/\partial x_i, \partial^2 f/\partial x_i \partial x_j, \partial^2 h/\partial x_i \partial x_j \) \((i, j = 1, \ldots, p)\) all exist and be bounded. Let \( \{a_n\} \) satisfy (1.3) and (1.4). If \( x_i \neq x_j, f(x_i) > 0 \) \((i \neq j = 1, \ldots, q)\), then

\[
(n a_j^\beta)^{\beta/2} \left[ \hat{m}(x_j) - m(x_j), \ldots, \hat{m}(x_q) - m(x_q) \right]
\]

is asymptotically normally distributed with mean vector \( \theta \in R^q \) and diagonal covariance matrix \( \Sigma = (a_{ij}) \) where \( a_{ii} = \text{Var}(Y|X=x_i) \int_{R^p} k^2(u) du / f(x_i) \), \( i = 1, \ldots, q \).

**Remarks.** 1. To the best of our knowledge the joint asymptotic distribution of \( \left[ m_n(x_1), \ldots, m_n(x_q) \right] \) is not documented in the literature, where \( m_n(x) \) is the non-sequential estimate given by (1.8). However, it can be shown that, under the assumptions of Theorem 1, \( m_n(x) \to m(x) \), in probability as \( n \to \infty \). This implies that \( \hat{m}(x) \) and
$m_n(x)$ have the same limiting distribution. Therefore, the random vector $[\hat{m}_n(x_1), \cdots, \hat{m}_n(x_p)]$ has the same limiting distribution as that of $[\hat{m}(x_1), \cdots, \hat{m}(x_p)]$.

2. Conditions on the sequence $\{a_n\}$ imposed in Theorem 5 when $p=1$ agree with those of Schuster (1972) except Condition (1.3). For $p=1$, Condition (1.3) reduces to $\frac{\sigma_n^2}{n} \to \infty$, as $n \to \infty$. Instead of this, Schuster has $\frac{\sigma_n}{\sqrt{n}} \to \infty$, as $n \to \infty$. This is mainly due to different assumptions on the moment of $|Y|^p$. Schuster assumes that $E|Y|^p < \infty$, while we assume $E|Y|^p |X=x| < \infty$ for all $x \in \mathbb{R}^p$. Had we assumed $E|Y|^p < \infty$, Condition (1.3) would have been

$$n\sigma_n^p \to \infty, \quad \text{as } n \to \infty.$$  

However, there is no such $\{a_n\}$ that satisfies both Conditions (3.10) and (1.4) except for $p=1$.
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