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§ 1. Introduction.

This paper is devoted to present the necessary and sufficient conditions for the optimal solution to nonlinear programming in Banach spaces which are analogous to those given in the previous papers [8] and [10]. Indeed, we shall treat the following nonlinear programming problem \((P_o):\) Minimize \(f(x)\) subject to \(x \in A\) and \(g(x) \in B\), where \(f(x)\) is a real valued function defined over a real Banach space \(X\), \(A\) is a quasi-convex subset of \(X\), \(g(x)\) is a function from \(X\) into a real Banach space \(Y\), and \(B\) is a closed convex set with non-empty interior in \(Y\). In contrast with the previous paper [8], the locally relatively convex set is replaced by the quasi-convex set, which is closely related to that introduced in [2], and the closed convex cone is replaced by the closed convex set. We also consider the case where the regularity assumption is set up. We shall apply these arguments to the optimal control problems with restricted phase coordinates. Then, the necessary and sufficient conditions for a trajectory to be an optimal solution to the control problem are obtained. There are many varieties of necessary conditions and sufficient conditions, separately, but there are only a few necessary and sufficient conditions. In the methods using the theory of functional analysis, there are necessary conditions, for example, see [5], [6] and [7], and sufficient conditions, for example, see [4].

In Section 2, we shall give basic definitions and preliminary results, in particular, the properties of the quasi-convex set. We shall present nonlinear programming problem \((P_o)\) and describe the conditions which the optimal solution must satisfy, in Section 3. We also discuss about the regularity assumptions, under which necessary and sufficient conditions are derived in Theorem 3.4. In Section 4, we shall consider the optimal control problems with restricted phase coordinates, and show that these control problems fall under the category of nonlinear programming problem \((P_o)\) and that, under some regularity assumptions, necessary and sufficient conditions are obtained.

§ 2. Preliminaries.

In this section, we shall introduce the notations, definitions and some preliminary results. Some notations and definitions are the same as those given in [8].

Let $X$ be a real linear topological space, $A$ a non-empty subset of $X$ and $x \in A$.

**Definition 2.1.** (Varaiya [12]). The intersection of all closed cones containing the set $A-x = \{ a-x | a \in A \}$ is called the closed cone of $A$ at $x$. We shall denote it by $C(A, x)$.

**Definition 2.2.** The intersection of all closed convex cones containing the set $A-x$ is called the closed convex cone of $A$ at $x$. We shall denote it by $CC(A, x)$.

**Definition 2.3.** (Varaiya [12]). The set $LC(A, x)$ defined by

$$ LC(A, x) = \bigcap_{N \in \mathfrak{N}(x)} C(A \cap N, x) $$

where $\mathfrak{N}(x)$ is the class of all neighborhoods of $x$, is called the local closed cone of $A$ at $x$.

**Definition 2.4.** The set $P(A, x)$ defined by

$$ P(A, x) = \bigcap_{N \in \mathfrak{N}(x)} CC(A \cap N, x) $$

is called the local closed convex cone of $A$ at $x$.

**Definition 2.5.** The set $A$ is called a pseudo-cone with vertex at $x$ if

$$ x-x \in LC(A, x) \quad \text{for all} \quad x \in A. $$

**Definition 2.6.** The set $A$ is called a quasi-convex set if $\text{co}(A) \subseteq \bar{A}$.

**Lemma 2.1.** Let $X$ be a topological space, $N$ an open set in $X$ and $A$ an arbitrary set in $X$. Then, it is valid that $A \cap N = \bar{A} \cap N$.

**Proof.** Immediate. Q.E.D.

**Lemma 2.2.** Let $X$ be a linear topological space, $A$ an arbitrary set in $X$ which contains $x$. Then, it is valid that

$$ LC(A, x) = LC(\bar{A}, x) $$

**Proof.** This follows from Lemma 2.1. Q.E.D.

**Lemma 2.3.** Let $X$ be a locally convex linear topological space and let $A$ be a set in $X$ which contains $x$. If $A$ is convex, then it is true that

$$ P(A, x) = LC(A, x) = C(A, x) $$

**Proof.** Since

$$ \text{cone}(A \cap N-x) = \text{cone}(A-x), $$

for every neighborhood $N$ of $x$, the assertion of Lemma 2.3 is easily verified. Q.E.D.

**Lemma 2.4.** Let $X$ be a locally convex linear topological space and let $A$ be a quasi-convex set in $X$. Then, for each $x \in A$, we have

$$ P(A, x) = LC(A, x) = C(A, x). $$

**Proof.** This follows from Lemmas 2.2 and 2.3. Q.E.D.
Let $X$ be a linear topological space. If $A$ is a quasi-convex set in $X$, then it is a pseudo-cone with vertex at every point in $A$.

**Proof.** This follows from Lemma 2.4. Q.E.D.

§ 3. Nonlinear programming in Banach spaces.

In this section, we shall present nonlinear programming in Banach spaces which is one of generalizations of Theorem 3.3 in [8].

**Definition 3.1.** (Neustadt [5]). The function $f$ from an open domain $D$ in a linear topological space $X$ into a linear topological space $Y$ is called differentiable at $\bar{x} \in D$ in the sense of Neustadt if to every $x \in X$ there corresponds a vector $f'_2(x) \in Y$ such that

$$
\frac{f(\bar{x} + \varepsilon y) - f(\bar{x})}{\varepsilon} \xrightarrow{\varepsilon \to 0} f'_2(x).
$$

**Definition 3.2.** Let $X$ and $Y$ be linear topological spaces, $B$ a closed convex cone with vertex at the origin in $Y$, $A$ a convex set in $X$, and $h$ a function from $A$ into $Y$. Then, $h$ is called to be $B$-convex if

$$
|h(\alpha x_1 + \beta x_2) - \alpha h(x_1) - \beta h(x_2)| \leq B,
$$

whenever $0 \leq \alpha, \beta \leq 1$, $\alpha + \beta = 1$, and $x_1, x_2 \in A$.

**Lemma 3.1.** Let $Y$ be a Banach space and $B$ a convex set having a non-empty interior in $Y$. Then, it is valid that

$$(3.1) C(B, \bar{y}) = \text{cone} \left( \text{int} (B - \bar{y}) \right),$$

where $\bar{y} \in B$. Furthermore, we have

$$(3.2) \text{int} C(B, \bar{y}) = \text{cone} \left( \text{int} (B - \bar{y}) \right).$$

**Proof.** It is clear that

$$\text{cone} \left( \text{int} (B - \bar{y}) \right) \subseteq C(B, \bar{y}).$$

To show the contradiction, assume that there exists a vector $z \in C(B, \bar{y})$ such that

$$(3.3) z \notin \text{cone} \left( \text{int} (B - \bar{y}) \right).$$

By virtue of Lemma 2.1 in [8] and Lemma 2.3, there are a sequence of positive numbers $\{\lambda_n\}$ and a sequence of vectors $\{y_n\} \subseteq B$ such that

$$y_n \to \bar{y}, \quad \lambda_n (y_n - \bar{y}) \to z \quad \text{as} \quad n \to \infty.$$

There is a vector $y_0 \in \text{int} B$. Since $B$ is convex, and since $\lambda_n \geq 1$ for sufficiently large $n$, there is a positive integer $M$ such that

$$w_n = \left(1 - \frac{1}{n\lambda_n}\right)y_n + \frac{1}{n\lambda_n}y_0 \in \text{int} B \quad \text{for all} \quad n \geq M.$$

We then have

$$\|w_n - \bar{y})\| \leq \|y_n - \bar{y}\| + \frac{1}{n\lambda_n}\|y_0 - y_n\| \to 0 \quad \text{as} \quad n \to \infty.$$
and

\[ \| \lambda_n(w_n-y) - z \| \leq \| \lambda_n(y_n - y) - z \| + \frac{1}{n} \| y_n - y \| \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty. \]

Hence, we have

\[ z \in \overline{\text{cone} (\text{int} (B-y))}, \]

which contradicts to (3.3). Consequently, the equality (3.1) holds.

Next, we shall show that the equality (3.2) holds. It follows from (3.1) that

\[ \text{int} C(B, y) = \text{int} \left( \overline{\text{cone} (\text{int} (B-y))} \right) \]

\[ = \text{int} \left( \overline{\text{cone} (\text{int} (B-y))} \right) \]

\[ = \overline{\text{cone} (\text{int} (B-y))}. \]

Q. E. D.

Now, we shall consider the following nonlinear programming problem in Banach spaces. Let \( X \) and \( Y \) be Banach spaces, \( A \) a quasi-convex set in \( X \), \( B \) a closed convex set in \( Y \) having a non-empty interior, \( f \) a real valued function defined over \( X \), and \( g \) a function from \( X \) into \( Y \).

PROBLEM (P_0): Find a vector \( \bar{x} \in A \) which minimizes \( f(x) \) subject to \( x \in A \) and \( g(x) \in B \).

THEOREM 3.1. Let \( \bar{x} \in A \) be an optimal solution to the problem (P_0). Assume that

(a) \( A \) is a quasi-convex set,
(b) \( f \) and \( g \) are differentiable at \( \bar{x} \) in the sense of Neustadt, the differential \( f_\bar{x}(x) \)

is convex continuous in \( x \in X \) and the differential \( g_\bar{x}(x) \) is \( C(B, g(\bar{x})) \)-convex continuous in \( x \in X \).

Then, there exist a real number \( \bar{\eta} \) and a linear continuous functional \( \bar{y}^* \in Y^* \), not both zero, such that

\[ \bar{\eta} \geq 0, \]

\[ \bar{y}^*(b) \leq \bar{y}^*(g(\bar{x})) \quad \text{for all} \quad b \in B, \]

\[ g(\bar{x}) \in B, \]

\[ \bar{\eta}f_\bar{x}(x) + \bar{y}^*(g_\bar{x}(x)) \geq 0 \quad \text{for all} \quad x \in P(A, \bar{x}). \]

PROOF. Let \( E \) be the set in \( Y \times R^1 \) defined by

\[ E = \{(g_\bar{x}(x), f_\bar{x}(x)) - (b, r) \in Y \times R^1 | x \in P(A, \bar{x}), b \in C(B, g(\bar{x})), r \leq 0 \}. \]

Then, the set \( E \) is convex. Let \( \tilde{B} \) be the set in \( Y \times R^1 \) defined by

\[ \tilde{B} = \text{int} C(B, g(\bar{x})) \times \{ r \in R^1 | r < 0 \}. \]

It is then valid that \( \tilde{B} \) is an open convex cone in \( Y \times R^1 \). To show the contradiction, assume that there is a vector \( (y, \alpha) \in Y \times R^1 \) such that \( (y, \alpha) \in E \cap \tilde{B} \). Then, there exist a vector \( b_1 \in \text{int} C(B, g(\bar{x})) \), a vector \( b_2 \in C(B, g(\bar{x})) \) and a vector \( x \in P(A, \bar{x}) \) such that

\[ g_\bar{x}(x) = b_1 + b_2, \]

\[ f_\bar{x}(x) \leq f_\bar{x}(x) - r = \alpha < 0. \]
It follows from Lemma 3.1 in [6] and (3.8) that
\[ g_\alpha(x) \in \text{int} C(B, g(\bar{x})). \]

It is true, by virtue of Lemma 3.1, that there exist a positive real number \( \mu \) and a vector \( b_\alpha \in \text{int} B \) such that
\[ g_\alpha(x) = \mu(b_\alpha - g(\bar{x})). \]

Since \( x \in P(A, \bar{x}) \), it follows from Lemma 2.2 in [8] that there exist a sequence of positive numbers \( \{\lambda_n\} \), a sequence of positive integers \( \{m_n\} \), a sequence of vectors \( \langle \alpha_{n1}, \cdots, \alpha_{nm_n} \rangle \in \mathbb{P}^{m_n} \) and a sequence of vectors \( \{x_{ni}\}_{i=1}^{m_n} \subseteq A \) such that
\[ x_{ni} \longrightarrow \bar{x}, \quad \lambda_n \left( \sum_{i=1}^{m_n} \alpha_{nix_i} - \bar{x} \right) \longrightarrow x \quad \text{as} \quad n \to \infty. \]

For a neighborhood \( U(b_\alpha) \) of \( b_\alpha \) satisfying \( U(b_\alpha) \subseteq \text{int} B \), there is a positive integer \( M_1 \) such that
\[ g_i \left( \sum_{i=1}^{m_n} \alpha_{nix_i} \right) \subseteq \frac{\mu}{\lambda_n} U(b_\alpha) + \left( 1 - \frac{\mu}{\lambda_n} \right) g(\bar{x}). \]

Moreover, there is a positive integer \( M_2 \geq M_1 \) such that \( \lambda_n > \mu \) for all \( n \geq M_2 \). Since \( B \) is convex, we have
\[ \sum_{i=1}^{m_n} \alpha_{nix_i} \in \text{co}(A) \cap \text{int} g^{-1}(B) \quad \text{for all} \quad n \geq M_2. \]

Therefore, it is valid that
\[ x \in \text{LC}(\text{co}(A) \cap \text{int} g^{-1}(B), \bar{x}). \]

Since \( A \) is quasi-convex, it follows from Lemma 2.1 that we have
\[ \text{LC}(\text{co}(A) \cap \text{int} g^{-1}(B), \bar{x}) = \text{LC}(A \cap \text{int} g^{-1}(B), \bar{x}). \]

It is then true, on the basis of Theorem 3.2 in [8], that \( f_\alpha(x) \geq 0 \), which contradicts to (3.9).

Consequently, we conclude that the sets \( E \) and \( \tilde{B} \) are disjoint, and hence it follows from the separation theorem (see [1]) that there exist a real number \( \eta \) and a linear continuous functional \( \eta^* \in Y^* \) not both zero, such that
\[ \eta^*(y_i) + \eta \alpha_i \leq 0 \leq \eta^*(g_\alpha(x) - b) + \eta(f_\alpha(x) - r) \]
for all \( y_i \in \text{int} C(B, g(\bar{x})) \), all \( \alpha_i < 0 \), all \( x \in P(A, \bar{x}), \) all \( b \in C(B, g(\bar{x})) \) and all \( r \leq 0 \).

If we set \( x=0 \) and \( b=0 \) in (3.10), it is clear that (3.4) holds. By setting \( x=0 \) and \( r=0 \), we have
\[ \eta^*(b) \leq 0 \quad \text{for all} \quad b \in C(B, g(\bar{x})), \]
which immediately implies (3.5). At last, by setting \( b=0 \) and \( r=0 \), we obtain (3.7). Q.E.D.

**Definition 3.3.** Let \( f \) be a real valued function defined on a linear topological space \( X \). Then, for a subset \( A \) of \( X \), \( f \) is called to be **pseudo-convex over \( A \)** at \( \bar{x} \in A \)
if \( f \) is differentiable at \( \bar{x} \) in the sense of Neustadt and if
\[
\bar{x} \in A \text{ and } f_\delta(x - \bar{x}) \geq 0 \text{ imply } f(x) - f(\bar{x}) \geq 0.
\]
If \( f \) is pseudo-convex over \( A \) at each point in \( A \), the \( f \) is called to be pseudo-convex on \( A \).

**Regularity Assumption**: Let \( X \) and \( Y \) be linear topological spaces, \( A \) a subset of \( X \) which contains a vector \( \bar{x} \), \( B \) a closed convex set with non-empty interior and \( g \) a function from \( X \) into \( Y \) which is differentiable at \( \bar{x} \) in the sense of Neustadt. Then, there is a vector \( x_0 \in P(A, \bar{x}) \) such that
\[
g(\bar{x}) + g_\delta(x_0) \in \text{int } B.
\]

**Theorem 3.2**. Let all notations and hypotheses be the same as those in Theorem 3.1. Suppose that Regularity Assumption holds. If \( \bar{x} \in A \) is an optimal solution to the problem \((P_0)\), then there is a linear continuous functional \( \bar{y}^* \in Y^* \) such that
\[
(3.11) \quad \bar{y}^*(b) \leq \bar{y}^*(g(\bar{x})) \quad \text{for all } b \in B,
\]
\[
(3.12) \quad g(\bar{x}) \in B,
\]
\[
(3.13) \quad f_\delta(x) + \bar{y}^*(g_\delta(x)) \geq 0 \quad \text{for all } x \in P(A, \bar{x}).
\]

**Proof**. It follows from Theorem 3.1 that there are a real number \( \bar{y} \) and a linear continuous functional \( \bar{y}^* \in Y^* \), not both zero, such that conditions (3.4)-(3.7) hold. It suffices to show that \( \bar{y} = 0 \). To show the contradiction, suppose that \( \bar{y} = 0 \). Let the vector \( x_0 \) satisfy Regularity Assumption. By virtue of (3.5), we have
\[
\bar{y}^*(g(x_0)) \geq 0.
\]
On the other hand, (3.7) with \( \bar{y} = 0 \) implies
\[
\bar{y}^*(g_\delta(x_0)) \geq 0.
\]
Hence, we have \( \bar{y}^*(g_\delta(x_0)) = 0 \) and so
\[
(3.14) \quad \bar{y}^*(g(\bar{x}) + g_\delta(x_0)) = \bar{y}^*(g(\bar{x})).
\]
Let \( y_0 = g(\bar{x}) + g_\delta(x_0) \) and note that \( y_0 \in \text{int } B \). Then, for every \( y \in Y \) there exists a small positive number \( \varepsilon \) such that
\[
(3.15) \quad y_0 + \varepsilon y \in B \quad \text{and} \quad y_0 - \varepsilon y \in B.
\]
By virtue of (3.5), (3.14) and (3.15), we have
\[
\bar{y}^*(y) = 0 \quad \text{for all } y \in Y.
\]
This is a contradiction.

**Lemma 3.2**. Let \( X \) be a linear topological space, \( G \) a closed convex set with non-empty interior in \( X \) and \( A \) a quasi-convex set in \( X \). If \( \overline{A \cap \text{int } G} \neq \emptyset \), then the set \( A \cap G \) is non-empty and quasi-convex.

**Proof**. We first show that
\[
\overline{A \cap G} = \overline{A \cap \text{int } G}.
\]
It is clear that \( \overline{A \cap \text{int } G} \subseteq \overline{A \cap G} \). By the assumption, there is a vector \( y \in \overline{A \cap \text{int } G} \).
Then, for each $x \in \overline{A} \cap G$, we have
\[(1 - \lambda) y + \lambda x \in \overline{A} \cap \text{int} G \quad \text{for} \quad 0 \leq \lambda < 1,
\]
so that $x \in \overline{A} \cap \text{int} G$.

Therefore, we obtain
\[
\text{co}(A \cap G) \subset \text{co}(A) \cap \text{co}(G) \subset \overline{A} \cap G = \overline{A} \cap \text{int} G
\]
(by Lemma 2.1)
\[
\cap \overline{A} \cap \text{int} G = A \cap G . \quad \text{Q. E. D.}
\]

**Theorem 3.3.** Consider the problem (P0). Suppose that $A$ is a quasi-convex set, that $g$ is differentiable on $X$ in the sense of Neustadt, that $f$ is pseudo-convex on $A$, that the set $G = \{ x \in X | g(x) \in B \}$ is convex and that $\overline{A} \cap \text{int} G \neq \emptyset$. Then, if the vector $\bar{x} \in A$ satisfies the conditions (3.4)-(3.7) for some $\bar{y} \neq 0$ and some linear continuous functional $\bar{y}^* \in Y^*$, then the vector $\bar{x}$ is an optimal solution to (P0).

**Proof.** It follows from Lemma 3.2 that the set $A \cap G$ is quasi-convex and hence $A \cap G$ is a pseudo-cone with vertex at $\bar{x}$ (by Lemma 2.5). Then, by virtue of Theorem 3.4 in [8], the vector $\bar{x}$ is an optimal solution to (P0). Q. E. D.

**Theorem 3.4.** Under the same circumstances as in Theorem 3.1, suppose that the set $G = \{ x \in X | g(x) \in B \}$ is convex, that $f$ is pseudo-convex on $A \cap G$ and that $\overline{A} \cap \text{int} G \neq \emptyset$. If Regularity Assumption holds, then for the vector $\bar{x} \in A$ to be an optimal solution to the problem (P0), it is necessary and sufficient that there exists a linear continuous functional $\bar{y}^* \in Y^*$ which satisfies the conditions (3.11)-(3.13).

**Proof.** It is true, on the basis of Theorems 3.2 and 3.3, that the assertion of Theorem 3.4 holds. Q. E. D.

**Lemma 3.3.** Let $X$ and $Y$ be Banach spaces, $A$ a quasi-convex set in $X$, $B$ a closed convex cone with non-empty interior in $Y$ and $g$ a $B$-convex function from $X$ into $Y$. Then, the condition (*): There is a vector $x_0 \in A$ such that $g(x_0) \in \text{int} B$, implies Regularity Assumption.

**Proof.** We first show that
\[(3.16) \quad \text{int} C(B, g(\bar{x}))+B = \text{int} C(B, g(\bar{x})).\]

It is evident that $\text{int} C(B, g(\bar{x}))+B \supset \text{int} C(B, g(\bar{x}))$. For each vector $y \in \text{int} C(B, g(\bar{x}))+B$, there exist vectors $y_{1} \in \text{int} C(B, g(\bar{x}))$ and $y_{2} \in B$ such that $y = y_{1} + y_{2}$. It follows from (3.2) in Lemma 3.1 that there are a positive number $\gamma_{1}$ and a vector $y_{11} \in \text{int} B$ such that $y_{1} = \gamma_{1}(y_{11} - g(\bar{x}))$. Then, we have
\[y = \gamma_{1}((y_{11} + \frac{1}{\gamma_{1}} y_{2}) - g(\bar{x})).\]

Since (see Lemma 3.1 in [6])
\[y_{11} + \frac{1}{\gamma_{1}} y_{2} \in \text{int} B + B = \text{int} B ,\]

it is valid that
\[y \in \text{cone} (\text{int} (B - g(\bar{x}))) = \text{int} C(B, g(\bar{x})).\]

Now, it is true that
since \( g \) is a \( B \)-convex function. By virtue of (3.16), we have
\[
g_x(x_0 - \bar{x}) = g(x_0) - g(\bar{x}) + \left\{ g_x(x_0 - \bar{x}) - [g(x_0) - g(\bar{x})] \right\} \in \text{int} C(B, g(\bar{x})).
\]
Then, there are a positive number \( \zeta \) and a vector \( b_0 \in \text{int} B \) such that \( g_x(x_0 - \bar{x}) = \zeta(b_0 - g(\bar{x})) \). If we set \( x'_0 = \frac{1}{\zeta}(x_0 - \bar{x}) \), then \( x'_0 \in P(A, \bar{x}) \) and \( g(\bar{x}) + g_x(x'_0) = b_0 \in \text{int} B \).

**Remark:** The number \( \zeta \) in the proof of Lemma 3.3 can be taken as \( \zeta > 1 \).

### § 4. Applications to optimal control problems.

In this section, we shall describe optimal control problems as applications of Theorem 3.4. We shall derive necessary and sufficient conditions for the optimal solution.

We first consider the following optimal control problem with restricted phase coordinates in case of continuous time. Let \( I \) be a compact interval \([t_0, t_1]\), \( U \) an arbitrary set in Euclidian space \( \mathbb{R}^m \), and \( A \) an admissible control class consisting of all \( m \)-vector valued functions defined on \( I \) which are measurable and essentially bounded on \( I \), and satisfy \( u(t) \in U \) for all \( t \in I \). The dynamical system is described by
\[
\dot{x}(t) = A(t)x(t) + b(u(t), t) \quad \text{for almost all } t \in I,
\]
where \( x(t) \) is an absolutely continuous \( n \)-vector valued function on \( I \), \( A(t) \) is a continuous \( n \times n \) matrix valued function on \( I \), \( b(u, t) \) is a continuous \( n \)-vector valued function on \( U \times I \), and \( u \in U \). Let \( f^o(x, t) \) and \( g^o(x, t) \) be continuously differentiable functions on \( \mathbb{R}^n \times I \) which are convex in \( x \), and moreover, \( g^o \) is of class \( C^2 \) in \( x \). Let \( B_0 \) and \( B_1 \) be closed convex sets with non-empty interior in \( \mathbb{R}^n \). Then, consider the following problem (CP): Minimize \( \int_{t_0}^{t_1} f^o(x(t), t) \, dt \) subject to \( x \) satisfies (4.1) for some \( u \in U \), \( x(t_0) \in B_0 \), \( x(t_1) \in B_1 \), and \( g^o(x(t), t) \leq 0 \) for all \( t \in I \).

Let \( X \) be a Banach space of all continuous \( n \)-vector valued functions on \( I \) with the uniform norm. Define a subset \( H \) of \( X \) by
\[
H = \{ x \in X : x(t_0) \in R^n \}.
\]
Let \( f(x) = \int_{t_0}^{t_1} f^o(x(t), t) \, dt \) for all \( x \in X \), then \( f \) is a continuous convex function from \( X \) into \( R^1 \). Let \( Z \) be a Banach space of all continuous real valued functions on \( I \) with the uniform norm and \( D \) a closed convex cone in \( Z \) defined by
\[
D = \{ z \in Z : z(t) \leq 0 \quad \text{for all } t \in I \}.
\]
Let \( Y = R^n \times R^n \times Z \), and set
\[
g(x) = (x(t_0), x(t_1), g^o(x(t), t)) \),
then \( g \) is a continuous convex function from \( X \) into \( Y \). The control problem (CP) is now reformulated as follows: Minimize \( f(x) \) subject to \( x \in H \) and \( g(x) \in B \), where \( B = B_0 \times B_1 \times D \).
In order to apply Theorem 3.4 to the problem (CP), we must prove that the set $H$ is quasi-convex.

**Lemma 4.1.** The set $H$ defined in (4.2) is quasi-convex.

**Proof.** It suffices to show that for arbitrary two vectors $x$ and $y$ in $H$ and for any $\lambda$, $0 \leq \lambda \leq 1$,

$$\lambda x + (1-\lambda) y \in \overline{H}. \quad (4.3)$$

Let the corresponding controllers to $x$ and $y$ be $u$ and $v$ in $U$, respectively. To see (4.3), we shall show that for any positive number $\varepsilon$, there exists a vector $z \in H$ with the corresponding controller $w$ such that

$$|\lambda x(t) + (1-\lambda)y(t) - z(t)| < \varepsilon \quad \text{for all } t \in I.$$ 

If we set $z(t_0) = \lambda x(t_0) + (1-\lambda)y(t_0)$, then we have

$$|\lambda x(t) + (1-\lambda)y(t) - z(t)| \leq \int_{t_0}^{t} |A(s)| \left| \lambda x(s) + (1-\lambda)y(s) - z(s) \right| ds$$

$$+ \left| \int_{t_0}^{t} (\lambda b(u(s), s) + (1-\lambda)b(v(s), s) - b(w(s), s)) ds \right|.$$ 

It follows from Gronwall's inequality that

$$|\lambda x(t) + (1-\lambda)y(t) - z(t)| \leq \varphi(t) + \int_{t_0}^{t} A(s) \exp \left( \int_{s}^{t} A(\sigma) d\sigma \right) ds,$$

where

$$\varphi(t) = \left| \int_{t_0}^{t} (\lambda b(u(s), s) + (1-\lambda)b(v(s), s) - b(w(s), s)) ds \right|.$$ 

It is true, on the basis of Lemma 4.1 in [2], that we can take $w \in U$ such as

$$\varphi(t) < \varepsilon \exp \left( \int_{t_0}^{t} |A(\sigma)| d\sigma \right)$$

for all $t \in I$. Then, we can conclude that

$$|\lambda x(t) + (1-\lambda)y(t) - z(t)| \leq \left( \varepsilon \exp \left( \int_{t_0}^{t} |A(\sigma)| d\sigma \right) \right) \left( 1 + \int_{t_0}^{t} A(s) \exp \left( \int_{s}^{t} |A(\sigma)| d\sigma \right) ds \right) \leq \varepsilon$$

for all $t \in I$. Q.E.D.

We shall suppose the following assumption:

**Assumption (A):** There is at least one trajectory $x_0 \in H$ such that $x_0(t_0) \in \text{int } B_0$, $x_0(t_1) \in \text{int } B_1$, and $g^0(x_0(t), t) < 0$ for all $t \in I$.

By virtue of Lemma 3.3, it is valid that Regularity Assumption holds if we set up Assumption (A). Now, we can apply Theorem 3.4 to this control problem.
it is valid, by (3.11) and (3.13), that

$$
\bar{\alpha} x + \bar{\beta} u + \bar{z}(x) \leq \tilde{\alpha} x(t_o) + \tilde{\beta} x(t_i) + \tilde{z}(g^0(\xi(\cdot), \cdot))
$$

for all $\tau \in B_o$, all $\mu \in B_{1}$ and all $z \in D$.

If we set $z = g^0(\xi(\cdot), \cdot)$ in (4.4), then we have

$$
\bar{\alpha} x \leq \tilde{\alpha} x(t_o) \quad \text{for all } \tau \in B_o,
$$

$$
\bar{\beta} u \leq \tilde{\beta} x(t_i) \quad \text{for all } \mu \in B_{1}.
$$

It follows from the representation theorem for the space $Z^*$ that there is a real valued function $v(t)$ of bounded variation on $I$ which satisfies

$$
\tilde{z}(z) = \int_{t_0}^{t_1} z(t) dv(t) \quad \text{for all } z \in Z.
$$

Moreover, we can suppose that

$$
v(t) \text{ is continuous from right in } (t_o, t_i) \text{ and } v(t_o) = 0.
$$

Since $0 \in D$ and $2g^0(x(\cdot), \cdot) \in D$, we have (by (4.4))

$$
\int_{t_0}^{t_1} g^0(\xi(t), t) dv(t) = 0,
$$

and

$$
\int_{t_0}^{t_1} z(t) dv(t) \leq 0 \quad \text{whenever } z(t) \leq 0 \text{ for all } t \in I.
$$

It is then valid that

$$
\frac{dv(t)}{dt} \geq 0 \quad \text{for almost all } t \in I,
$$

and

$$
v(t) \text{ is constant on subinterval of } I \text{ on which } g^0(\xi(t), t) < 0.
$$

It is easy to verify that

$$
C(H, \bar{\xi}) = \{ x(t; \bar{\xi}, u) | \lambda > 0, \bar{\xi} \in R^n, u \in U \},
$$

where

$$
x(t; \bar{\xi}, u) = \Phi(t) \bar{\xi} + \int_{t_0}^{t} \Phi(s)^{-1} [b(u(s), s) - b(\bar{u}(s), s)] ds,
$$

for all $t \in I$, $\bar{\xi} \in R^n$, $u \in U$,

and $\Phi(t)$ is the $n \times n$ matrix valued function which satisfies

$$
\frac{d\Phi(t)}{dt} = A(t) \Phi(t) \quad \text{for almost all } t \in I,
$$

$$
\Phi(t_0) = \text{identity}.
$$

Therefore, by setting $u = \bar{u}$ in (4.5), we have
Furthermore, if we set \( \xi = 0 \) in (4.5), we obtain

\[
(4.12) \quad \int_{t_0}^{t_1} \left( \frac{\partial f^p(x(t), t)}{\partial x} - \frac{\partial g^p(x(t), t)}{\partial x} \right) \phi(t) dt + \bar{y} \Phi(t_1) + v(t_1) \frac{\partial g^p(x(t), t)}{\partial x} \Phi(t_1) \phi(s)^{-1} [b(u(s), s) - b(\bar{u}(s), s)] ds
\]

\[
- \int_{t_0}^{t_1} \int_{t_0}^{t_1} v(t) \left( - \frac{\partial^2 g^p(x(t), t)}{\partial x^2} - A(t) \phi(t) + b(\bar{u}(t), t) \right)\phi(t) dt \Phi(s)^{-1} [b(u(s), s) - b(\bar{u}(s), s)] ds
\]

\[
- \int_{t_0}^{t_1} \int_{t_0}^{t_1} \phi(s) - v(t_1) \frac{\partial g^p(x(t), t)}{\partial x} \phi(t_1) \phi(s)^{-1} [b(u(t), t) - b(\bar{u}(t), t)] dt \geq 0 \quad \text{for all } u \in U.
\]

Let us define

\[
\phi(s) = \left( \int_{t_0}^{t_1} \left( \frac{\partial f^p(x(t), t)}{\partial x} - \frac{\partial g^p(x(t), t)}{\partial x} \right) \phi(t) dt - \frac{\partial g^p(x(t), t)}{\partial x} \phi(t) \phi(s)^{-1} [b(u(t), t) - b(\bar{u}(t), t)] ds \right)
\]

\[
\phi(t_0) = -\bar{x},
\]

\[
\phi(t_1) = \bar{y} + v(t_1) \frac{\partial g^p(x(t), t)}{\partial x} \phi(t_1),
\]

\[
\phi(s) = -\phi(s) A(s) - \int_{t_0}^{t_1} \left( - \frac{\partial^2 g^p(x(s), s)}{\partial x^2} - v(s) \frac{\partial g^p(x(s), s)}{\partial x} \phi(s) \phi(s)^{-1} [b(u(s), t) - b(\bar{u}(s), t)] ds \right) A(s)
\]

for almost all \( s \in I \).

Now, the inequality (4.12) is restated as follows:

\[
\int_{t_0}^{t_1} [\phi(t) - v(t) \frac{\partial g^p(x(t), t)}{\partial x}] [b(u(t), t) - b(\bar{u}(t), t)] \geq 0 \quad \text{for all } u \in U,
\]

which is equivalent to the pointwise minimum principle (see [10]):

\[
[\phi(t) - v(t) \frac{\partial g^p(x(t), t)}{\partial x}] b(\bar{u}(t), t) = \min_{u \in B} [\phi(t) - v(t) \frac{\partial g^p(x(t), t)}{\partial x}] b(u, t)
\]

for almost all \( t \in I \).

Thus, we can conclude the following result:

**Theorem 4.1.** Consider the linear optimal control problem (CP) with restricted phase coordinates. Suppose that the Assumption (A) holds. Then, for the trajectory
\( \ddot{x}(t) \) with the corresponding controller \( \ddot{u}(t) \) to be an optimal solution to (CP), it is necessary and sufficient that there exist (row) \( n \)-vectors \( \ddot{a} \) and \( \ddot{b} \), which satisfy (4.6) and (4.7), a real valued function \( v(t) \) of bounded variation on \( I \), which satisfies (4.8)-(4.10), and a (row) \( n \)-vector valued, absolutely continuous function \( \dot{\varphi}(s) \), which satisfies (4.13)-(4.15) and the pointwise minimum principle (4.16).

We next consider the optimal control problem with restricted phase coordinates where the dynamical system is described by the difference equation. Let \( U \) be an arbitrary set in \( \mathbb{R}^m \), \( J \) a set of integers \( \{1, 2, \ldots, k-1\} \), \( b(u, i) \) a function from \( U \times J \) into \( \mathbb{R}^n \), \( \mathbb{U}_i \), \( \mathbb{U}_{k-1} \) subsets of \( U \) such that each set \( b(U_i, i), i \in J \), is convex in \( \mathbb{R}^n \) and \( \mathbb{U}_i \), a set of functions \( u(i) \) from \( J \) into \( \mathbb{R}^{n_i} \) such that \( u(i) \in U_i \) for all \( i \in J \). The dynamical system is given by

\[
(4.17) \quad x(i+1) = A(i)x(i) + b(u(i), i) \quad \text{for all } i \in J,
\]

where \( A(i) \) and \( x(i) \) are \( n \times n \) matrix and \( n \)-vector, respectively. Let \( B_0 \) and \( B_1 \) be closed convex sets with non-empty interior, \( f^0(x) \) a function from \( \mathbb{R}^n \) into \( \mathbb{R}^l \), which is convex and of class \( C^1 \), and \( g^0(x, i) \) a function from \( \mathbb{R}^n \times \{1, \ldots, k\} \) into \( \mathbb{R}^q \), which is convex and of class \( C^1 \) in \( x \). Then, consider the control problem (CP') : Minimize \( f^0(x(k)) \) subject to \( x(i) \) satisfies (4.17) for some \( u \in U_i \), \( x(1) \in B_0 \), \( x(k) \in B_1 \), and \( g^0(x(i), i) \geq 0 \) for \( i = 1, 2, \ldots, k \). We also suppose the following regularity assumption (A').

**ASSUMPTION (A')**: There is at least one trajectory \( x(i), i \in J \), which satisfies (4.17) for some \( u \in U_i \), \( x(1) \in \text{int } B_0 \), \( x(k) \in \text{int } B_1 \), and \( g^0(x(i), i) < 0 \), for \( i = 1, \ldots, k \).

Let us define

\[
F = \{ x = (x(1), \ldots, x(k)) \in \mathbb{R}^{nk} \mid x \text{ satisfies (4.17) for some } u \in U_i \text{ and some } x(1) \in \mathbb{R}^n \},
\]

\[
g(x) = (x(1), x(k), g^0(x(1), 1), \ldots, g^0(x(k), k)),
\]

\[
f(x) = f^0(x(k)) \quad \text{for all } x = (x(1), \ldots, x(k)) \in \mathbb{R}^{nk},
\]

\[
G = \{(r_1, \ldots, r_k) \in \mathbb{R}^k \mid r_i \leq 0 \text{ for } i = 1, 2, \ldots, k \}.
\]

Then, the problem (CP') is restated as follows : Minimize \( f(x) \) subject to \( x \in F \) and \( g(x) \in B_0 \times B_1 \times G \).

Since the set \( F \) is convex, we can apply Theorem 3.4 to the problem (CP'), and we obtain the following results.

**THEOREM 4.2.** Consider the optimal control problem (CP') with restricted phase coordinates where the dynamical system is described by the difference equation (4.17). Suppose that the assumption (A'). Then, for the trajectory \( \ddot{x} \) to be an optimal solution to (CP'), it is necessary and sufficient that there exist real numbers \( \ddot{r}_i, i = 1, \ldots, k \), (row) \( n \)-vectors \( \ddot{a} \) and \( \ddot{b} \) such that

\[
\ddot{r}_i \geq 0 \quad \text{for } i = 1, \ldots, k, \text{ and } \ddot{r}_i = 0 \text{ if } g^0(\ddot{x}(i), i) < 0,
\]

\[
\ddot{a}b_0 \leq \ddot{a}\ddot{x}(1) \quad \text{for all } b_0 \in B_0,
\]

\[
\ddot{b}b_1 \leq \ddot{b}\ddot{x}(k) \quad \text{for all } b_1 \in B_1,
\]

and (row) \( n \)-vector valued function \( \ddot{\varphi}(i) \) defined on \( \{1, 2, \ldots, k\} \) such that
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\[ \phi(1) = -\bar{a}, \]
\[ \phi(k) = \beta + \frac{\partial f^a(\bar{x}(k))}{\partial x} + \bar{\gamma} \frac{\partial g^a(\bar{x}(k), k)}{\partial x}, \]
\[ \phi(j) = \phi(j+1)A(j) + \bar{\gamma}_j \frac{\partial g^a(\bar{x}(j), j)}{\partial x} \quad \text{for} \quad j = 1, 2, \ldots, k-1, \]
and
\[ \phi(j+1)b(\bar{a}(j), j) = \min_{v \in \mathcal{B}_j} \phi(j+1)b(v, j) \quad \text{for} \quad j = 1, \ldots, k-1. \]
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