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1. Introduction.

This paper is devoted to present the optimality conditions for the minimum in a Banach space. More specifically, we shall be ultimately concerned with the following problem:

\[ \text{minimize } f(x) \]  
\[ \text{subject to } x \in A, \quad g(x) \in B, \]

where the objective function \( f \) is a real valued function on a Banach space \( X \), \( A \) is an arbitrary subset of \( X \), \( g \) is a mapping of \( X \) into a Banach space \( Y \), and \( B \) is a closed convex cone with vertex at the origin in \( Y \), which has a non-empty interior.

In order to discuss the above problem we start in Section 2 with the preparation of some fundamental notions which are indispensable for our approach in this paper. It is noted that the local closed convex cone of \( A \) at a point \( \bar{x} \) and the pseudo-convex function \( f \) are crucial in our approach. In Section 3, nonlinear programming in a Banach space is discussed. Theorems 3.1 and 3.2 are concerned with the problem:

\[ \text{minimize } \{ f(x) | x \in A \}, \]

where \( A \) is a set in a Banach space \( X \), and \( f \) is a real valued function defined over \( X \). The necessary conditions for the problem (P) are obtained in Theorem 3.3 under the assumptions that \( f \) and \( g \) are both differentiable in the sense of Neustadt [6], and that \( A \) is locally convex at \( \bar{x} \) or is locally relatively convex with respect to \( H = g^{-1}(B) \) at \( \bar{x} \). Theorem 3.4 presents the sufficient conditions for the problem (P) when our objective function is pseudoconvex and the constraint set \( A \cap H \) is taken as pseudocone. The saddle value problem (P') associated with the original problem (P) is discussed in Section 3. The applications of Theorems 3.3 and 3.4 yield us Theorems 3.6 and 3.7, which show the interrelation between these two problems.

In Section 4, we apply the main results given in Theorems 3.3 and 3.4 to the ordinary convex programming in a Banach space since every continuous convex function is differentiable in the sense of Neustadt. Section 5 is devoted to discuss the implication of our assumptions given in Theorem 3.3 in comparison with (i) those of Varaiya [8] and (ii) those of Neustadt [5] or Nagahisa & Sakawa [4].
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2. Notations and preliminaries.

Let $X$ and $Y$ be real linear topological spaces, $A$ a non-empty subset of $X$ and $\bar{x} \in A$. We define the cone generated by $A$ as follows:

$$\text{cone}(A) = \{ \lambda a | \lambda > 0, a \in A \} .$$

**Definition 2.1.** (Varaiya [8]). By the closed cone of $A$ at $\bar{x}$ we mean the intersection of all closed cones* containing the set

$$A - \bar{x} = \{ a - \bar{x} | a \in A \} .$$

We denote this set by $C(A, \bar{x})$.

**Definition 2.2.** By the closed convex cone of $A$ at $\bar{x}$ we mean the intersection of all closed convex cones containing the set $A - \bar{x}$. We denote this set by $CC(A, \bar{x})$.

**Definition 2.3.** (Varaiya [8]). By the local closed cone of $A$ at $\bar{x}$ we mean the set

$$\text{LC}(A, \bar{x}) = \bigcap_{N \in \mathcal{N}(\bar{x})} C(A \cap N, \bar{x}) ,$$

where $\mathcal{N}(\bar{x})$ is the class of all neighborhoods of $\bar{x}$.

**Definition 2.4.** By the local closed convex cone of $A$ at $\bar{x}$ we mean the set

$$\text{P}(A, \bar{x}) = \bigcap_{N \in \mathcal{N}(\bar{x})} CC(A \cap N, \bar{x}) .$$

It is easily seen that $\text{P}(A, \bar{x})$ is a closed convex cone and that

$$\text{LC}(A, \bar{x}) \subset \text{P}(A, \bar{x}) .$$

Now, we can state the following lemmas.

**Lemma 2.1.** (Varaiya [8]). Let $X$ be a Banach space and $\bar{x} \in A$. The vector $z \in \text{LC}(A, \bar{x})$ if and only if there exists a sequence of vectors $\{ x_n \} \subset A$ and a sequence of positive numbers $\{ \lambda_n \}$ such that

$$x_n \to \bar{x} \quad \text{as} \quad n \to \infty ,$$

$$\lambda_n (x_n - \bar{x}) \to z \quad \text{as} \quad n \to \infty .$$

**Lemma 2.2.** Let $X$ be a Banach space and $\bar{x} \in A$. The vector $z \in \text{P}(A, \bar{x})$ if and only if there exist a sequence of positive numbers $\{ \lambda_n \}$, a sequence of positive integers $\{ m_n \}$, a sequence of vectors $(\alpha_{n_1}, \ldots, \alpha_{n_m}) \in P^{m_n}$, and a sequence of vectors $\{ y_{n_{i1}}, \ldots, y_{n_{il}} \}$ such that

$$y_{n_{i1}} \to \bar{x} \quad \text{uniformly in} \quad i ,$$

$$\lambda_n \left( \sum_{i=1}^{m_n} \alpha_{ni} y_{n_{i1}} - \bar{x} \right) \to z ,$$

where $P^l$ is the subset of $R^l$ (l-Euclidean space) defined by

$$P^l = \{ (\alpha_1, \ldots, \alpha_l) \in R^l | \alpha_i \geq 0, i = 1, \ldots, l, \sum_{i=1}^{l} \alpha_i = 1 \} .$$

* A set $A$ in a linear space will be called a cone with vertex at $p$ if $p + \lambda (q - p) \in A$ whenever $q \in A$ and $\lambda \geq 0$. If a set is called a cone, it means a cone with vertex at the origin.
PROOF. First of all, it is easy to verify that
\[ \text{CC}(A, \bar{x}) = \text{C}(\text{co}(A), \bar{x}) = \overline{\text{cone}(\text{co}(A) - \bar{x})}. \]
We shall denote by \( N_n(z) \) the open spheres centered at \( z \) with radius 1/n, \( n = 1, 2, \ldots \).
If \( z \in P(A, \bar{x}) \), then
\[
z \in P(A, \bar{x}) = \bigcap_{N \in \mathcal{N}(x)} \text{CC}(A \cap N, \bar{x}) = \bigcap_{n} \text{CC}(A \cap N_n(\bar{x}), \bar{x}) = \bigcap_{n} \text{cone}(\text{co}(A \cap N_n(\bar{x}) - \bar{x}) ,
\]
and hence
\[ N_n(z) \cap \text{cone}(\text{co}(A \cap N_n(\bar{x}) - \bar{x}) \neq \emptyset \quad \text{for all } n = 1, 2, \ldots. \]
Therefore, there exist a sequence of positive numbers \( \{\lambda_n\} \) and a sequence of vectors \( x_n \in \text{co}(A \cap N_n(\bar{x})) \subseteq N_n(\bar{x}) \) such that
\[ \lambda_n(x_n - \bar{x}) \in N_n(z) \quad \text{for } n = 1, 2, \ldots. \]
Furthermore, there are a sequence of positive integers \( \{m_n\} \), a sequence of vectors \( \{\alpha_{n1}, \ldots, \alpha_{nm_n}\} \subseteq P_{mn} \), and a sequence of vectors \( \{y_{ni}\}_{i=1}^{m_n} \subseteq A \cap N_n(\bar{x}) \), such that
\[ x_n = \sum_{i=1}^{m_n} \alpha_{ni} y_{ni} \quad \text{for } n = 1, 2, \ldots. \]
It is then valid that
\[
y_{ni} \xrightarrow{n} \infty \bar{x} \quad \text{uniformly in } i,
\]
\[ \lambda_n\left( \sum_{i=1}^{m_n} \alpha_{ni} y_{ni} - \bar{x} \right) \xrightarrow{n} \infty z. \]
Conversely, let \( z \) be the vector satisfying the conditions in the lemma. Since the sequence \( \{y_{ni}\}_{i=1}^{m_n} \subseteq A \) converges to \( \bar{x} \) uniformly in \( i \), for each neighborhood \( N \) of \( \bar{x} \) there is a positive integer \( n_0 \) such that
\[ y_{ni} \in N, \quad i = 1, \ldots, m_n \quad \text{for all } n \geq n_0. \]
It is then true that
\[ \sum_{i=1}^{m_n} \alpha_{ni} y_{ni} \in \text{co}(A \cap N) \quad \text{for all } n \geq n_0. \]
Hence, we have
\[ \lambda_n\left( \sum_{i=1}^{m_n} \alpha_{ni} y_{ni} - \bar{x} \right) \in \text{cone}(\text{co}(A \cap N) - \bar{x}). \]
Letting \( n \) tend to \( \infty \), we obtain
\[ z \in \overline{\text{cone}(\text{co}(A \cap N) - \bar{x})} = \text{CC}(A \cap N, \bar{x}). \]
Since \( N \) is arbitrary, we conclude that
\[ z \in \bigcap_{N \in \mathcal{N}(x)} \text{CC}(A \cap N, \bar{x}) = P(A, \bar{x}). \]

* For any subset \( A \) of a linear topological space, \( \overline{A} \) denotes the closure of \( A \), \( \text{co}(A) \) denotes the convex hull of \( A \).
This completes the proof of Lemma 2.2.

**Definition 2.5.** Let $f$ be a real valued function defined on a subset $A$ of $X$. We denote by $G(f, A)$ the graph of $f$ on $A$:

$$G(f, A) = \{(x, f(x)) | x \in A\}.$$  

By the local closed cone of the graph of $f$ on $A$ at $\bar{x}$ ($\in A$) we mean the set

$$LG(f, A, \bar{x}) = LC(G(f, A), (\bar{x}, f(\bar{x}))).$$

**Definition 2.6.** For a subset $A$ of $X$, we define

$$A^- = \{a^* \in X^* | a^*(a) \leq 0 \text{ for all } a \in A\},$$

where $X^*$ is a conjugate space of $X$ which is given the $X$-topology (see Dunford and Schwartz [2]).

Note that the set $A^-$ is a closed convex cone with vertex at the origin in $X^*$.

**Lemma 2.3.** (Guignard [3]). If $A$ is a cone in a locally convex linear topological space, then

$$A^- = (\text{co}(A))^-. $$

**Definition 2.7.** Let be given a set $A$ in a linear topological space $X$ which contains a vector $\bar{x}$. The set $A$ is called a pseudocone with vertex at $\bar{x}$ if

$$x - \bar{x} \in LC(A, \bar{x}) \quad \text{for all } x \in A.$$  

It is easily verified that if $A$ is a cone with vertex at $\bar{x}$, or is convex, then $A$ is a pseudocone with vertex at $\bar{x}$.

### 3. Nonlinear programming in a Banach space.

In this section, we shall state the main results in this paper.

Let $f$ be a real valued continuous function over a Banach space $X$, and let $A$ be an arbitrary subset of $x$. Then the following theorem holds.

**Theorem 3.1.** Let $W^+ = X \times \{r \in R^1 | r \geq 0\}$. If $\bar{x} \in A$ is an optimal solution to the problem:

$$\minimize \{f(x) | x \in A\},$$

then the condition

$$LG(f, A, \bar{x}) \subseteq W^*$$

holds.

**Proof.** Let $(x, r)$ be an arbitrary element of $LG(f, A, \bar{x})$. It then follows from Lemma 2.1 that there exist a sequence of positive numbers $(\lambda_n)$ and a sequence of vectors $(x_n, f(x_n)) \in G(f, A)$ such that

$$\begin{align*}
(x_n, f(x_n)) &\xrightarrow{n \to \infty} (\bar{x}, f(\bar{x})) \\
\lambda_n((x_n, f(x_n)) - (\bar{x}, f(\bar{x}))) &\xrightarrow{n \to \infty} (x, r).
\end{align*}$$

Since $\bar{x} \in A$ is a minimal point of $f$ over $A$, we have
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Hence, it is clear that

\[ \lim_{n \to \infty} \lambda_n(f(x_n) - f(\bar{x})) = r \geq 0. \]

This completes the proof of Theorem 3.1.

**Definition 3.1.** (Neustadt [6]). The function \( f \) from an open set \( D \) in a linear topological space \( X \) into a linear topological space \( Y \) is called *differentiable at \( \bar{x} \in D \) in the sense of Neustadt* if to every \( x \in X \) there corresponds a vector \( f_x(x) \in Y \) such that

\[
\lim_{\varepsilon \to 0^+} \frac{f(\bar{x} + \varepsilon y) - f(\bar{x})}{\varepsilon} = f_x(x).
\]

Note that the differential \( f_x \) is necessarily positively homogeneous, i.e.,

\[ f_x(\alpha x) = \alpha f_x(x) \quad \text{for all } \alpha \geq 0 \text{ and all } x \in X. \]

**Lemma 3.1.** Let \( f \) be defined as above. If \( f \) is differentiable at \( \bar{x} \) in the sense of Neustadt, then \( f \) is continuous at \( \bar{x} \).

**Proof.** Let \( N \) be an arbitrary balanced neighborhood (see [1]) of the origin in \( Y \). Then, there are a positive number \( \varepsilon, \, 0 < \varepsilon < 1 \), and a neighborhood \( U \) of the origin in \( X \) such that

\[ M + \varepsilon f_x(x) \subseteq \varepsilon N \quad \text{for all } \varepsilon U, \]

and hence we have

\[ f(x + \varepsilon x) - f(x) \subseteq \varepsilon N \subseteq N \quad \text{for all } \varepsilon U. \]

Since \( \varepsilon U \) is also a neighborhood of the origin in \( X \), this implies the continuity of \( f \) at \( \bar{x} \).

**Proposition 3.1.** If \( f \) is differentiable at \( \bar{x} \in A \) in the sense of Neustadt, then it is true that

\[ LG(f, A, \bar{x}) = \{ (x, f_x(x)) \mid x \in LC(A, \bar{x}) \}. \]

**Proof.** Let \( C = \{ (x, f_x(x)) \mid x \in LC(A, \bar{x}) \} \). For each element \( (x, r) \in LG(f, A, \bar{x}) \), there exist a sequence of vectors \( (x_n, f(x_n)) \in G(f, A) \) and a sequence of positive numbers \( \{ \lambda_n \} \) such that

\[ \lambda_n(x_n, f(x_n)) \to (\bar{x}, f(\bar{x})). \]

It is now immediate that

\[ x_n \to \bar{x} \]

and hence, by virtue of Lemma 2.1,

\[ x \in LC(A, \bar{x}). \]
Moreover, we have
\[
    r = \lim_{n \to \infty} \lambda_n(f(x_n) - f(\bar{x})) = \lim_{n \to \infty} \frac{f(\bar{x} + \frac{1}{\lambda_n}(x_n - \bar{x})) - f(\bar{x})}{\frac{1}{\lambda_n}} = f_\lambda(x).
\]
Consequently, we can conclude that
\[
    (x, r) \in C.
\]

Conversely, let \((x, f_\lambda(x)) \in C\). Then, the fact that \(x \in \text{LC}(A, \bar{x})\) implies the existence of sequences \(\{\lambda_n, \lambda_n > 0\}\) and \(\{x_n\} \subseteq A\) such that
\[
    x_n \to \bar{x} \quad \text{as} \quad n \to \infty,
\]
\[
    \lambda_n(x_n - \bar{x}) \to x \quad \text{as} \quad n \to \infty.
\]
It is now clear that, by Lemma 3.1,
\[
    \lim_{n \to \infty} (x_n, f(x_n)) = (\bar{x}, f(\bar{x})).
\]
It is also valid that
\[
    \lim_{n \to \infty} \lambda_n(f(x_n) - f(\bar{x})) = f_\lambda(x),
\]
and hence,
\[
    \lim_{n \to \infty} \lambda_n((x_n, f(x_n)) - (\bar{x}, f(\bar{x}))) = (x, f_\lambda(x)).
\]
Therefore, we can claim that
\[
    (x, f_\lambda(x)) \in \text{LG}(f, A, \bar{x}).
\]

**DEFINITION 3.2.** Let be given a real valued function \(f\) defined over a linear topological space \(X\). Then, \(f\) is called *pseudoconvex* over \(A\) at \(\bar{x}\) if \(f\) is differentiable at \(\bar{x}\) in the sense of Neustadt and if \(x \in A, f_\lambda(x-\bar{x}) \geq 0\) implies \(f(x) - f(\bar{x}) \geq 0\).

**THEOREM 3.2.** Let \(\bar{x}\) be an optimal solution to the problem:

\[
    \text{minimize } \{f(x) | x \in A\},
\]
where \(A\) is a set in a Banach space \(X\), and \(f\) is differentiable at \(\bar{x}\) in the sense of Neustadt. It is then necessary that
\[
    f_\lambda(x-\bar{x}) \geq 0\quad \text{for all } x \in \text{LC}(A, \bar{x}).
\]
It is also sufficient if \(f\) is pseudoconvex over \(A\) at \(\bar{x}\), and if \(A\) is a pseudocone with vertex at \(\bar{x}\).

**PROOF.** Necessity: It is an immediate consequence of Theorem 3.1 and Proposition 3.1.

Sufficiency: By the definition of pseudocone, it is true that
\[
    x-\bar{x} \in \text{LC}(A, \bar{x})\quad \text{for all } x \in A.
\]
Hence, we have
\[ f(x - \bar{x}) \geq 0 \quad \text{for} \quad x \in A. \]

By the pseudoconvexity of \( f \) over \( A \) at \( \bar{x} \), we can conclude that
\[ f(x) - f(\bar{x}) \geq 0 \quad \text{for all} \quad x \in A. \]

This completes the proof of Theorem 3.2.

In order to obtain the necessary conditions to nonlinear programming, we introduce the following definitions.

**Definition 3.3.** Let \( A \) and \( H \) be arbitrary subsets of a linear topological space \( X \), and let \( \bar{x} \in A \cap H \). Then, the subset \( A \) is called to be locally relatively convex with respect to \( H \) at \( \bar{x} \) if there exists a neighborhood \( N \) of \( \bar{x} \) in \( X \) such that
\[ \text{co}(A) \cap H \cap N = A \cap H \cap N. \]

**Definition 3.4.** Let \( A \) be an arbitrary subset of a locally convex linear topological space \( X \) and let \( \bar{x} \in A \). Then, \( A \) is called to be locally convex at \( \bar{x} \) if there exists a convex neighborhood \( N \) of \( \bar{x} \) in \( X \) such that the set \( A \cap N \) is convex.

**Lemma 3.2.** If \( A \) is locally relatively convex with respect to \( H \) at \( \bar{x} \), then it is valid that
\[ \text{LC}(A \cap H, \bar{x}) = \text{LC}((\text{co}(A) \cap H, \bar{x}). \]

**Proof.** Since \( A \) is locally relatively convex with respect to \( H \) at \( \bar{x} \), there exists a neighborhood \( N \) of \( \bar{x} \) such that
\[ \text{co}(A) \cap H \cap N = A \cap H \cap N. \]

Then, we have
\[
\text{LC}((\text{co}(A) \cap H, \bar{x}) = \bigcap_{N \in \mathfrak{N}(x)} C((\text{co}(A) \cap H \cap N, \bar{x})
= \bigcap_{N \in \mathfrak{N}(x)} C(A \cap H \cap N, \bar{x})
= \text{co}(A) \cap H \cap N. \]

Now, we shall consider the following nonlinear programming in a Banach space. Let \( X \) and \( Y \) be real Banach spaces, \( A \) an arbitrary subset of \( X \), \( B \) a closed convex cone with vertex at the origin having a non-empty interior, \( f \) a real valued function defined over \( X \), and \( g \) a mapping of \( X \) into \( Y \). Then, find a vector \( \bar{x} \in A \) satisfying
\[
\text{minimize} \quad f(x) \\
\text{subject to} \quad x \in A \\
g(x) \in B.
\]

**Definition 3.5.** Let \( B \) be a closed convex cone with vertex at the origin in \( Y \), and \( h \) a mapping of \( X \) into \( Y \). Then, \( h \) is called to be \( B \)-convex if \[ h(\alpha x_1 + \beta x_2) - \alpha h(x_1) - \beta h(x_2) \in B \] whenever \( (\alpha, \beta) \in \mathbb{R}^2 \) and \( x_1, x_2 \in X \).

We can now describe our main theorems.
Theorem 3.3. Let \( \bar{x} \in A \) be the optimal solution to the problem \((P)\). Assume that
(a) \( A \) is locally convex at \( \bar{x} \), or is locally relatively convex with respect to \( H = g^{-1}(B) = \{ x \in X | g(x) \in B \} \) at \( \bar{x} \).
(b) the functions \( f \) and \( g \) are differentiable at \( \bar{x} \) in the sense of Neustadt, the
differential \( f_2(x) \) is convex continuous in \( x \) and the differential \( g_2(x) \) is \( B \)-
convex continuous in \( x \).
Then there exist a real number \( \eta \) and a linear continuous functional \( \bar{y}^* \in Y^* \), not both
zero, such that
\[
\begin{align*}
(3.1) \quad & \eta \geq 0 , \\
(3.2) \quad & \bar{y}^*(y) \leq 0 \quad \text{for all} \quad y \in B , \\
(3.3) \quad & \bar{y}^*(g(x)) = 0 , \\
(3.4) \quad & g(x) \in B , \\
(3.5) \quad & \eta f_2(x) + \bar{y}^*(g_2(x)) \geq 0 \quad \text{for all} \quad x \in P(A, \bar{x}) .
\end{align*}
\]

Proof. Let
\[
E = \{(g_2(x), f_2(x)) - (b, r) \in Y \times R^1 | x \in P(A, \bar{x}), b \in B, r \leq 0 \} .
\]
Then it is clear that \( E \) is a convex subset of \( Y \times R^1 \) by virtue of the convexity of \( \bar{y} \) and \( f_2 \).
Furthermore, define the subset \( \tilde{B} \) of \( Y \times R^1 \) as follows:
\[
\tilde{B} = \{ \tilde{b} \in Y | \tilde{b} = b - g(\bar{x}), b \in \text{int } B \} \times \{ r \in R^1 | r < 0 \} .
\]
It is immediate that \( \tilde{B} \) is an open convex cone in \( Y \times R^1 \).
We shall show that
\[
E \cap \tilde{B} = \emptyset .
\]
To show the contradiction, assume that there exists a vector \( (y, \alpha) \in Y \times R^1 \) such that
\[
(3.6) \quad (y, \alpha) = (b_1 - g(\bar{x}), \alpha) = ((g_2(x), f_2(x)) - (b_2, r)) ,
\]
or
\[
\begin{align*}
(3.7) \quad & b_1 - g(\bar{x}) = b_2 + b_1 , \\
& f_2(x) - b_2 - r = \alpha < 0 .
\end{align*}
\]
It follows from Lemma 3.1 in [5] that
\[
g_2(x) + g(\bar{x}) \in \text{int } B ,
\]
so that there exists a neighborhood \( U \) of the origin in \( Y \) such that
\[
g_2(x) + g(\bar{x}) + U \subseteq \text{int } B .
\]
Since \( x \in P(A, \bar{x}) \), it follows from Lemma 2.2 that there are a sequence of posi-

* If \( B \) is a subset of a topological space, then \( \text{int } B \) denotes the interior of \( B \).
tive numbers \( \{\lambda_n\} \), a sequence of integers \( \{m_n\} \), a sequence of vectors \( (\alpha_{n1}, \ldots, \alpha_{nmm}) \) \( \in P^{m_n} \), and a sequence of vectors \( \{x_{n1}\}_{i=1, \ldots, m_n} \subset A \) such that

\[
x_{n1} \rightarrow \infty \quad \text{uniformly in } i,
\]

\[
\lambda_n \left( \sum_{i=1}^{m_n} \alpha_{ni} x_{ni} - \bar{x} \right) \rightarrow \infty \quad \text{uniformly in } x.
\]

Then, we have

\[
\lambda_n \left[ g\left( \sum_{i=1}^{m_n} \alpha_{ni} x_{ni} \right) - g(\bar{x}) \right] = g\left( \bar{x} + \frac{1}{\lambda_n} \lambda_n \left( \sum_{i=1}^{m_n} \alpha_{ni} x_{ni} - \bar{x} \right) \right) - g(\bar{x}) \rightarrow g(x) \quad \text{as } n \rightarrow \infty,
\]

and hence there is a positive integer \( M_1 \) such that

\[
\lambda_n \left[ g\left( \sum_{i=1}^{m_n} \alpha_{ni} x_{ni} \right) - g(\bar{x}) \right] \subset g(x) + U \quad \text{whenever } n \geq M_1.
\]

Since \( \lambda_n \rightarrow \infty \) as \( n \rightarrow \infty \), there is a positive integer \( M_2 \) satisfying \( \lambda_n > 1 \) for \( n \geq M_2 \). Let \( M = \max\{M_1, M_2\} \). For each \( n \geq M \), it is valid that

\[
\lambda_n g\left( \sum_{i=1}^{m_n} \alpha_{ni} x_{ni} \right) \subset g(x) + \lambda_n g(\bar{x}) + U
\]

so that

\[
\sum_{i=1}^{m_n} \alpha_{ni} x_{ni} \in H \quad \text{for all } n \geq M.
\]

If \( A \) is locally convex at \( \bar{x} \), then for sufficiently large \( M' \) we have

\[
\sum_{i=1}^{m_n} \alpha_{ni} x_{ni} \in H \cap A \quad \text{for all } n \geq M',
\]

and, by virtue of Lemma 2.1, we obtain

\[
x \in \text{LC}(A \cap H, \bar{x}).
\]

It then follows from Theorem 3.1 and Proposition 3.1 that

\[
f_2(x) \geq 0,
\]

which contradicts to (3.6).

If \( A \) is locally relatively convex with respect to \( H \) at \( \bar{x} \), then we have, by virtue of Lemma 3.2,

\[
x \in \text{LC(co}(A) \cap H, \bar{x}) = \text{LC}(A \cap H, \bar{x}).
\]

Now, it follows from Theorem 3.1 and Proposition 3.1 that

\[
f_2(x) \geq 0,
\]

which contradicts to (3.6).
Consequently, we can conclude that
\[ E \cap \bar{B} = \emptyset , \]
if \( A \) is locally convex at \( \bar{x} \), or if \( A \) is locally relatively convex with respect to \( H \)
at \( \bar{x} \). Now, it follows, on the basis of the separation theorem in a linear topological
space (Theorem V.2.8 in \([2]\)) that there is a non-zero continuous linear functional
\( z^* \in (Y \times R^1)^* \) such that
\[ z^*((y_1, a_1)) \leq 0 \leq z^*((y_2, a_2)) \quad \text{for all} \ (y_1, a_1) \in \bar{B} \quad \text{and} \quad (y_2, a_2) \in E . \]
It is true that there are a continuous linear functional \( \tilde{y}^* \in Y^* \) and a real number
\( \eta \) such that
\[ z^*((y, a)) = \tilde{y}^*((y)) + \eta a \quad \text{for all} \ (y, a) \in Y \times R^1 , \]
and so
\[ \tilde{y}^*((y_1 - g(\bar{x}))) + \eta a_1 \leq 0 \leq \tilde{y}^*((g_2(x) - b) + \eta (f_2(x) - r)) \quad \text{for all} \ y_1 \in \text{int} \ B , \]
all \( a_1 < 0 \), all \( x \in P(A, \bar{x}) \), all \( b \in B \) and all \( r \leq 0 \).
Since \( 0 \in P(A, \bar{x}) \) and \( 0 \in B \), we have
\[ \eta \geq 0 , \]
\[ \tilde{y}^*(b) \leq 0 \quad \text{for all} \ b \in B . \]
Furthermore,
\[ \tilde{y}^*(g_2(x)) + \eta f_2(x) \geq 0 \quad \text{for all} \ x \in P(A, \bar{x}) . \]
Finally, it is valid that
\[ \tilde{y}^*(g(\bar{x})) = 0 , \]
since \( 2g(\bar{x}) \in \text{int} \ B \). This completes the proof of Theorem 3.3.

REMARK: As an example of the function \( f \) satisfying the hypothesis in Theorem
3.3, consider the following one: Let \( c(t) = (c_1(t), \cdots, c_n(t)) \) be a continuous function
from the compact interval \( I = [a, b] \) into \( n \)-Euclidean space \( R^n \) and \( F \) a differentiable
function (in the ordinary sense) from \( R^1 \) into \( R^1 \). Then, define the function \( f \) from
\( R^n \) into \( R^1 \) by
\[ f(x) = \int_a^b F(\|x - c(t)\|) \, dt \quad \text{for all} \ x \in R^n , \]
where \( \| \cdot \| \) denotes the Euclidean norm. The differential \( f_2(x) \) at \( \bar{x} \in R^n \) in the sense
of Neustadt takes the form:
\[ f_2(x) = \int_{I \setminus I_0} F'(\|\bar{x} - c(t)\|) \cdot \frac{\sum x_i(\bar{x} - c(t))}{2\|\bar{x} - c(t)\|} \, dt + \int_{I_0} F'(\|\bar{x} - c(t)\|) \cdot \|x\| \, dt , \]
where \( F' \) denotes the derivative of \( F \) and
\[ I_0 = \{ t \in [a, b] \mid \bar{x} = c(t) \} . \]
Hence, if
\[ \int_{I_0} F'(\|\bar{x} - c(t)\|) \, dt \geq 0 , \]
then the differential \( f_2(x) \) is convex on \( R^n \).
THEOREM 3.4. Let the notations in Theorem 3.3 still hold. Suppose that $f$ and $g$ are differentiable at $\bar{x}$ in the sense of Neustadt. Then, in order that the vector $\bar{x} \in A$ is an optimal solution to the problem $(P)$, the conditions (3.1)-(3.5) in Theorem 3.3 are sufficient if $A \cap H$ is a pseudocone with vertex at $\bar{x}$, if $f$ is pseudoconvex over $A \cap H$ at $\bar{x}$, and if $\eta \neq 0$.

PROOF. First of all, (3.4) implies $\bar{x} \in A \cap H$. Since $A \cap H$ is a pseudocone with vertex at $\bar{x}$, we have

$$x - \bar{x} \in \text{LC}(A \cap H, \bar{x}) \subseteq P(A, \bar{x}) \cap \text{LC}(H, \bar{x}) \quad \text{for all } x \in A \cap H.$$  

We shall show that

$$\nabla f(x) \leq 0 \quad \text{for all } x \in \text{LC}(H, \bar{x}).$$

For each $x \in \text{LC}(H, \bar{x})$, there exist a sequence of positive numbers $\{\lambda_n\}$, and a sequence of vectors $\{x_n\} \subseteq H$ such that

$$x_n \rightarrow x \quad \text{as } n \rightarrow \infty,$$

$$\lambda_n (x_n - \bar{x}) \rightarrow x \quad \text{as } n \rightarrow \infty.$$  

Note that

$$g_\lambda(x) = \lim_{n \rightarrow \infty} \lambda_n [g(x_n) - g(\bar{x})].$$

Therefore, we can obtain

$$\nabla f(x) = \lim_{n \rightarrow \infty} \lambda_n [g(x_n) - g(\bar{x})]$$

since $\nabla f(x)$ is a continuous linear functional. It follows from (3.2) and (3.3) that

$$\lambda_n \nabla f(x_n) = \nabla f(x) = \nabla f(x) \leq 0$$

for all $n$, and hence

$$\nabla f(x_n) \leq 0 \quad \text{for all } x \in \text{LC}(H, \bar{x}).$$

By virtue of (3.5), we have

$$\eta f_\lambda(x) \geq -\nabla f(x) \geq 0 \quad \text{for all } x \in P(A, \bar{x}) \cap \text{LC}(H, \bar{x}).$$

Since $x - \bar{x} \in \text{LC}(H, \bar{x})$ for all $x \in A \cap H$, it is valid that

$$\eta f_\lambda(x - \bar{x}) \geq 0 \quad \text{for all } x \in A \cap H.$$  

The hypothesis and (3.1) implies $\eta > 0$, and therefore

$$f_\lambda(x - \bar{x}) \geq 0 \quad \text{for all } x \in A \cap H.$$  

Since $f$ is pseudoconvex over $A \cap H$ at $\bar{x}$, we obtain

$$f(x) - f(\bar{x}) \geq 0 \quad \text{for all } x \in A \cap H.$$  

Consequently, we can conclude that the vector $\bar{x}$ is a minimum over $A \cap H$. This completes the proof of Theorem 3.4.
Let us generalize Theorem 3.4, since there is the example which does not fall into the category of this theorem. Indeed, consider the following example which was introduced by Zlobec [9]:

\[ X = A = \mathbb{R}^2, \quad Y = \mathbb{R}^3, \]
\[ B = \{(y_1, y_2, y_3) \mid 2y_1, y_2 \geq y_3, y_1, y_2 \geq 0\}, \]
\[ g_1(x_1, x_2) = -x_1^1, \]
\[ g_2(x_1, x_2) = x_1, \]
\[ g_3(x_1, x_2) = x_2, \]
\[ f(x_1, x_2) = x_1 - x_2^1. \]

Let \( \bar{x} = 0 \), then \( P(A, \bar{x}) = \mathbb{R}^2 \). We have

\[ f_2(x_1, x_2) = (x_1, 0). \]

Then, the real number \( \eta \) and the linear continuous functional \( \bar{y} \in Y^* \) satisfying (3.1)-(3.5) turn out to be:

\[ \eta = 0, \quad \bar{y} = \begin{pmatrix} \lambda \\ 0 \\ 0 \end{pmatrix} \quad \text{for all} \quad \lambda < 0. \]

Hence, Theorem 3.4 can not be applied to this example. On the other hand, Theorem 3.3 is available.

**Theorem 3.5.** Let the notations in Theorem 3.3 still hold and let \( f \) and \( g \) be differentiable at \( \bar{x} \) in the sense of Neustadt. If there exist a vector \( \bar{x} \in A \), a real number \( \eta \), and a sequence of linear continuous functionals \( \{\bar{y}_n\} \subset Y^* \) such that

\[ \eta > 0, \]
\[ \bar{y}_n(y) \leq 0 \quad \text{for all} \quad y \in B, \quad i = 1, 2, \ldots, \]
\[ \bar{y}_n(g(\bar{x})) = 0 \quad \text{for} \quad i = 1, 2, \ldots, \]
\[ g(\bar{x}) \in B, \]
\[ \lim_{i \to \infty} [\eta f_2(x) + \bar{y}_n(g_2(x))] \geq 0 \quad \text{for all} \quad x \in P(A, \bar{x}), \]

then the vector \( \bar{x} \) is an optimal solution to the problem \( P \) if \( A \cap H \) is a pseudocone with vertex at \( \bar{x} \) and if \( f \) is pseudoconvex over \( A \cap H \) at \( \bar{x} \).

**Proof.** It follows from the proof of Theorem 3.4 that

\[ x - \bar{x} \in LC(A \cap H, \bar{x}) \subset P(A, \bar{x}) \cap LC(H, \bar{x}) \quad \text{for all} \quad x \in A \cap H, \]

and that

\[ \gamma_2(g_2(x)) \leq 0 \quad \text{for all} \quad x \in LC(H, \bar{x}). \]

Hence,

\[ \eta f_2(x) + \tilde{y}_n(g_2(x)) \leq \eta f_2(x) \quad \text{for} \quad i = 1, 2, \ldots. \]
By virtue of (3.11), we have

\[ 0 \leq \lim_{i \to \infty} [\eta f(x) + \eta^*(g(x))] \leq \eta f(x) \quad \text{for all } x \in P(A, \bar{x}) \cap \text{LC}(H, \bar{x}) . \]

Therefore, it is true, by (3.7), that

\[ f(x-\bar{x}) \leq 0 \quad \text{for all } x \in A \cap H . \]

The pseudoconvexity of \( f \) implies that the vector \( \bar{x} \) is an optimal solution to the problem (P). This completes the proof of Theorem 3.5.

It is easily verified that Theorem 3.5 is more general than Theorem 3.4 and that the preceding example is contained in Theorem 3.5 with \( \bar{\eta}_i = \left( \frac{i}{1/2i} \right) , i = 1, 2, \ldots . \)

Let the notations in Theorem 3.3 still hold. We now consider the following problems.

(P1) Find \( \bar{x} \in A \) and \( \bar{y}^* \in B^- \) such that

\[ \phi(\bar{x}, y^*) \leq \phi(\bar{x}, \bar{y}^*) \leq \phi(x, \bar{y}^*) \quad \text{for all } x \in A \text{ and all } y^* \in B^- , \]

where \( \phi(x, y^*) = f(x) + y^*(g(x)) \).

(P2)(\( \bar{y}^* \)) Find \( \bar{x} \) which (for fixed \( \bar{y}^* \)) solves:

\[ \minimize \{ f(x) + \bar{y}^*(g(x)) | x \in A \} . \]

THEOREM 3.6. (i) Let \( (\bar{x}, \bar{y}^*) \) be the optimal solution to the problem \( (P') \). Then, the conditions

\begin{align*}
(3.12) & \quad f(x) + \bar{y}^*(g(x)) \geq 0 \quad \text{for all } x \in \text{LC}(A, \bar{x}) , \\
(3.13) & \quad \bar{y}^*(g(\bar{x})) = 0 , \\
(3.14) & \quad g(\bar{x}) \in B ,
\end{align*}

hold.

(ii) If \( A \) is a pseudocone with vertex at \( \bar{x} \), and if \( \phi(x, \bar{y}^*) \) is pseudoconvex over \( A \) at \( \bar{x} \), then the conditions (3.12)–(3.14) are sufficient for \( (\bar{x}, \bar{y}^*) \) to solve \( (P') \).

(iii) If \( (\bar{x}, \bar{y}^*) \) solves \( (P') \), then \( \bar{x} \) solves \( (P) \).

PROOF. The condition (3.14) follows from Lemma 5.1 in the sequel. The other conditions are easily verified.

DEFINITION 3.5. The set \( A \) is called to be pseudoconvex at \( \bar{x} \) (\( \in A \)) if

\[ x - \bar{x} \in P(A, \bar{x}) \quad \text{for all } x \in A . \]

Note that if the set \( A \) is a pseudocone with vertex at \( \bar{x} \), then it is pseudoconvex at \( \bar{x} \).

THEOREM 3.7. If \( \bar{x} \) solves \( (P) \), and if the hypotheses in Theorem 3.3 are satisfied, then \( (\bar{x}, \frac{1}{\eta} \bar{y}^*) \) solves \( (P') \) if \( \eta \neq 0 \), if \( \phi(x, \frac{1}{\eta} \bar{y}^*) \) is pseudoconvex over \( A \) at \( \bar{x} \), and if \( A \) is pseudoconvex at \( \bar{x} \).

PROOF. Since \( \bar{x} \) solves \( (P) \), it follows from Theorem 3.3 that the conditions (3.1)–(3.5) hold. Since \( A \) is pseudoconvex at \( \bar{x} \), the conditions (3.1) and (3.5) imply
\[ \phi_{\varepsilon}(x - \bar{x}, \frac{1}{\varepsilon}\bar{y}^*) = f_\varepsilon(x - \bar{x}) + \frac{1}{\varepsilon}\bar{y}^*(g_\varepsilon(x - \bar{x})) \geq 0 \quad \text{for all } x \in A. \]

Since \( \phi(x, \frac{1}{\eta}\bar{y}^*) \) is pseudoconvex over \( A \) at \( \bar{x} \), we have

\[ \phi(x, \frac{1}{\eta}\bar{y}^*) - \phi(\bar{x}, \frac{1}{\eta}\bar{y}^*) \geq 0 \quad \text{for all } x \in A. \]

By virtue of (3.2), (3.3) and (3.4), it is valid that

\[ \phi(\bar{x}, y^*) \leq \phi(\bar{x}, \frac{1}{\eta}\bar{y}^*) \quad \text{for all } y^* \in B. \]

Therefore, \( (\bar{x}, \frac{1}{\eta}\bar{y}^*) \) solves \( (P') \).

**Theorem 3.8.**

(i) Let \( \bar{x} \) solve \( P''(\bar{y}^*) \). Then, it is true that

\[ f_\varepsilon(x) + \bar{y}^*(g_\varepsilon(x)) \geq 0 \quad \text{for all } x \in LC(A, \bar{x}). \]

(ii) If, in addition, \( \bar{y}^* \in B^* \), then \( (\bar{x}, \bar{y}^*) \) solves \( (P) \) if and only if

\[ g(\bar{x}) \in B \quad \text{and} \quad \bar{y}^*(g(\bar{x})) = 0. \]

**Proof.** These are immediate consequences of Theorems 3.2 and 3.6.

4. An application to convex programming in a Banach space.

In this section, we shall present the necessary and sufficient conditions for an ordinary convex program in a Banach space.

First of all, we can verify the following proposition.

**Proposition 4.1.** Let be given a convex function \( f \) defined on an open convex subset \( E \) of a real linear topological space \( X \). If \( f \) is bounded above on some neighborhood of a point in \( E \), then \( f \) is differentiable over \( E \) in the sense of Neustadt.

**Proof.** Note that, by virtue of Proposition 21 in [1] (Ch. II, § 2, n°10), \( f \) is continuous on \( E \). We shall show that the directional derivative \( \partial f(\bar{x}; x) \) at \( \bar{x} \in E \) defined by

\[ \partial f(\bar{x}; x) = \lim_{\lambda \to 0} \frac{f(\bar{x} + \lambda x) - f(\bar{x})}{\lambda}, \]

is continuous in \( x \) on \( X \). Since \( \partial f(\bar{x}; x) \) is a convex function defined over \( X \), it is sufficient to show that \( \partial f(\bar{x}; x) \) is bounded above on a neighborhood of a point, say, the origin. But this is an immediate consequence of the continuity of \( f \) and the fact that

\[ \partial f(\bar{x}; x) \leq \frac{f(\bar{x} + \varepsilon x) - f(\bar{x})}{\varepsilon} \leq f(\bar{x} + x) - f(\bar{x}) \quad \text{for all } \varepsilon, 0 < \varepsilon < 1. \]

Now, we shall prove the proposition. For every \( x, y \in X \) and \( 0 < \varepsilon < 1 \), we have

\[ f(\bar{x} + \varepsilon y) - f(\bar{x}) - \partial f(\bar{x}; y) \leq \partial f(\bar{x}; x) \leq f(\bar{x} + x) - f(\bar{x}) \]

and, moreover,
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\[
\frac{f(\bar{x} + \varepsilon y) - f(\bar{x})}{\varepsilon} - \delta f(\bar{x}; x) = \frac{f(\bar{x} + \varepsilon(y - x) + (1 - \varepsilon)\bar{x} + \varepsilon x) - f(\bar{x})}{\varepsilon} - \delta f(\bar{x}; x)
\]

\[
= \frac{\varepsilon f(\bar{x} + (y - x) + (1 - \varepsilon)\bar{x} + \varepsilon x) - f(\bar{x})}{\varepsilon} - \delta f(\bar{x}; x)
\]

Since \( \delta f(\bar{x}; y) \) and \( f(y) \) are continuous, we conclude that

\[
\frac{f(\bar{x} + \varepsilon y) - f(\bar{x})}{\varepsilon} \xrightarrow{\varepsilon \to 0^+} \frac{f(\bar{x} + (y - x) + (1 - \varepsilon)\bar{x} + \varepsilon x) - f(\bar{x})}{\varepsilon}
\]

which implies that \( f \) is differentiable in the sense of Neustadt and that the differential equals to the directional derivative \( \delta f(\bar{x}; x) \).

It is now easily seen that, under the same hypotheses of the above proposition, the convex function \( f \) is pseudoconvex at each \( \bar{x} \in E \).

**Theorem 4.1.** Let \( f, g_1, \ldots, g_n \) be all real valued convex functions defined over an open, convex subset \( E \) of a Banach space \( X \). Assume that all \( f, g_1, \ldots, g_n \) are bounded above on a neighborhood of a point in \( E \). Given a convex subset \( A \) of \( E \), consider the following convex programming:

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad x \in A \\
& \quad g_i(x) \leq 0, \quad i = 1, \ldots, n.
\end{align*}
\]

Assume that there is at least one point \( x \in A \) satisfying \( g_i(x) < 0 \), for \( i = 1, \ldots, n \). In order that \( \bar{x} \in A \) is an optimal solution, it is necessary and sufficient that there exist non-negative numbers \( \lambda_0, \lambda_1, \ldots, \lambda_n \), not all zero, such that

(a) \( \lambda_0 > 0 \),

(b) \( g_i(\bar{x}) \leq 0, \quad \lambda_i g_i(\bar{x}) = 0 \quad \text{for} \quad i = 1, \ldots, n \),

(c) \( \lambda_0 \delta f(\bar{x}; x) + \lambda_1 \delta g_1(\bar{x}; x) + \cdots + \lambda_n \delta g_n(\bar{x}; x) \geq 0 \quad \text{for all} \quad x \in P(A, \bar{x}) \).

**Proof.** Necessity: Since \( A \) is convex, it is clear that \( A \) is locally convex at any point in \( A \). It follows from Proposition 4.1 that \( f, g_1, \ldots, g_n \) are all differentiable at \( \bar{x} \) in the sense of Neustadt and that their differentials are coincide with \( \delta f(\bar{x}; x) \), \( \delta g_1(\bar{x}; x), \ldots, \delta g_n(\bar{x}; x) \), respectively. It is valid that if we define the closed convex cone \( B \) in \( \mathbb{R}^n \) by

\[
B = \{(y_1, \ldots, y_n) \in \mathbb{R}^n \mid y_i \leq 0, \quad i = 1, \ldots, n \}
\]

then \( g = (g_1, \ldots, g_n) \) is \( B \)-convex and has the differential \( g(x) = (\delta g_1(\bar{x}; x), \ldots, \delta g_n(\bar{x}; x)) \). Therefore, we can apply Theorem 3.3 to this problem, so that there are a real number \( \lambda_0 \) and a vector \( \lambda = (\lambda_1, \ldots, \lambda_n) \in (\mathbb{R}^n)^* = \mathbb{R}^n \), not both zero, such that
By virtue of (4.1) and (4.2), it is immediate that \( \lambda_i \geq 0 \) for \( i = 1, \ldots, n \). It then follows from (4.3) and (4.4) that \( \lambda_i g_i(x) = 0 \) for \( i = 1, \ldots, n \). Since \( f_2(x) = \partial f(x) \), (c) holds by (4.5).

Now, let us verify (a). Since \( A \) is convex, it is clear that
\[ x - \bar{x} \in P(A, \bar{x}) \quad \text{for all} \quad x \in A. \]
By virtue of (4.5), we have
\[ \lambda_0 \delta f(x; x - \bar{x}) + \lambda_1 g_1(x; x - \bar{x}) + \cdots + \lambda_n g_n(x; x - \bar{x}) \geq 0 \quad \text{for all} \quad x \in A. \]
From the property of convex functions follow
\[ f(x) - f(\bar{x}) \geq \delta f(x; x - \bar{x}), \]
\[ g_i(x) - g_i(\bar{x}) \geq \delta g_i(x; x - \bar{x}), \]
and hence
\[ \lambda_0 f(x) + \lambda_1 g_1(x) + \cdots + \lambda_n g_n(x) \geq \lambda_0 f(\bar{x}) + \lambda_1 g_1(\bar{x}) + \cdots + \lambda_n g_n(\bar{x}) = \lambda_0 f(\bar{x}), \quad \text{(by (4.3)).} \]
To show the contradiction suppose that \( \lambda_0 = 0 \). Then, we have
\[ \lambda_1 g_1(x) + \cdots + \lambda_n g_n(x) \geq 0 \quad \text{for all} \quad x \in A. \]
By the hypothesis, there is a vector \( x_0 \in A \) such that \( g_i(x_0) < 0 \) for \( i = 1, \ldots, n \), and hence \( \lambda_i = 0 \) for \( i = 1, \ldots, n \), which is a contradiction.

Sufficiency: Let \( H = g^{-1}(B) \). Since \( A \cap H \) is convex, it is a pseudocone with vertex at \( \bar{x} \) (\( \in A \cap H \)). Moreover, since \( f \) is convex, it is a pseudoconvex over \( A \cap H \) at \( \bar{x} \). It now follows from Theorem 3.4 that \( \bar{x} \) is an optimal solution.

5. On constraint qualification.

To begin with, we shall state the following lemma.

**Lemma 5.1 (cf. Guignard [3]).** Let \( X \) be a locally convex linear topological space and let \( A \) be a cone in \( X \). If the vector \( x \in X \) satisfies
\[ a^*(x) \leq 0 \quad \text{for all} \quad a^* \in A^*, \]
then we have
\[ x \in \overline{\text{co}}(A). \]

**Lemma 5.2.** Let \( A \) and \( B \) be cones in a locally convex linear topological space \( X \). If \( \bar{x}^* \in X^* \) is a continuous linear functional satisfying
\[ \bar{x}^*(x) \leq 0 \quad \text{for all} \quad x \in \overline{\text{co}}(A) \cap \overline{\text{co}}(B), \]
then it is true that
\[ x^* \in A^- + B^- . \]

**Proof.** Let \( x^* \in X^* \) satisfy the condition in the lemma. To show the contradiction assume that
\[ x^* \in A^- + B^- . \]

Since \( A^- + B^- \) is a \( X \)-closed convex cone in \( X^* \), it follows from the separation theorem that there is a non-zero element \( \bar{x} \in X \) such that
\[ x^*(\bar{x}) \leq 0 < x^*(x) \quad \text{for all} \quad x^* \in A^- + B^- . \]

Then, by virtue of Lemma 5.1 and the fact that \( A^-, B^- \subset A^- + B^- \), it is easily verified that
\[ x^* \in \overline{\text{co} (A)} \cap \overline{\text{co} (B)} . \]

and hence
\[ x^*(\bar{x}) \leq 0 , \]

which contradicts to (5.1).

Now, we can present the following proposition.

**Proposition 5.1.** Let \( A \) and \( B \) be cones in a locally convex linear topological space \( X \). Then, the condition
\[ (A \cap B)^- = A^- + B^- \]

holds if and only if
\[ \overline{\text{co} (A \cap B)} = \overline{\text{co} (A)} \cap \overline{\text{co} (B)} . \]

**Proof.** "if" part: Since
\[ A^- + B^- \subset (A \cap B)^- , \]

and since \( (A \cap B)^- \) is \( X \)-closed, it is clear that
\[ A^- + B^- \subset (A \cap B)^- . \]

Let \( x^* \) be an arbitrary element of \( (A \cap B)^- = (\overline{\text{co} (A \cap B)})^- \). Then, by (5.3), we obtain
\[ x^*(x) \leq 0 \quad \text{for all} \quad x \in \overline{\text{co} (A)} \cap \overline{\text{co} (B)} . \]

It is valid, on the basis of Lemma 5.2, that
\[ x^* \in A^- + B^- . \]

"only if" part: It is easily seen that
\[ \overline{\text{co} (A \cap B)} \subset \overline{\text{co} (A)} \cap \overline{\text{co} (B)} . \]

We shall prove by contradiction. If there is a vector \( y_0 \in X \) such that
\[ y_0 \in \overline{\text{co} (A)} \cap \overline{\text{co} (B)} \quad \text{and} \quad y_0 \notin \overline{\text{co} (A \cap B)} , \]

then, on the basis of the separation theorem in a locally convex linear topological space (see \([2]\), p. 417, Theorem 10), there exist a real number \( \alpha \), a positive number \( \epsilon \), and a non-zero continuous linear functional \( f \in X^* \) such that
\[ f(x) \leq \alpha < \alpha + \epsilon \leq f(y_0) \quad \text{for all} \quad x \in \overline{\text{co} (A \cap B)} , \]
\begin{align*}
\text{(5.4)} \quad f(x) & \leq 0 < f(y_0) \quad \text{for all } x \in \overline{\text{co}(A \cap B)}, \\
\text{since } \overline{\text{co}(A \cap B)} \text{ is a cone. Then, we have, by (5.2),}
\end{align*}

\[ f \in \overline{\text{co}(A \cap B)^{-}} = (A \cap B)^{-} = A^{-} + B^{-}. \]

It is then true that there exists a generalized sequence (see [2], p. 26, Definition 1) \( \{a_{n}^{x} + b_{n}^{x}\}, \ a_{n}^{x} \in A^{-}, \ b_{n}^{x} \in B^{-} \), which converges to \( f \). This is equivalent to the fact that
\[ \lim_{n}(a_{n}^{x} + b_{n}^{x})(x) = f(x) \quad \text{for all } x \in X. \]

Since \( y_{0} \in \overline{\text{co}(A)} \) and \( y_{0} \in \overline{\text{co}(B)} \), we have
\[ (a_{n}^{x} + b_{n}^{x})(y_{0}) = a_{n}^{x}(y_{0}) + b_{n}^{x}(y_{0}) \leq 0 + 0 = 0, \]
and hence
\[ f(y_{0}) = \lim_{n}(a_{n}^{x} + b_{n}^{x})(y_{0}) \leq 0. \]

This contradicts to (5.4). This completes the proof of Proposition 5.1.

**EXAMPLE 1.** Let us discuss the hypothesis under which the necessary conditions are obtained in Varaiya [8] and Guignard [3]. Let us consider the following example:

\[
X = \mathbb{R}^{2}, \quad Y = \mathbb{R}^{1}, \\
A = \{(x_{1}, x_{2}) \in \mathbb{R}^{2} \mid -1 \leq x_{1} \leq 1, \ 0 \leq x_{2} \leq 1\}, \\
f(x) = f(x_{1}, x_{2}) = x_{2}, \\
g(x) = g(x_{1}, x_{2}) = x_{1}^{2} - x_{2}^{2}, \\
B = \{r \in \mathbb{R}^{1} \mid r \leq 0\}. 
\]

It is clear that the optimal solution \( \bar{x} \) to this problem is the origin. Note that
\[ \overline{\text{co}(\text{LC}(A \cap H, 0))} \subseteq \overline{\text{co}(\text{LC}(A, 0)) \cap \overline{\text{co}(\text{LC}(H, 0))}}, \]

Where \( H = g^{-1}(B) \), and hence, on the basis of Proposition 5.1, we have
\[ \text{LC}(A \cap H, 0)^{-} \supseteq \text{LC}(A, 0)^{-} + \text{LC}(H, 0)^{-}. \]

That is, this example does not satisfy the hypothesis stated in Varaiya [8] and Guignard [3]. We can, however, treat this example since \( A \) is convex, and since \( B \) has a non-empty interior.

**EXAMPLE 2.** Let
\[
X = Y = \mathbb{R}^{2}, \\
A = \{(x_{1}, x_{2}) \in \mathbb{R}^{2} \mid -1 \leq x_{1} \leq 1, \ 0 \leq x_{2} \leq 1\} \\
\cup \{(x_{1}, x_{2}) \in \mathbb{R}^{2} \mid 0 \leq x_{1} \leq 1, \ -1 \leq x_{2} \leq 0\}, \\
B = \{(y_{1}, y_{2}) \in \mathbb{R}^{2} \mid y_{1} \leq 0, \ y_{2} \leq 0\}, \\
g_{1}(x_{1}, x_{2}) = x_{2} - 2x_{1}, \\
g_{2}(x_{1}, x_{2}) = \frac{1}{2} x_{1} - x_{2},
\]
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It is then clear that the optimal solution $\bar{x}$ is the origin. In this case, $A$ is locally relatively convex with respect to $H = g^{-1}(B)$ at 0, though $A$ is not locally convex at 0. Note that

$$P(A, 0) = X = \mathbb{R}^2,$$

on the other hand,

$$LC(A, 0) \subseteq X.$$  

Hence, every convex set $K$ satisfying

$$0 \in K \subset LC(A, 0),$$

is strictly contained in $P(A, 0) = X$. Consequently, our necessary conditions are different from the necessary conditions in Neustadt [5] or Nagahisa & Sakawa [4].

**Example 3.** In the last example, consider the following one. We shall show through this example that the hypotheses in Theorem 3.3 are not omitted to obtain the necessary conditions. Let

$$X = Y = \mathbb{R}^2,$$

$$A = \{(x_1, x_2) \in \mathbb{R}^2 | x_2 \leq 0\} \cup \{(x_1, x_2) \in \mathbb{R}^2 | x_2 \geq 0, x_1 \leq x_2\},$$

$$g_1(x_1, x_2) = -2x_1 - x_2,$$

$$g_2(x_1, x_2) = 2x_1 + x_2 - 2,$$

$$B = \{(y_1, y_2) \in \mathbb{R}^2 | y_1 \leq 0, y_2 \leq 0\},$$

$$f(x_1, x_2) = x_1 + x_2.$$

It is then immediate that the optimal solution $\bar{x}$ is the origin. In this case, $A$ is not locally convex at 0, nor locally relatively convex with respect to $H$ at 0. Furthermore, note that $P(A, 0) = X = \mathbb{R}^2$.

For this example, we cannot obtain the necessary conditions in Theorem 3.3. Indeed, if we assume that the above necessary conditions hold, then, there are a real number $\eta$ and a vector $y^* = (y_1^*, y_2^*) \in \mathbb{R}^2$, not both zero, such that

$$\eta f(z) + y_1^* g_1(z) + y_2^* g_2(z) \geq 0 \quad \text{for all } z \in \mathbb{R}^2,$$

$$y_1^* g_1(0) + y_2^* g_2(0) = 0,$$

$$\eta \geq 0,$$

$$y^*(y) \leq 0 \quad \text{for all } y \in B.$$  

It is easily seen that

$$\eta = y_1^* = y_2^* = 0,$$

which is a contradiction.

**Remark.** This example also shows that there is a set $A (\ni 0)$ satisfying

$$\text{co}(LC(A, 0)) \not\subseteq P(A, 0).$$
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